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Preface

In February 2014, we had the pleasure to host the 6th edition of the Central
European Workshop on Services and their Composition (ZEUS) in Potsdam. This
successful workshops series o�ers young research talents the chance to present
and discuss early ideas and incomplete results, and to establish contacts between
young researchers. 29 researchers and practitioners from Austria and Germany
joined the workshop and contributed to the discussions of the presented work.

From all submissions, we selected 13 papers for the workshop program and
proceedings. The program committee that evaluated all submissions for their
relevance and scientific quality consisted of members of academia and industry.
The accepted papers focused on topics in the area of Business Process Management
and Service-oriented Computing, in particular process analysis, process modeling
and improvement, flexible processes, process execution, and process data.

The workshop program has been completed by a keynote given by Ulf Leser
from Humboldt-Universität zu Berlin, entitled “Research Opportunities in Scien-
tific Workflows”. Ulf Leser elaborated on the challenges of handling enormous
amounts of data that are processed in scientific workflows. He pointed out that
the rapid evolution of processing units requires flexible and robust execution
environments.

Potsdam, March 2014 Nico Herzberg
Matthias Kunze
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“BPELanon”: Anonymizing BPEL Processes

Marigianna Skouradaki1, Dieter Roller1, Cesare Pautasso2, and Frank Leymann1

1 Institute of Architecture of Application Systems, University of Stuttgart, Germany
{skouradaki,dieter.h.roller,leymann}@iaas.uni-stuttgart.de

2 Faculty of Informatics, University of Lugano, Switzerland
c.pautasso@ieee.org

Abstract We are currently developing a performance benchmark for
Workflow Management System. As a first activity we are collecting
real-world processes. However, to protect their competitive advantage,
some companies are not willing to share their corporate assets. This
work’s objective is to propose a method (“BPELanon”) for BPEL process
anonymization in order to deal with the problem. The method trans-
forms a process to preserve its original structure and runtime behavior,
while completely anonymizing its business semantics. Anonymization
is a complicated task that must meet the requirements we outline in
this paper. Namely, we need to preserve the structural and executional
information while anonymizing information such as namespaces, names
(activity names, variable names, partner link names etc.), and XPath
expressions that may reveal proprietary information. Furthermore, the
names contained in the anonymized process should be chosen carefully
in order to avoid conflicts, preserve privacy, and file-readability. Multi-
ple dependency relations among process artifacts raise the challenge of
fulfilling the aforementioned requirements, as a unique change in a file
potentially leads to a flow of changes to other related process artifacts.

Keywords: Anonymization, BPEL, Workflows, Business Processes

1 Introduction

Given the fact that “process equals product” [3] most companies and business
organizations are not willing to share their process models with academic re-
searchers due to competitive reasons to protect their intellectual property. Since
our first goal with the “BenchFlow” project1 is to collect real-world business
process models that can be later used to synthesize a Benchmark, we want to
encourage sharing of models that are suitable for our purposes without revealing
critical company information. The contributions of this work are as follows:

1. identify the requirements of anonymization methodology
2. propose a method (“BPELanon”) that exports the anonymized process model

containing the original BPEL process without its business semantics, but
solely its executable structure

1
http://www.iaas.uni-stuttgart.de/forschung/projects/benchflowE.php
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2 Approaching the Problem

2.1 Requirements

The design of “BPELanon” must address the following initial list of requirements
identified during our work in various research projects, and especially during
our collaboration with industry partners: The main requirement and purpose of
methodology is to:

R1: Support both pseudonimization and anonymization of data upon the user’s
choice. Pseudonimization is the technique of masking the data, while main-
taining ways to the original data [1]. On the contrary, anonymization changes
the critical data and makes it impossible to trace back the original version of
data [4]. Providing the option of pseudonimization makes it possible for the
originator to trace bugs or inconsistencies found in the anonymized file, and
apply changes to the original process.

In order to satisfy [R1] a number of other requirements occur. These can be
grouped to requirements that stem from the XML nature of BPEL:

R2: Scramble the company’s sensitive information that can be revealed in activity
names, variable names, partner link names, partnerlink type names, port type
names, message names, operation names, role names, XSD Element names,
namespaces, and XPath expressions. The name choice for these attributes is
usually descriptive, and reflects the actual actions to which they correspond.
So they can reveal a lot of the process semantics.

R3: The exported process model must not contain namespace information in
incoming links to external web sites that reveal business information (back-
links)

R4: The exported process model must not contain names (including activity
names, variable names, partner link names, partnerlink type names, message
names, operation names, role names, and XSD Element names) with backlinks
to business information

R5: The exported process model must not contain XPath expressions with back-
links to business information. If no custom XPath functions are used, [R5] is
a consequence of requirement [R4].

R6: Remove description containers (comments and documentation) that reveal
critical information and semantics.

BPEL-specific requirements:

R7: The exported process model must keep the structural information and exe-
cutability

R8: The exported process must maintain an equivalent run-time behavior
R9: The exported process must maintain equivalent timing behavior

The following requirements are related to the renaming methodology that will
be applied:
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R10: It has to be ensured that the scrambled name prevents reverse engineering
to get the original names. For example if data is encrypted with a known
function (e.g. RSA, MD5) and we know the used key, then it is easy to obtain
the original data.

R11: Names must be chosen in a way that conflicts are avoided between the
original and exported file. For example an easy name choice would be to
change each name with respect to its type followed by an ascending ID. For
example the name of activity “Payment” could have been changed to the
name “Activity1”. Nevertheless, this way is not considered safe. “Activity1”
could also have been a possible name choice for the original process model as
it is a word frequently met in Business Process Management. This would lead
to a sequence of conflicts. Which elements named “Activity1” correspond
to the anonymized element and which to the one contained in the original
process?

R12: The names must lead to an human-readable exported file. For example let’s
assume that we use UUIDs for name choice. That would lead to activity
names such as: f81d4fae-7dec-11d0-a765-00a0c91e6bf6. The exported
file will not be easy to read for humans.

2.2 Challenges

This section analyzes the challenges that stem from the need to satisfy the
requirements described in

2.3 Requirements

Each process specification is wrapped in a package which is a directory con-
taining all deployment artifacts. At the minimum the directory should contain
a deployment descriptor, and one or more process definitions (BPEL), WSDL,
and XSD files1. Many dependency relations among files as shown in Fig. 1 in-
crease the complexity of anonymization as small changes in a file may lead
to numerous subsequent changes to other process artifacts [Challenge 1]. The
complexity increased by the need to meet Requirement 2 [Challenge 2]. The
renaming methodology also needs to be carefully examined in order to satisfy
Requirements 9–12 [Challenge 3].

The BPEL-specific requirements reveal a new set of challenges that will be
more complex to fulfill. How do data and data specific decisions a�ect the run-
time behavior of the anonymized model? [Challenge 4]. How is BPEL lifecycle
a�ected by anonymization? [Challenge 5]. To what extend will timing behavior
be maintained? [Challenge 6]. These challenges will be addressed in future work.

Following the approach of “divide and conquer” the anonymization method-
ology followed for each artifact should be separately and carefully examined.
In this paper we focus on the BPEL - WSDL anonymization aiming to satisfy
[Challenges 1, 2, 3].
1

http://ode.apache.org/creating-a-process.html

http://ode.apache.org/creating-a-process.html
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BPEL Process

Deployment Descriptor

WSDL

XSD

<<dependency>>

<<dependency>>

<<dependency>>

<<dependency>>

Figure 1. Dependency relations among artifacts to be anonymized

Fig. 2 shows a more detailed analysis of the occurring dependencies between
the BPEL and WSDL artifacts. The grey entities represent the BPEL elements
while the green entities represent WSDL elements. The directed associations that
connect the members with each other show dependency between the entities.
The arrow shows the “direction” of dependency. This means that the member
to which the arrow leads is an artifact which creates high dependencies between
the rest of the participating entities. Therefore when this member is changed the
interconnected members should be accessed and changed correspondingly.
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invoke

portType

operation
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operation
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myRole

role

name

reply

portType
operation

receive
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operation
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name

<<dependency>>

BPEL

WSDL

Figure 2. Dependencies between BPEL and WSDL files of a Business Process

3 Designing the Method

This section describes the methodology that is used for developing “BPELanon”.
Elements in a BPEL file can be divided into three groups:

– Free Elements Group: Elements that need to be anonymized, but are not
bound to changes that occurred in other files.
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– WSDL Bounded Group: Elements that need to be changed because they were
bounded with elements that are changed in the WSDL file.

– Internally Bounded Group: Elements that need to be changed because they
are bounded to other changed elements within the same file. Internally
Bounded Groups can be found in both BPEL and WSDL files.

The anonymization of “Free Elements Group” is trivial. However, the anonymiza-
tion of “WSDL Bounded Group” and “Internally Bounded Group” are more
complex tasks. For its implementation we need a “Registry of Alterations”. This
is a registry of metadata that is created during the anonymization a file and logs
the occurring changes. It must contain in the minimum the following information:
the element’s type, and the corresponding attributes’ new and old data.

The main idea of the anonymization is to scan the documents (WSDL, BPEL
does not matter) looking for element attributes that might contain semantics
(critical attributes) and need to be scrambled, and adding them to the “Registry
of Alterations” the old and new value. The information on which attributes
are critical can be stored with metadata. Next we scan the documents looking
for references to the scrambled elements and update their values. Below it is
described the anonymization method for the “WSDL Bounded Group”.

Anonymization starts with the creation of a metadata schema that reflects
the interconnections shown in Fig. 2. Next we construct a “Table of References”
that shows correlation of a BPEL process and its WSDL files. This is done by
parsing the <bpel:import> annotations of the BPEL file. We then process the
WSDL files, which contain the definitions for the artifacts that are referenced
in BPEL. We run through each one of the WSDL files in “Table of References”
and start anonymizing the attributes of the elements step by step. In order to
fulfill [R8] the function of anonymization will pick random worlds of an English
Dictionary 1. As argued before a world of a well known human language will lead
to more readable results than UUIDs. We only focus on the anonymization of
critical attributes as not every attribute needs to be anonymized. By maintaining
a “Registry of Alterations”, we apply the subsequent changes to the BPEL. We
have created an outer loop that repeats this process for each WSDL file. Another
option would have been to parse all WSDL files and finally apply the changes
to BPEL file in one parse. However WSDL files might have common names and
this would lead to more complex solution. We have therefore chosen this safer
although most likely more time consuming method.

At the end of the process “Table of References” and “Registry of Alterations”
is destroyed if the tool is set to anonymize and not pseudonimize. The above
procedure describes Algorithm 1. For the anonymization of the “Internally
Bounded Group” a similar process needs to be followed.

4 Related Work

Attempts for anonymization can be found in various fields of computer science
such as network security (filtering, replacement, reduction of accuracy etc. [6]) and
1

http://www.winedt.org/Dict/

http://www.winedt.org/Dict/
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Algorithm 1 Anonymization process of BPEL-WSDL for “WSDL Bounded
Group”

create TableOfReferences by parsing <bpel:import> annotations of BPEL
for all WSDL files W in tableOfReferences do

for all elements E in W do

a Ω getCriticalAttributes(E)
for all a do

updateRegistryOfAlterations(E.type,a.type,a.data,“old”)
applyAnonymizationPattern(a.data)
updateRegistryOfAlterations(E.type,a.type,a.data,“new”)

end for

end for

for all element E in BPEL file do

a Ω getCriticalAttributes(E)
for all a do

resultT ype Ω findTypeOfInterconnection(E.type,a.type)
a.data Ω getNewValueOfAttribute(resultT ype,a.data) {from registryOfAl-
terations}

end for

end for

end for

if anonymization then

delete tableOfReferences
delete registryOfAlterations

end if

database systems (data generation, encryption etc. [5], k-anonymity, l-diversity,
and t-closeness1). These approaches cannot be applied to BPEL as they are
tightly tailored to the architecture and principles of di�erent technologies.

The tools XMLAnonymizer2 and XMLAnonymizerBean3 were found. XM-
LAnonymizer is a primary approach to anonymization that focuses on changing
the attribute value of the XML file ([R4] partially covered). The XMLAnonymizer-
Bean anonymizes elements and attributes by removing the namespaces of an
XML file ([R3] partially covered). Overall, these utilities partially satisfy the
requirements of “BPELanon”. The “BPELanon” method is a more complex
approach since it deals with all the requirements and challenges described in
Sect. 2.

5 Conclusions and Future Work

In this paper we have proposed a method for the anonymization of BPEL
processes. We focus on BPEL processes without extensions as experience shows
1

http://arx.deidentifier.org/

2
https://code.google.com/p/xmlanonymizer/

3
http://help.sap.com/saphelp_nw04/helpdata/en/45/

d169186a29570ae10000000a114a6b/content.htm

http://arx.deidentifier.org/
https://code.google.com/p/xmlanonymizer/
http://help.sap.com/saphelp_nw04/helpdata/en/45/d169186a29570ae10000000a114a6b/content.htm
http://help.sap.com/saphelp_nw04/helpdata/en/45/d169186a29570ae10000000a114a6b/content.htm
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that BPEL is used widely in industry to implement workflows. There are more
than 60 BPEL extensions available [2], but the processes we collected so far
indicate that none of these extensions is used in real-world settings. We have
analyzed a set of requirements and challenges that make process anonymization
di�cult. To address the requirements and challenges we suggest an algorithm
that is a first approach to the methodology of business process anonymization.
The main contribution of this paper is the design of a methodology with focus
on BPEL anonymization.

In future work we will investigate what is the impact of anonymization to
the BPEL process lifecycle, the ways that data and data dependent decisions
are influenced by anonymization, and include timing behavior information into
BPELanon methodology. The implementation of “BPELanon” has started, and
will be tested with a set of workflows with various characteristics. The first release
will be then distributed to companies for evaluation and usage. We intend to
extend “BPELanon” in order to provide various options of anonymization, and
anonymization valid for other languages. After collecting a sizable sample of
anonymous process models, we will work on a method for “Statistical Analysis”
that aims to calculate useful statistical information out of the BPEL process
collection.

Acknowledgments This work is funded by the “BenchFlow” (LE 2275/7-1)
project supported by German Research Foundation (DFG).
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Where did I go wrong?

Explaining errors in business process models

Niels Lohmann

Universität Rostock, Institut für Informatik, 18051 Rostock, Germany
niels.lohmann@uni-rostock.de

Abstract. Business process modeling is still a challenging task —
especially since more and more aspects are added to the models, such
as data lifecycles, security constraints, or compliance rules. At the same
time, formal methods allow for the detection of errors in the early model-
ing phase. Detected errors are usually explained with a path from the
initial to the error state. These paths can grow unmanageably and make
the understanding and fixing of errors very time consuming. This paper
addresses this issue and proposes a more intelligible explanation of errors:
Instead of listing the actions on the path to the error, only which decisions
lead to it are reported and highlighted in the original model.

1 Introduction

Business process modeling is a sophisticated task and received a lot of attention
in the past decades. With the advent of domain-specific languages and a growing
scientific community, the act of creating and managing business process models
has become a discipline on its own. Despite all e�orts, design flaws may still occur.
This can have di�erent impacts, ranging from syntactically incorrect models,
which are harder to understand, up to catastrophic faults and down times in the
execution that yield to a loss of money or a legal aftermath. Consequently, a
large branch of research focuses in the detection, correction, and avoidance of
errors in business process models. Whereas plain control flow analysis is now well
understood, other aspects such as data, business rules, or security may introduce
more subtle flaws that are harder to detect.

Using the prominent soundness [1] property, we can classify existing ap-
proaches into three classes: (1) Some approaches exploit certain structural con-
straints of the business process model, for instance by focussing on workflow
graphs that only consist of AND/XOR-gateways, for instance [10]. (2) Other
approaches rely on the definition of soundness which can be defined in terms of
standard Petri net properties such as boundedness, liveness, or the existence of
place invariants [11]. The two mentioned approaches are domain-specific in the
sense that they exploit the fact that they investigate business process models. In
contrast, (3) general purpose verification tools (usually called model checkers [3])
can check all kinds of properties as long as they can be expressed in terms of
temporal logics. As this is the case for soundness, these tools are also applicable
for the verification of business process models.

Due to the ongoing evolution of business process modeling languages, the
growing number of aspects that need to be covered by a business process model,

N. Herzberg, M. Kunze (eds.): Proceedings of the 6th Central European Workshop on Services and
their Composition (ZEUS 2014), Potsdam, Germany, 27-03-2014, published at http://ceur-ws.org
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or the trend toward executable business process models, the verification of
business process models has become a moving target. As a consequence, specific
approaches may become inapplicable for novel demands, leaving only general
purpose approaches as stable tools for the future.

Problem description. In principle, a model checker takes a formal model (e.g., a
Petri net) and a formal description of the property to check (usually described
by temporal logic formula Ï) as input and tries to prove the property by an
exhaustive investigation of the model’s states. In case the property is violated
(e.g., a deadlocking state is detected), a path fi to this error state is reported [3].
The path contains all actions of the model that need to be executed to reach
the error state from the initial state. Due to this operational nature of paths,
the scenario that led to the error can be simulated. It is furthermore possible to
explain the scenario in terms of the original model; that is, to map the states of
the Petri net back to events of a BPMN model.

Unfortunately, the size of the paths correlates with the size of the model and
paths of industrial models can thus be very long and hardly understandable.
Furthermore, the path can contain a lot of irrelevant or diverting information
that makes the comprehension of the error very di�cult. For instance, the path
usually contains actions that only “set up” the process (e.g., initializations and
login procedures). These inevitable actions are certainly necessary to be able
to reach the error state, but are usually not the cause of it. Another aspect
that makes paths hard to understand is the fact that business process models
may span several components where activities are executed in parallel. On the
path, these originally unordered activities are reported in a fixed — and possibly
arbitrary — order which may yield confusion due to unintuitive error descriptions.

Contribution. This paper addresses the mentioned problems by shortening paths
by focussing on the choices made rather than on each individual action. We shall
use a large case study as experimental evaluation of our proposed approach.

2 Model checking Petri nets

Business process modeling languages are usually semiformal and hence are not
directly applicable to a mathematically rigorous proof of correctness criteria.
However, the operational semantics can be captured in formalisms such as Petri
nets or process calculi. With the advent of executable languages such as WS-BPEL
2.0 or BPMN 2.0, such a formalization became much easier, because a precise
execution semantics yielded more careful language specifications. In fact, for most
of today’s languages from industry or academia, translations into Petri nets [9]
exists [7].

Example. Figure 1(a) depicts a small business process model from [4] which
contains two subtle control flow errors: a lack of synchronization and a local
deadlock. Its translation into a Petri net is shown in Fig. 1(b). As we see, the
Petri net’s structure is very similar to the original model.
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F1
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M1

M2

(a) business process model from [4]

p1

p2 p3

p4

p5

p6 p7

p8

p9

p10

p11 p12

p13

t1

t2

t3

t4 t5
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t8 t9 t10

t11

t12

t13

t14 p14

(b) Petri net model
Fig. 1. A business process model (a) and its translation into a Petri net (b)

Model checking [3] is an approach to prove that a system satisfied a given
correctness criterion; for instance soundness, the absence of a deadlocking state,
the presence of a sound process configuration, correct data life cycles, or com-
pliance to business rules. In contrast to theorem provers, which sometimes need
manual inputs, or testing, which can only prove the existence of errors, but never
their absence, model checking is an automated and complete way to investigate
systems.

For the remainder of the paper, we use model checking tool LoLA [12] that
takes a Petri net N and a temporal logical formula Ï as input. If the formula is
satisfied by the Petri net (e.g., if the Petri net is sound), this is reported as “yes”
to the modeler. In case the formula is violated (e.g., a deadlocking marking m is
found), this is reported as “no” to the modeler. In addition, a path fi = t1 · · · tn is
given to the modeler which explains how m is reachable from the initial marking
m0; that is, m0

t1≠æ · · · tn≠æ m. Depending on the nature of the formula Ï, the
marking reached by the reported path either is a proof that the formula is not
satisfied by the behavior of the Petri net N and is called a counterexample or
marking itself is the proof that the formula is satisfied (e.g., if Ï expresses the
reachability of that marking m) and is called a witness. In this paper, we do
not distinguish the semantics of the marking m and always refer to m as goal
marking.

Example (cont.). The business process from Fig. 1(a) has a lack of synchronization.
This can be detected by checking the Petri net from Fig. 1(b). The following path
fi describes how a marking m can be reached which puts two tokens on place p6.

fi = t1 t2 t9 t10 t11 t12 t14 t8 t2 t3 t4 t5 m = {p6 ‘æ 2}

The path contains 12 transitions. In the remainder of this paper, we use this
path to exemplify the proposed reductions.
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It is worthwhile to mention that model checking su�ers a devastating worst
case complexity due to the well-known state explosion problem which yields
reachability graphs with exponential blow-ups compared to the size of the models.
However, even industrial business process models can be model checked in few
microseconds, because heuristics that fight the state space explosion proved to
be very e�ective in this domain [4].

3 Representing paths by made choices

3.1 The problem: long paths = big problems

In the remainder of the paper, we focus on the following problem:

Given a path fi to a goal marking m of a Petri net model N , how can the
reason for the error modeled by m be briefly and comprehensively explained
to the modeler of N?

Apparently, fi describes how the goal marking m can be reached from the
initial marking m0 of N . Consequently, reporting the transitions of fi together
with the intermediated markings to the modeler should help to understand the
reasons m was reached. Unfortunately, this approach is futile in case fi contains
dozens of transitions. The reasons for such long paths are:

Detours: Model checkers usually investigate the markings of a Petri net in a
depth first search1. As a result, the reported paths do not need to be optimal
and may contain some transitions that model “detours” in the reachability
graph that do not contribute in the actual reaching of the goal marking.

Interleaving of concurrent transitions: A marking of N may activate two tran-
sitions t1 and t2 which are not mutually exclusive. That is, firing either
transition first does not disable the other one. A typical reason for this is
that t1 and t2 do not share any resources. Consequently, the order in which t1
and t2 occur on the path fi is arbitrary. If each transition belongs to di�erent
components of the underlying business process model, then these arbitrary
interleaving of the transitions may be irritating to the modeler if she tries
to understand the path fi. In the example path, transition t11 and t12 are
concurrent and the reported order in path fi (t11 before t12) is arbitrary.

Indisputable parts: Though the path fi is an actual proof that the goal marking
m can be reached in N , not every transition on the path is an actual cause
of m. In the example process, any path will begin with firing t1 and hence
does not need to be reported to the modeler as reason for an error.

1 Breadth-first approaches are not applicable to many classes of formulae.
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3.2 The solution: don’t report the obvious

To tackle the problem of long paths with redundant or unhelpful information,
we shall exploit two aspects to shorten paths in the remainder of this section:
progress and conflicts.

Progress is the assumption that the model never “gets stuck” in case a
transition is activated. That is, if a marking activates one or more transitions,
then this marking is eventually left by firing on of these transitions. Progress is a
natural assumption for business process models in which the execution of tasks
also cannot be postponed indefinitely. Though the actual occurrence of message
or timer events cannot be precisely predicted, the respective states are always
assumed to be eventually left by the modeled actions.

A conflict is a situation in which there exist more than one possible continua-
tions (e.g., an XOR gateway). In terms of Petri nets, it is a marking in which
two transitions t1 and t2 are enabled, but after firing either of them, the other
transition is disabled. This situation is dual to concurrent transitions (see above)
that do not disable each other. A detailed discussion of these aspects can be
found in [9].

The combination of these aspects brings us to the following intuitive ob-
servation: Only the conflicts on the path fi carry information on how to reach
the goal markings. Any other marking m on the path between the initial and
the goal marking either (1) enables no transition: Then this must be the goal
marking itself, because it has no successor marking. Alternatively, (2) marking
m enables exactly one transition: Then this transition is eventually fired due
to the assumption of progress. Consequently, this transition does not need to
be reported to the modeler as its firing was already determined by the previous
transition on fi thad lead to m. Finally, (3) marking m enables several concurrent
transitions. These transitions may fire independently, and if all of them are on fi,
then the exact order is arbitrary.

Example (cont.). The conflicts of our running example are shaded gray in
Fig. 1(b): transitions t3 and t9, as well as t13 and t14 are conflicting. As a result,
we can reduce the path fi as follows:

fireduced = t9 t14 t3 m = {p6 ‘æ 2}

The firing of all other transitions is clear from the context from the intermediate
markings and the assumption of progress. Note that the transition names need to
be translated back into the terms of the original model. A di�erent representation
of fireduced could be: “After (1) decision D1: No, (2) decision D2: No, and (3)
decision D1: Yes, a lack of synchronization occurs after after merge M2.” This is
depicted in Fig. 2.

3.3 Experimental results

To evaluate the path reduction algorithm, we applied it to a large collection of
industrial process models created by IBM customers using the IBM WebSphere
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on an edge between two nodes. Tokens move through the process as a task or gateway
executes, taking the process from one state to another state in the usual way.
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Fig. 3: Translation of a task with disjoint input and output sets (left) into the correspond-
ing workflow graph (center) and Petri net patterns (right).

In the center of Fig. 3, we see the translation into a workflow graph [2, 5], which
is a control-flow graph containing only gateways and tasks. To the right, we see the
resulting Petri net. In general, input and output sets can overlap, which would lead
to non-free-choice Petri nets as a result of the translation [12]. However, none of the
syntactically valid process models contained in our test set used overlapping inputs or
output sets, i.e., the translation will only return free-choice nets in our case study. This
makes it possible to benefit from fast analysis techniques for free-choice Petri nets, see
for example Sect. 4. Furthermore, users of the tool can specify which input set activates
which output set, but this information was not provided in any of the models. For the
translation, we therefore assumed that each input set can potentially activate each output
set. Two di�erent translations into workflow graphs and Petri nets were implemented,
although the Petri nets could also be directly obtained from the workflow graphs by a
well-known construction [2]. The Petri net models are available at http://www.service-
technology.org/soundness in PNML format.

2.3 Soundness

Figure 4 shows a workflow graph without any tasks as it occurs in the middle part of the
process in Fig. 2 and to which we added a start and an end event. This process model
contains a lack of synchronization error as well as a local deadlock, which are not so
easy to spot in the first place.

F1

J1

M1

M2

Fig. 4: Workflow graph with deadlock and lack of synchronization errors.

A local deadlock is a reachable state s of the process that has a token on an incom-
ing edge e of an AND-join such that each state that is in turn reachable from s also

6

1
2

3

D1=No

D2=No

D1=Yes

Fig. 2. Mapping back the reduced path run to the original process model

Business Modeler. The models were first presented in a report by Fahland et
al. [4], where the 1386 process models were checked for soundness using di�erent
approaches. As a general-purpose model checker, LoLA [12], took part in this
investigation, the process models were also translated into Petri nets.2 The models
are partitioned into five libraries (A, B1, B2, B3, C) and stem from di�erent
business areas, ranging from financial services, automotive, telecommunications,
construction, supply chain, health care, and customer relationship management.

As experiment, we replayed verification checks reported in [4,2] and reduced
the generated paths. The results summarized in Table 1–3 report are promising:
we report reductions between 77 % and 95 %, leaving average reduced path
lengths between 2 and 7 transitions. Though the reduced paths consist of Petri
net transitions, it can be easily translated back into the nomenclature of the
original model as demonstrated in Fig. 2.

4 Further reduction: remove spurious conflicts

In the previous section, we showed how paths to errors in business process models
can be reduced by only reporting conflict transitions. This reduction decided, for
each marking that activates a transition, whether conflicting transitions are also
activated. This check is local in the sense that it is not checked whether those
transitions that were not taken in the decisions actually could have avoided the
next conflict transition on the path.

Intuitively, a transition ti on a reduced path fi is a spurious conflict i� every
transition t in conflict to ti eventually reaches the marking mi+1 which enables
the next transition ti+1 on path fi. In this case, choosing any transition from the
ith conflict will eventually enable the next conflict on the path to the goal state.
Consequently, reporting the spurious conflict ti is of little help to the modeler to
understand the error itself.

The check for spurious transitions defined above can be straightforwardly be
implemented using a model checker.3 We integrated this check as postprocessing
2 The original models and their Petri net translations are available for download at

http://service-technology.org/soundness.
3 We check whether N with initial marking mÕ

i satisfies the CTL formula Ï = AF mi+1.

http://service-technology.org/soundness
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Table 1. Paths from the checks for local deadlocks [4]

library A B1 B2 B3 C

avg. path length before / after 17.51 / 1.83 17.52 / 2.11 16.06 / 1.54 20.34 / 1.67 13.40 / 2.30

max. path length before / after 53 / 8 66 / 7 56 / 6 54 / 5 21 / 3

sum of path lengths before / after 1699 / 178 1419 / 171 1349 / 129 1688 / 139 134 / 23

reduction 89.52 % 87.95 % 90.44 % 91.77 % 82.84 %

Table 2. Paths from the checks for lack of synchronization [4]

library A B1 B2 B3 C

avg. path length before / after 30.83 / 3.17 10.47 / 0.66 12.16 / 0.68 11.50 / 0.59 51.00 / 7.57

max. path length before / after 89 / 13 52 / 7 100 / 8 103 / 14 120 / 17

sum of path lengths before / after 1079 / 111 1047 / 66 1459 / 82 1507 / 77 357 / 53

reduction 89.71 % 93.70 % 94.38 % 94.89 % 85.15 %

Table 3. Paths from the checks for noninterference [2]

library A B1 B2 B3 C

avg. path length before / after 12.06 / 2.79 13.82 / 2.55 18.13 / 2.33 14.27 / 2.55 11.27 / 2.33

max. path length before / after 44 / 7 70 / 7 95 / 7 95 / 7 27 / 3

sum of path lengths before / after 19699 / 4557 5707 / 1054 13835 / 1777 17494 / 3130 169 / 35

reduction 76.87 % 81.53 % 87.16 % 82.11 % 79.29 %

step after reducing the paths as described in the previous section. Note that
executing a model checker can be very time and memory consuming. However,
even if a check is not finished with a reasonable amount of resources, we just failed
to proof whether a conflict is spurious and can continue with the investigation
of the next transition. That said, the postpocessing can be aborted at any
time — any intermediate result is still correct.

We applied the reduction of spurious conflicts to the case studies described in
the previous section. Table 4–6 summarize the results. In all three experiments,
the paths could be further reduced by 50–86%. Note that in some cases, the
check for spurious conflicts has been aborted after more than 2 GB of memory
were consumed. In these cases, the conflict was kept in the path and the check
proceeded with the next conflict.

5 Concluding remarks

Related work. The analysis and verification of business process models is a
broad field of research. Consequently, there exists a variety of domain-specific
approaches (e.g., the decomposition of workflow graphs into SESE regions to check
soundness [10]). However, we are not aware of other approaches that postprocess
error information from general purpose model checkers to explain these errors to
the modelers.

Related to the presentation of error information is the automated correction
of flawed business process models [6,5]. These approaches use similarity metrics
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Table 4. Reduced paths from the checks for local deadlocks

library A B1 B2 B3 C

avg. path length before / after 1.84 / 0.91 2.11 / 0.67 1.54 / 0.57 1.67 / 0.41 2.30 / 0.90

max. path length before / after 8 / 2 7 / 1 6 / 1 5 / 1 3 / 1

sum of path lengths before / after 178 / 88 171 / 54 129 / 49 139 / 34 23 / 10

reduction 50.56 % 68.42 % 62.79 % 75.54 % 60.87 %

aborted checks 1 0 0 0 0

Table 5. Reduced paths from the checks for lack of synchronization

library A B1 B2 B3 C

avg. path length before / after 3.17 / 0.86 0.66 / 0.17 0.68 / 0.14 0.59 / 0.09 7.57 / 1.00

max. path length before / after 13 / 2 7 / 2 8 / 2 14 / 2 17 / 2

sum of path lengths before / after 111 / 30 66 / 17 82 / 17 72 / 12 53 / 7

reduction 72.97 % 54.55 % 79.27 % 84.42 % 86.79 %

aborted checks 1 4 0 0 4

Table 6. Reduced paths from the checks for noninterference

library A B1 B2 B3 C

avg. path length before / after 2.79 / 0.99 2.55 / 0.75 2.33 / 0.55 2.55 / 0.63 2.33 / 0.40

max. path length before / after 7 / 2 7 / 2 7 / 2 7 / 2 3 / 1

sum of path lengths before / after 4557 / 1614 1054 / 310 1777 / 423 3130 / 772 35 / 6

reduction 64.58 % 70.59 % 76.20 % 75.34 % 82.86 %

aborted checks 12 4 4 7 0

to find a correct business process model which maximally resembles the flawed
model. These approaches have the benefit of avoiding lengthy manual correction
steps altogether.

Future work. In this paper, we focused on reducing paths to error states and
neglected the retranslation into the original business process model. Visualizations
such as Fig. 2, possibly enriched with animations, need to be automated and
evaluated by business process modelers. Here, understandability criteria [8] could
be of great value. However, this was out of scope of this paper which aimed at
evaluating the idea of using conflicts to reduce paths with three experimental
setups checking di�erent correctness criteria with thousands of industrial business
process models.

We see in this paper a first step toward a diagnosis framework which uses
general purpose verification tools to verify business process models. As motivated
in the introduction, domain-specific approaches are very closely coupled to the
structure or the property under investigation, but may become inapplicable for
future developments. In contrast, the modularization (a translation into Petri
nets as frontend, a general purpose model checking tool as middleware, and a
diagnosis framework as backend) may be more flexible when it comes to novel
business process languages and properties.
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Abstract. In our previous work, we considered, on the one hand, the
predicate-based unfolding of a business process’s conditional control flow
and, on the other hand, the introduction of assertions for the contents
of messages exchanged between processes. In this paper, we will sketch
how both approaches can be smoothly combined for the automated
provisioning of precise low-level Petri net models of business processes.

1 Introduction

The quality of Petri-net-based verification of business processes is tightly coupled
to the precision of the process model used. In particular, if verification targets the
soundness or controllability of full-specified processes, i.e., executable BPMN or
WS-BPEL processes, the Petri net model of a process must reflect the process’s
control flow as well as process data relevant to the control flow. Otherwise, a
thus imprecise process model comprises the danger of an erroneous verification.
Yet, a precise and verifiable Petri net model can not be given in the general case
due to the Turing-completeness of languages BPMN and WS-BPEL.

In our previous work [2,3], we presented methods which aim at the generation
of precise low-level Petri net models for business processes. At the core of the
methods is the semantic-preserving transformation of a process’s data-based
choices into unconditional control flow, such that process data relevant to the
choices’ conditions, and therefore verification, does not need to be included in
the Petri net model. Despite not being e�ectful in all cases, the methods allow
for the generation of precise process models in a number of substantial cases.

In this paper, in order to widen the range of cases our methods are successfully
applicable, we integrate the individual methods, namely predicate-based control-
flow unfolding [3] and assertions for the contents of incoming messages [2], into a
consolidated technique. Specifically, we propose:

– the use of predicate-based abstractions on process data to derive assertions,
– the generalized application of assertions to incoming and outgoing messages,
– the definition of a data-sensitive communication model, which fits with

existing algorithms and theories for Petri-net-based process verification.

N. Herzberg, M. Kunze (eds.): Proceedings of the 6th Central European Workshop on Services and
their Composition (ZEUS 2014), Potsdam, Germany, 27-03-2014, published at http://ceur-ws.org

http://ceur-ws.org
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otherwise
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Discount

Receive
Account

a)

Fig. 1. Snippet of distributed business process (a) and its unfolding (b)

2 Predicate-Based Control-Flow Unfolding

In principle, predicate-based control-flow unfolding [3] aims at resolving the data-
based choices of a business process. To this end, a predicate-based abstraction for
process data is derived by static analysis, which is afterwards used to evaluate
and eliminate the choices’ conditions. However, a single choice’s condition can
be evaluated to true on one path of the control flow and to false on another,
according to the values of process data valid at the respective path. Therefore,
the process’s control flow is unfolded in a controlled fashion, such that di�ering
(abstract) values of process data are assigned separate control flow paths.

Figure 1 a) gives an example: It shows a snippet of a business process, in
which the discount for a customer’s order is calculated ($discount), sent to
the customer, and booked to the customer’s account if greater than zero. In
Figure 1 b), the result of unfolding the snippet is shown. While unfolding,
abstractions $discount > 5 and $discount = 0 were automatically derived
for $discount’s value using static analysis and assigned individual control flow
paths. Thereupon, the data-based choice with condition $discount > 0 could
be successfully evaluated and resolved based on the abstract values.

3 Data-Sensitive Message Channels

However, mapping the unfolded snippet in Figure 1 b) to a Petri net, using the
Petri net semantics of [6], still does not result in a precise process model. In
the snippet, an order with a value greater 500 requires the customer to send
another message while an order smaller or equal 500 implies no further interaction.
Unfortunately, this relation is not reflected in the Petri net, since the snippet’s
(remaining) choice is therein modeled by nondeterminism, so that a partner is
not able to determine if it is expected to send another message or not.

In [2], we introduced assertions for incoming messages, based upon simple
relational expressions over constants, in order to distinguish between messages
with di�erent message contents. Apparently, this approach can as well be applied
to outgoing messages and arbitrary predicates. Thus, a (data-sensitive) message
channel CP is now assigned an assertion ’x: P (x), where x denotes the message
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Discount[P(x) = (x>5)] Account

Discount[P(x) = (x=0)]

Fig. 2. Precise Petri net model, i.e., open workflow net, for snippet in Figure 1 b)

content and P a first-order predicate. As a remark, this definition can be easily
extended to messages containing multiple data items and to assertions with
formulas over more than one predicate. Doing so in particular allows for reusing
the predicate-based abstraction for process data, which has been derived and
utilized in the process of unfolding, as assertions for (outgoing) messages.

For the example in Figure 1 b), message channels with assertions ’x: (x > 5)
and ’x: (x = 0) are introduced for outgoing message Discount. Consequently,
mapping the snippet to a Petri net now yields a precise process model (Figure 2),
such that a partner is enabled to determine whether it is expected to send another
message or not by considering the assertions assigned to message Discount.

Since existing Petri net models for (distributed) business processes do not
support assertions for message contents, we need to extend their communication
model. For open workflow nets [4], such an extension is obtained by modifying
the composition operator so that it considers the assertions while gluing interface
places. Note that this can be challenging, i.e., requires the use of a SMT solver,
for messages with di�ering assertions. Further, each incoming message is attached
an additional channel with assertion true, conflicting the message’s other data-
sensitive channels, and conventional channels are assigned assertion true too.

4 Related Work

Existing approaches for mapping business processes to Petri nets either omit
process data entirely or restrict themselves to finite data [1,4,5]. This also applies
to the process-to-Petri-net compiler in [4], where, despite being defined on high-
level nets, a low-level net is generated in which data-based choices are mapped to
nondeterminism and messages are modeled as indistinguishable tokens. High-level
nets support data modeling, though, can in general not be verified in the presence
of infinite data [7]. To the authors’ knowledge, there is no other work done on
the application of predicate abstraction to a process-to-Petri-net-mapping.

5 Conclusion

In this paper, we have sketched the smooth integration of our previously intro-
duced methods into a consolidated technique by way of an example. Using the
technique then allows for generating more precise Petri-net-based process models
for business processes in a significant number of cases. In particular, applying
the technique to a set of problematic patterns of distributed processes, supplied
by an industrial partner (see Appendix A), revealed the successful generation of
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precise process models for six out of ten process patterns. However, the thorough
assessment of e�cacy remains subject to future work. To this end, we plan to
evaluate the consolidated technique using our process-to-Petri-net compiler.
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Appendix A – Process Patterns

else

Receive C Receive D

message D

$c:=Receive C $d:=Receive D

$y:=$d $y:=$c

$d:=Receive D $c:=Receive C

$x>$y

$x:=$c $x:=$d

message C

Pattern 10 (unsolved)

else

Receive C Receive D

message Bmessage A

$a:=Receive A $b:=Receive B

$y:=$c $y:=$d

$c:=Receive C $d:=Receive D

$x>$y

$x:=$a $x:=$b

Pattern 9 (unsolved)

message Bmessage A

$a:=Receive A $b:=Receive B

$v:=$a

Reply A

$v:=$b

Reply B

$v>0 else

Receive C Receive D

Pattern 8 (solved)

message A

Receive B

Reply B
Reply A

Receive A

$v:=false

message B
$v=true

else

Pattern 1 (solved)

$v>0 else

message Bmessage A

Receive DReceive C

$v:=0

Reply A

Receive A

$v:=1

Reply B

Receive B

Pattern 7 (solved)

$v>0

else

Reply A

$v:=1

$v:=Receive A

Pattern 2
(solved)

$v>0

else

$v:=$v−1

Invoke X

$v:=Receive A

Reply A

Pattern 3
(unsolved)

$v>0

else

$v:=$v−1

$v:=12

Receive C

Invoke X($v)

Pattern 4
(solved)

$v>$a

else

Reply A

$a:=Receive A

$v:=$a

$v:=0

$a:=(−1)

Pattern 5
(unsolved)

$v:=0

$v:=v+1

Invoke X($v)

$v:=(−1)

Invoke X($v)

Pattern 6
(solved)

$v:=true
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Abstract. The vigorous technological development of the world is a
key driver of the continuous improvement of business processes at the
enterprise of today. For staying competitive, the companies have to be
able to adapt to changes of business environment quickly and e�ectively.
The conventional approaches to business process reengineering are based
mostly on activity flows, and mostly not considering data of business
processes. In the paper we present a hybrid approach to business process
improvement, in which both activities and data of business processes are
taken into account. As well, we introduce a concept of the decision task
as a special kind of the business process and propose an approach for its
improvement based on decision theory, which grasps all the stages of the
business process lifecycle.

1 Motivation

Business process management has proved itself as a sustainable management
approach and a competitive advantage of the enterprises where it is used. However,
such factors as rapidly emerging technologies and instability of the market-driven
economies, push enterprises to continuously rethink the ways of running their
businesses. For facing such challenges, the industry needs e�cient methodologies
of business process improvement, which will provide the companies the ways to
e�ectively and quickly apply the needed changes.

The interest to business process reengineering is reflected notably in a large
variety of scientific literature where the fundamental approaches to business
process redesign are presented [5,1]. The literature analysis shows that the most
existing improvement techniques are bound with the activity flows and mostly
do not take the business process data into account. However, ”process and data
are equally important for business process management” [2], and taking the
business data into consideration will complement the approaches to business
process improvement.

The pursuit of ways of e�ective business process transformation shows that
similar business processes often have di�erent execution outcomes as a result of
uncertainties of the business environment. For example, the business process of
time management at the enterprise can change to a great extent depending on the
information about the preferences of the customer for the scheduling of meetings.
In reality, making a choice under uncertainty can result in unnecessary time
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and money investments and non-optimal business process management, and the
companies need e�ective ways of dealing with such challenges. This has become
a premise for us to apply the decision theory for business process management as
a mechanism for dealing with processes of making decisions under uncertainty.

More specifically, we present the generic scheme of business process reengi-
neering and we introduce the decision tasks as a special kind of business processes
by mapping the objects of the decision theory and the business processes. Fur-
thermore, we provide the approach of improvement of the decision tasks at all
the stages of the business process lifecycle, by defining the payo� function of the
process and proposing the outlook for its optimization.

2 Business Process Improvement

The business process lifecycle traditionally starts with the design and analysis
phase, during which the business processes are identified and reviewed, mostly at
the modeling level [6]. In Figure 1 we present our approach to business process
improvement, which addresses this phase.

Fig. 1. Generic scheme of the business process improvement

As one can see from the figure, the object being exposed to redesign is a
process model. It can be chosen, for example, by the business analyst which
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supposes that the current process model is not e�cient. The first step of the
improvement approach is reviewing if the initial process model P contains a
pattern for redesign, which could be be potentially improved by a transformation
T , yielding as an outcome an improved process model P Õ. The logic and structure
of the pattern and the transformation approach are provided in such a way that
it refines the business process, which we will present in more details later in this
section. For testing if the improved process model P Õ is more e�cient than the
initial process model P , the simulation phase is needed. For that, the key process
indicators Kj , such as costs and times, should be introduced. The approach to
simulation of the redesigned process model is planned for future work and the
details of it are not discussed in the current paper. The whole improvement
process can be repeated in case the changes are needed again, which is reflected
in Figure 1 by the continuous loop sign.

Another notion which should be considered at all phases of the business
process lifecycle, is the data which is inseparably associated with the business
processes. Conventionally, the data in the enterprises is being stored in the
corporate databases or data warehouses of ERP-systems [4]. In such approaches
the optimization of the data usage is being reached by migration of data from
di�erent sources of the enterprise into a single storage which comprises of several
stages such as data extraction, cleansing, transforming, indexing and loading.
This migration is a technical processing of data based on the set of properties
that guarantee that database transactions are processed reliably. However, such
processing does not take into account the business context of the processes which
are bound with the data objects. In our approach we are looking at the contextual
dependencies of data objects within the business process and the ways to optimize
them.

3 Decision Tasks

As it was already mentioned in the introduction to the paper, many business
processes face the uncertainties of the business environment and the decision
theory is a tool which is focused on dealing with such challenges. For instance, in
the business process of scheduling the time of the meeting the participants might
not know the preferences of the others so that they have to make the choice
under uncertainty which can result in the longer time of the decision process.

For the sake of approaching the aforementioned challenge, the particular
kind of the business processes, which incorporate decision making, should be
introduced. With regard to the foundations of decision theory [3], we present
here some of the notions which are relevant for business process management:

1. The core setting of the decision theory is an occurrence of a subject or a
decision maker whose goal is to make an optimal choice between the set of
alternatives. For example, in the business process scenario of scheduling the
meeting, the participants of the process choose between several alternative
dates, proposed by the organizer.
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2. One of the main assumptions of the decision theory is that any realization of
the alternatives resulting from a decision can be compared. Another important
assumption is that the decision maker is making choice in a rational way. Both
these assumptions are valid for business process management as its principle
is to avoid ambiguities at the modeling level and ensuing consequences at
the execution level which might result in non-optimal usage of resources.

The notions presented above became a premise for setting the special kind
of business process models to which we refer as the decision tasks. The generic
structure of the decision task is shown in Figure 2. Here the set of alternatives is
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Fig. 2. Structure of the decision task

presented as the collection input data object and the final decision is presented as
the collection output data object. An important assumption with the regard to
the decision tasks is that the data presented by the output data object ”Decision”
is a subset of the input data object ”Alternatives”. More specifically, that could
be represented as following: the values of data attributes of the output data
object are subset of the data attributes of the values of the input data object.
Whether this subset of the data object ”Decision” consists of one or several data
attributes or it contains only an empty element, depends on the context of the
business process. For example, the owner of the business process of scheduling
of meetings at the enterprise can define whether it is acceptable to schedule
several dates of the series of meetings or exactly one date of a meeting should be
identified. Another assumption for the introduction of the decision tasks is that
the decision makers exist and they are represented in the process model by the
resources bound to the decision task.

Now that the definition of the decision task was introduced, the approach for
improvement of such a process model can be suggested. Below we present the
approach for business process improvement which consists of three consequent
phases corresponding to the stages of the aforementioned scheme (see Figure 1):

1.1 Analysis of Business Process Model.
The business process improvement scheme can be launched when the business

analyst of the enterprise decides that the current business process is not e�cient
according to some indicators.

Example. Organization of the scheduling of meetings at the enterprise is
being done by a secretary which writes a personal e-mail to every participant
of the meeting, collects the responses, chooses the date and sends it back to
participants for confirmation. If less than required minimum of people confirm
their participation, the process repeats. The structure of the process model
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is non-optimal and its execution produces many data artifacts (e-mails).The
business analyst is aware about existence of the scheduling software and he wants
to explore if the business process model can be redesigned.

1.2 Detection of Decision Task. As the next step in the first stage in
the business process improvement scheme, the identification of the pattern for
redesign is needed. More specifically, it should be identified if the current process
model P represents a decision task with the structure presented in Figure 2.

Example. The business process of organizing the scheduling of meetings at
the enterprise represents the decision task. Here the set of alternatives is the set
of dates to be chosen and the participants are decision makers which choose the
final date. If their preferences are collected by the secretary, they do not know
about the choices of each other, so they make their choice under uncertainty.

2.1 Definition of Payo� Function. The improvement of the internal struc-
ture of ”Business Activities” of the decision task can be done by the application
of the decision theory methods. That could be done by investigating the data
bound to the decision task, more specifically, the attributes of data objects. The
persons or other resources, involved into the execution of the decision task, can be
viewed as decision makers. And, according to the assumption of rational behavior
of decision makers, their goal is to maximize the expected payo� of the decision
task. Therefore, the assigned goal of this stage is to set the payo� function of the
decision task.

Example. The payo� function in the business process of scheduling of meeting
could be the time saved by participants to agree on the final date of the meeting.

2.2 Optimization of Decision Task. In such a way, we reduced the chal-
lenge of business process improvement to the task of maximization of the expected
payo� of the decision task. The approach for solving this challenge, or, more
specifically, the transformation T , could be done, for example, by granting access
for the decision makers to the data produced by each participant. Then the
decision makers will be able to estimate the payo� of their choices more precisely
which might result in reducing the time spent on the decision making process
and, consequently, in the time spent on the execution of the whole scheduling
process. The outcome of the transformation T of the initial process model P is
the improved process model P Õ.

Example. In case of choosing the date for the meeting, a dedicated web-page
containing the table with all the alternative dates can be created which can be
viewed by all the decision makers. That will enable the participants to make their
decisions in accordance to the preferences of each other.

3 Simulation of Redesigned Process Model. In order to assess the
e�ciency of the transformation T , we plan to develop a set of indicators Kj and
to conduct a simulation of the process model for estimating the values of these
indicators. This is the final step of the improvement scheme, and, depending
on the results of the simulation, the conclusion is made, either to accept the
improved process model P Õ and start using it at the enterprise, or to conduct
further improvements of the process model. Such a decision can be done, for
example, by a business analyst or higher management.
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4 Conclusion

In the presented paper we provided a hybrid approach for business process
improvement, which consists in identifying a specific pattern in the business
process model and in transforming this model in order to increase its e�ciency.
Also we presented several notions from the decision theory and showed how they
could be correlated with the business process management. As a pattern for
redesign, we introduced a special business process, the decision task, and showed
that the internal structure of the decision task can be improved by maximization
of the payo� of the task for the business process participants.

However, the presentation of the decision tasks and the transformation rule is
not yet strictly formalized and should be done in the future. A notable limitation
of our approach is that our investigation of the possibilities of the decision tasks
improvement is bound to the dependencies between data attributes of the data
objects of the processes at the modeling level. Nevertheless, in future we plan to
enhance the approach with the execution semantics of the data objects.

As well, an extended formalization of the binding of the decision theory and
business process management is planned which will allow to apply our approach
to a broader class of business processes incorporating the decision making. For
instance, in the current paper we referenced the business process of decision
making in the business process of scheduling of the meetings, but it could be
extended to the integrated time management at the enterprise. As another
example of the decision tasks can serve the business process of the quality control
of the product, where the evaluation is made independently by experts according
to the predefined scale and the experts have to come to a compromise product
assessment.
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Abstract. Medical Guidelines capture medical knowledge how to diag-
nose and treat certain diseases. To some degree they describe patient
data that is required to make treatment decisions. Usually documentation
of medical procedures is carried out as an afterthought and produces
additional workload for doctors and nurses. In this contribution we study
the German guideline for neck pain, translate the guideline into a process
model and identify the tasks of this process where documentation needs
to take place, as well as the required data.

1 Introduction

Documentation processes are an essential part of medical practice in a hospital.
The documented data is used for billing the health insurer, communication
with other health care facilities (e.g. aftercare, rehabilitation), medical research
and evaluation of treatment options. These days the documented data has not
always direct benefit for the current treatment of a patient. Often only data
that appears useful in the short run is captured, neglecting the requirements
of retrospective research. Finally, documentation processes are also error-prone,
the more so the longer the topic to be documented lies in the past. As a result,
documentation of medical procedures is often carried out only as an afterthought.
This leads to additional workload for doctors, nurses and technical sta� as well
as redundant activities and media breaks. A study performed by the Deutsches
Krankenhausinstitut e.V. (DKI) found for example, that surgeons spend 2 hours
for patient-centric documentation and another 42 minutes for administrative
documentation a day. Internists spend more than 2,5 hours for patient-centric
and 40 minutes for administrative documentation a day ([6], [1]). Administrative
documentation has been defined in this study as necessary data and documents
for communicating with insurance or other administrative o�ces. Patient-centric
documentation on the other hand contains all documents having the patient in
focus, like diagnosis and treatment. If documentation were better integrated with
the treatment process, data produced during treatment could automatically be
captured for documentation and the error rate as well as the overhead could
be reduced. This way doctors and nurses would have more time for patients.
In addition, if documentation of the current treatment had direct benefit for
patients and medical sta� during the treatment, the motivation to document
would be higher.
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Our idea is to use a formal model of the treatment process, which can be
executed by a process engine. This way process guidance to the practitioner could
be provided, e.g. making recommendations about the next possible treatment
steps. To make an appropriate recommendation, the system needs certain infor-
mation, based on data, which has been documented before. This information
contains the state of the process, together with all necessary information about
the patient and the environment to support the decision. Our approach is to
log all the necessary information, which has lead to the decision together with
the decision itself as documentation of the process. Therefore we need a formal
model of healthcare processes.

The literature points at many contributions that represent a Clinical Practice
Guideline (CPG) in a way usable by IT systems called a Computer Interpretable
Guideline (CIG). Our idea is to first express the quite simple German CPG for
neck pain with a Business Process Model and Notation (BPMN) model. Since
medical treatment processes can be seen as workflows, standard process modeling
languages, like BPMN [4], should be suitable to represent actual processes in
a hospital as well as CPGs. Most industries employ BPMN to model processes.
Even if BPMN has the same acceptence problems among healthcare professionals
like other proposed formalisms, it is understood and widely accepted in other
professions, e.g. by management and knowledge engineers. Hence other modelling
experts can help healthcare professionals with modelling a CPG more easily.

If a CPG can be represented with BPMN it can be executed by common
process engines, which are already used and established for business processes
like billing and accounting. This supports the integration of CPG models in
existing environments. The integrated CPG models can be used to verify existing
processes or to build a Decision Support System (DSS) for treatment.

As a second step we annotate those activities in the process model which
produce information that is to be documented. This is expressed via the BPMN
construct of a data object. We simply list the information we are interested in
documenting on the arc between the task that produces them and the data object.
According to the Business Process Modeling (BPM) life cycle the process model
has to be configured by attaching additional technical details in order to make it
executable by a process engine. It is also during this step that the decision made
at gateways are to be specified in detail.

This way, the necessary data for each executable task is specified. The data
which is needed for each decision is specified as well and therefore known by
the execution engine. All this data is then logged as process documentation.
Furthermore, this data can be used for consistency checking in the model: Each
task can check, if the data it needs is specified by some task before by building
the reverse reachability graph.

2 Background

A CPG represents evidence-based medical best practices for certain medical
conditions, e.g. lymphoma, describing their diagnosis and treatment. The def-
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inition and importance of CPGs have been mentioned in [10]. Grimshaw and
Russell analysed almost 60 published evaluations of CPG usage and found that a
great majority reported a significant improvement of quality of care and patient
outcome [3]. To ensure the quality of those recommendations, in Germany CPGs
are reviewed and staged in a systematic way by the Arbeitsgemeinschaft der
Wissenschaftlichen Medizinischen Fachgesellschaften (AWMF). In this system the
stage “S3” describes the highest quality. Although CPGs have a certain logical
structure, they consist of free-form text, tables, and diagrams. Many of them are
presented in a long and a short form. The short form may consist of only one or
two pages, describing the overall procedure in a flow-chart. On the other hand,
the long version may contain up to more than hundred pages describing each
step in detail with possible side e�ects.

Since CPGs are normal text-based documents, they can not be used directly
in computer systems. To do so, CPGs have to be formalized into computer-
interpretable representations, so-called CIGs. There are many examples of CIGs,
which have all been designed by di�erent institutions with di�erent goals in mind.

Wang et al. [10] analyze 11 CIG languages to identify the most important
components. They found that actions and decisions are essential in all analyzed
languages. Additional important components are patient state and execution state.
All of the analyzed languages support this components. Peleg et al. [8] use the
term Task Network Model (TNM) to describe CIGs that support hierarchical
decomposition over time. This ability is an important feature during the modeling
process, enabling a top-down approach and modularization. To find similarities
and di�erences of languages that are based on TNMs, six languages are compared
in [8]. Despite the fact, that each language has been developed with a di�erent
goal in mind, common components, like structuring treatment plans sequentially,
which may be parallel or not, have been identified. According to this research
exisiting CIGs share most of the features, however, the CIG language landscape
seems very fragmented and lacks a standard.

Mulyar et al. [5] investigate the support of four TNM-based CIG languages
for 43 common workflow patterns like Multichoice, Milestone or Recursion

1. They
conclude that of all workflow patterns only up to 22 patterns have been supported
by one of the investigated languages (PROforma). On the other hand not much
flexibility has been added by the CIG languages. This leads to the question, if
those specialized CIG languages are really necessary, or if CPGs can be modeled
with a general modeling language, like BPMN [4], which is a freely available
standard by the International Organization for Standardization (ISO).

A current review [7] discusses and classifies 21 articles about research on
CIGs. The classification describes 8 topics of interest for CIG research. These
topics describe constitute phases in the life cycle of a CIG, like the integration
with Electronical Health Record (EHR), validation or exception handling. The
paper gives a good overview of the literature of the past 20 years and it becomes
clear, that the development and deployment of a CIG is not trivial.

1 from http://workflowpatterns.com

http://workflowpatterns.com


30 Marcin Hewelt and Aaron Kunde

3 Conceptual Model

Essentially, guidelines are process models that contain medical knowledge. BPMN
is a widely accepted and understood standard to model business processes.
Because it allows to represent all the relevant concepts of CPGs identified in [10]
and [7], BPMN seems also suitable to model and represent CPGs. A CPG modeled
with BPMN could be integrated into IT systems that are already employed in the
hospital to support administrative workflows. Since BPMN is an open standard,
sharing of guideline models would be easier. Additionally, there are many tools
for validating and transforming BPMN-models available.

To demonstrate our approach, we took the neck pain guideline created by
Deutsche Gesellschaft für Allgemeinmedizin und Familienmedizin (DEGAM)2

[2] (80 pages of narrative, two flow diagrams) and constructed an initial model
in BPMN. This model in figure 1 shows a conceptual top-down view, based on
the flow-chart from the guideline. We used the tasks from the original document
and added necessary decision gates. Additionally the gates were annotated with
the dataflow necessary for documentation.

Our goal is to use as few constructs as possible to map the necessary concepts
from the medical domain. The fewer constructs a model involves, the clearer and
easier to understand it is. In the following we propose a mapping from common
CIG constructs, which were developed to capture concepts of medical CPGs.

Action An action is a simple task. BPMN has the notion of atomic tasks, which
can be executed by the process engine. Each action can be connected to a
data object in which data is stored, like an EHR. The user only has to specify
which data shall be stored in which system We do not want to concern the
user with details on how the data is stored.This has to be done by configuring
the process engine.

Decision Decisions are made by medical experts. They regard the diagnosis to
be made or the treatment to be chosen. This decisions are based on the actual
patient state as represented in one or more data objects providing an EHR.
A DSS might calculate ranked recommendations based on the documented
data in the EHR and present it to the practitioner. The practitioner then
can choose one of those options (or something completely di�erent). Her
choice is then documented in the EHR, together with an optional argument
for the decision. Process models in BPMN use the construct of gateways
which comes in di�erent variants to represent choices to be taken during
the process execution. For decisions we take XOR-Gateways to represent
exclusive decisions.

Data inquiry Data inquiry for actions is implicit in the model. The inquired
data for decisions is for now modeled using textual annotations at the
gateways.

Hierarchical plans Sub-processes in BPMN support the hierarchical decompo-
sition of processes. This construct therefore allows to decompose the model,
an operation also possible in TNMs.

2
http://leitlinien.degam.de/index.php?id=269

http://leitlinien.degam.de/index.php?id=269
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Parallel tasks BPMN supports parallelism using parallel gateways (AND-
Gateways). Those can be used to model parallel tasks, like requesting multiple
tests in the laboratory.

Fig. 1: BPMN process model of neck pain guideline

Scenario Neck Pain Guideline

Our model has one start event (“patient arrives”) and two possible end events
(“patient treated” and “patient referred”). They represent the entry of patients
and the two di�erent outcomes specified in the guideline.

The action “anamnesis” is modeled as an atomic task. During “anamnesis”
the doctor asks the patient about her medical history and current condition,
e.g. where the pain is located and when it began. This information needs to
be documented. The documentation system is modeled as a data object called
“EHR”. The user input is implicit in the BPMN and does not need to be modeled
explicitly. The output for the process documentation has to be modeled, but only
to the point, that the user has to specify, which data has to be documented. This
specification is done by writing the data fields on the edges, which are associated
with the data object. In our example it is shown, that some data called “patient
status”, “pain location”, “pain duration” and more is stored in the data object.
The tasks “clinical examination” and “referral to specialist” also store data in this
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data object. An additional data object “discharge letter” is created in the task
“referral to specialist”. Only atomic tasks can have an association to a data object.
Sub-processes like “further examinations” are not connected to data objects so
as not to overload the model. Instead, if a sub-process contains atomic tasks,
which consume or produce data, this is modeled in the sub-process. Because data
objects are referenced by name, a sub-process can use the same data store (e.g.
data object “EHR”) as the overall process, just by using the same name.

Several kinds of decisions are included in our example. The first one is the
most complex. Based on the data stored in the “EHR”, a ranking is presented
which gives the user to classify the patients pain either as “unspecific” or as
“suspicion of serious reasons”. This is modeled for now using a textual annotation.
During the configuration phase of the process model an algorithm needs to be
provided by the process implementer that realizes the decision. The best option
would be to devise a generic decision algorithm and a domain-specific language
for modeling decisions (required data, possible options, arguments for options)
which expressions could be interpreted by the algorithm. This use of user-specified
annotation languages is supported by the BPMN 2.0 standard. However, this
is out of scope for this contribution. The second kind of decision is shown after
the task “further examinations”. The doctor can decide, if she should refer the
patient to a specialist directly or perform X-Ray diagnostics before.

4 Discussion

The hospital process domain exhibits a gap between medical treatment and
organizational processes. While CPGs provide valuable knowledge to medical
practitioners they are not designed to be supported by IT systems. Therefore
CIGs were introduced as formal representation of CPGs. However, they focus on
medical aspects of the process and cannot be easily integrated with organizational
aspects, like registration of examinations, or billing the health insurer. [5] found
that CIGs do not add flexibility to treatment processes. On the other hand,
BPMN was developed to express these business processes and, together with a
process engine, to support them and integrate existing IT systems. Previous work
by Reijers et al. [9] found out, that workflow management, an approach similar
to BPM, can be successfully used to support medical treatment processes.

In this contribution we only consider the integration of documentation steps
into the treatment process. To this end we used standard BPMN with some
additional annotations at the arcs to model one specific textual CPG. Large
portions of the integration work belong to the configuration phase in the BPM life
cycle, in which detailed specification for the process model is provided, to make
the model executable. This includes binding the data objects, used in the model,
to data storages like EHR, mapping the annotations to information produced by
the corresponding task, and providing the decision rules for gateways.
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We plan to evaluate the open-source process engines Activiti 3, jBPM4 &
Drools5, ruote6, Enhydra Shark7, camunda8 and Bonita BPM9 to our needs.
Then we will implement the modeled guideline in one of these engines address
the afore-mentioned questions.
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Abstract Process languages such as the Business Process Model and

Notation 2.0 or the Web Services Business Process Execution Language

promise the portability of executable artifacts among di�erent runtime
environments, given these artifacts conform to the respective specification.
However, due to the natural imperfectness and di�ering priorities of
runtime environments, actual portability of process code is often hard to
achieve. A first step towards tackling this problem is the quantification
of the actual degree of portability of process code using software metrics.
The ISO/IEC 25010 software quality model defines portability as a main
software quality characteristic with several sub-characteristics. One of
these is adaptability, the degree to which a piece of software can be
adapted in order to be executed in a di�erent environment. In this paper,
we propose a mechanism for quantifying the degree of adaptability of
BPMN 2.0 processes and demonstrate its computation.

Keywords: Adaptability, ISO/IEC 25010, BPMN, Metrics

1 Motivation

A central part of process-aware applications is the runtime platform for executable
process models. To run on such a platform, processes need to be tailored to
it, thus often locking them into that particular platform. This lock-in e�ect is
undesirable. Application portability addresses this issue.

A way to improve the portability of an application is by programming it
according to an open specification that promises the portability of the outcome.
This is the route taken for various process languages [10], such as the Business
Process Model and Notation (BPMN) 2.0 [16] or the Web Services Business
Process Execution Language (BPEL) 2.0 [15]. Being open international standards,
these languages name portability as a central goal. The problem is that these
standards are just specifications and portability of code ultimately depends on
their implementations. These, however, rarely implement the complete specifica-
tion and naturally inhibit faults or mandate the usage of non-standard extensions
that limit the portability of a process. Huge di�erences in standard conformance
have been demonstrated for BPEL runtimes [4,5]. It can be expected that the
situation is the same in the case of BPMN, as indicated by recent studies showing
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compliance issues for its serialization format [3]. This implies that processes im-
plemented in these languages, despite being conformant to an open international
standard, cannot be considered as portable per se.

A first step towards tackling this problem is the ability to quantify it: to
be able to compute a degree of portability, or adaptability, for a given process
implemented in a particular language using software metrics. This could yield
several benefits, as for instance:

1. When integrated into a metrics suite, developers could continuously inspect
the portability or adaptability of the process during development. This would
allow them to get direct feedback for changes they introduce and make them
aware of changes that limit portability or adaptability [13]. Raising their
awareness has the potential to result in more portable code.

2. When having to port a process, metrics can be used as a basis for decision
making. A high degree of portability or adaptability translates to a high
likelihood that the process can actually be ported or adapted. In contrast
to this, a low degree can support the decision to rewrite the process from
scratch for the new platform.

3. When selecting one among a set of alternative processes for execution, metrics
can serve as a means for quality comparison and ranking the alternatives.

As a basis for such a quantification, the ISO/IEC 25010 software quality
model [7] can be of help. This new revision of the widely-accepted ISO/IEC 9126
quality model lists portability as a main quality attribute of software, consisting of
several sub-attributes: Adaptability, installability, and replaceability. Each of these
characteristics should be measurable to compute the degree of portability and it
is our goal to build a measurement framework that achieves this for process-aware
and service-oriented systems. Since we addressed direct code portability [12]
and installability [11] in previous work, we now try to tackle the quantification
of adaptability for this type of software. In this paper, we try to quantify the
adaptability of BPMN processes using structural code metrics. To meet this
end, we propose a mechanism for computing such metrics and demonstrate its
application in a use case. We are trying to compute a quantitative representation
of the likelihood that the code of a process can be adapted to a di�erent form
that results in the same runtime behavior. We are not trying to provide a metric
that states if a process can be modified to run on a particular engine.

We have to emphasize that the purpose of this paper is the proposal and
description of the mechanism and metrics. Due to this scope and the page limit,
we defer the important aspect of the validation of the metrics, for instance in
terms of measurement theory [2] or construct validity [9], to future work.

The remainder of the paper is structured as follows: In the next section, we
discuss related notions of adaptability and adaptability metrics. In section 3 we
introduce our approach and explain our proposed metrics. Thereafter, we evaluate
the approach by computing the adaptability degree for a use case process. Finally,
we draw a conclusion and point to future work.
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2 Notions of Adaptability and Related Work

The ISO/IEC quality model defines adaptability as the “degree to which a product
or system can e�ectively and e�ciently be adapted for di�erent or evolving
hardware, software or other operational or usage environments” [7, p. 15]. Here,
we focus on adaptions to the software environment only. The scenario we have
in mind is a required change of a set of processes to a di�erent runtime engine.
If the processes cannot be ported directly, they have to be adapted to preserve
their executability. This is di�erent to other views of adaptability, as for instance
in autonomous systems, where adaptability refers to the ability of the system
to automatically cope with changing situations, such as an increased load, at
runtime [17] or adapter synthesis, where adaptability refers to whether an adapter
for a pair of services can be created [19].

In this paper, we try to quantify adaptability in an abstract, runtime-
independent fashion. Hence, we base the following metrics on the BPMN specifi-
cation [16] only. Nevertheless, it might be worthwhile to consider actual process
runtimes in the computation of adaptability metrics, as for instance done in [12],
since the adaptability of a particular process to a particular runtime ultimately
depends on the runtime to which it should be ported. However, our aim is to
allow for the measurement of adaptability already at a point in time, where no
new runtime has been selected yet. Still, we plan to evaluate the usage of data on
language support in runtimes to see if it can enhance the metrics proposed here.

The metrics for adaptability of the new ISO/IEC quality model [8] are not
yet publicly available, but will likely be similar to that of previous versions, e.g.
[6]. These metrics are based on counting the number of program functions that
seem to be adaptable to di�erent contexts. This number is contrasted with the
number of functions that are required to be adaptated in the current situation,
which is typically all program functions that need to be available in the new
environment after porting. By relating these two numbers, one can obtain the
percentage of program functions that can be adapted and thus provide a basic
notion of adaptability for the complete program. However, such a measure is very
coarse and there is no description of how to actually determine if a function is
adaptable or not. Here, we try to provide a mechanism to determine if a program
element is adaptable. Other studies that evaluate adaptability [1] rely on surveys
of stakeholders. Metrics based on human judgment can have limitations in terms
of reproducibility and reliability, which is why we aim to provide structural code
metrics that can be computed automatically and are reproducible instead.

Such structural metrics do primarily exist for the architectural layer of a
software product and not the concrete source code [17,18]. There, adaptability
is first quantified in a binary or weighted fashion for an atomic element of the
respective system, such as a component in the software architecture. These
element adaptability scores are then subsequently aggregated using di�erent
adaptability indices at di�erent layers of abstraction to arrive at a global value
of adaptability for the complete software architecture. This way of computing
adaptability should also work when looking at code artifacts and not architectural
elements of a program. Here, we focus on executable service-based processes and
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try to reproduce the adaptability computation in the above sense. Thus, our idea
is to quantify adaptability at the level of an atomic process element, such as an
activity, and to aggregate this to a global degree for the complete process.

3 Measuring Structural Adaptability

In the terms of BPMN, an atomic process element is an activity, task, or gateway.
Using the above approach, we need to assign an adaptability score to each of those
elements. Our idea is to count the number of alternative representations for the
functionality provided by the element that result in the same runtime behavior.
In BPMN, there are typically multiple alternatives for each process element that
can result in identical process behavior at runtime. The more alternatives exist
for a given process element, the easier it is to replace this element with such an
alternative, and hence the more adaptable the resulting code actually is.

A simple example for multiple alternative implementations of the same func-
tionality in BPMN is repetitive execution of a task through a Loop marker for the
task. Any of the following language constructs can be used to define repetitive
execution of a task and hence can be used as an alternative to a Loop marker:
1. A combination of an Exclusive Gateway and Sequence Flows
2. Enclosing the task in a Loop Sub-Process
3. Enclosing the task in an Ad-Hoc Sub-Process
4. Enclosing the task in an Event Sub-Process

It is likely that a BPMN engine will only support a subset of these options. For
instance the Activiti engine1, currently does not support normal Loop markers
(standardLoopCharacteristics). It does support the combination of Exclusive
Gateways and Sequence Flows, as well as Event Sub-Processes, but no Loop or
Ad-Hoc Sub-Processes. Given a process with a task that uses a Loop marker needs
to be ported to the Activiti engine, the code needs be adapted to one of the
versions Activiti supports. To summarize the above discussion, the adaptability
score of a task with a Loop marker is equal to four.

3.1 Adaptability of Atomic Process Elements

We define the adaptability score for atomic process elements as:

AS(e) = | {alt

e
1, . . . , alt

e
n} | (1)

The adaptability score AS of element e is equivalent to the cardinality of the set
of alternatives {alt

e
1, . . . , alt

e
n} for the element that are available in the language.

For the approach to work, such a score must be provided for every relevant
atomic element of the BPMN specification. At the moment, we are fixing the
appropriate score for every element, being activities (Tasks, Sub-Processes, Call
Activities), Data Items, Events and Gateways.

1 For more information, see the Activiti user guide: http://www.activiti.org/

userguide/index.html.

http://www.activiti.org/userguide/index.html
http://www.activiti.org/userguide/index.html
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The decision on what counts as a relevant atomic element is a design choice of
the approach. It is reasonable to exclude a certain set of language elements from
the computation. On the one hand, these are elements that are very basic and
also very common and, as a consequence, are supported by every implementation
of the standard. The inclusion of these elements in the adaptability computation
would only have a distorting e�ect. On the other hand, certain elements are
simply irrelevant to process execution and their implementation in a runtime
is unimportant. Lanes fall into the latter category, as they have no real impact
on the executability of a process, but are mainly relevant to visualization. The
first category contains Sequence Flows and Exclusive Gateways. Sequence Flows
are very basic language elements and it is hard to build processes in BPMN
without using them. Ad-Hoc Processes in combination with Data Inputs and Data
Outputs can, to a limited degree, replace Sequence Flows, but fail for instance
when parallelism is involved. As they are typically very frequent, but cannot
really be adapted anyway, we exclude them from the computation. Exclusive
Gateways can be adapted to most other forms of gateways, such as an Inclusive
Gateway where only one expression will evaluate to true, a Complex Gateway,
or an Event-Based Exclusive Gateway. Nevertheless, they are the most basic
mechanism for controlling the program flow and normally available in every
implementation of the specification. Including them in the computation would
introduce noise into the metric value. To decide if an element belongs to the
basic subset, it could be helpful to look at its typical frequency in process models.
[14] disusses this aspect for an older revision of BPMN and an updated study
focused on executable processes might be worthwhile.

Finally, it is important to note that this approach rewards the availability
of multiple equivalent constructs in a language. From a usability point of view,
this is often considered as a drawback of the language, because its users can
be confused on what syntax is best to be used. However, from the viewpoint of
adaptability, it is positive, since multiple alternatives increase the likelihood of
having at least one of them available in a given runtime.

3.2 Aggregation of Adaptability Scores

Based on atomic adaptability scores, we now need a mechanism for aggregating
these scores to a global adaptability degree for the complete process. This is
necessary to allow for the comparison of di�erent processes in terms of their
adaptability. Moreover, the aggregated degree should be normalized with respect
to the size of the process, to enable the comparison of processes of di�erent size.
A straightforward way of aggregating adaptability scores is the following:
1. Normalize the score for every element.
2. Similar to [18], compute the mean score of all elements in the process.

This leads to the question of how to normalize scores on an atomic level. We
propose to divide the score by a reference value. This reference value can be
identified by the maximum adaptability score achieved by any of the elements
in the language. That way, the most adaptable language element will have a
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normalized score of one, whereas other elements will have a value between zero
and one. This results in the following equation:

AD(p) = AD(e1, . . . , en) = (AS(e1)/R), . . . , (AS(en)/R) (2)

The adaptability degree AD of process p, which consists of the elements e1, . . . , en,
is equal to the arithmetic mean of the adaptability scores AS for every element e

divided by the reference value R.
For the choice of the reference value, which we currently determined to be six,

di�erent schemes are possible. The scheme we use here has several advantages
with respect to the computation:
1. The resulting metric value always ranges in the interval of [0, . . . , 1] and thus

resembles a percentage value. This scale is easy to understand and interpret,
which is critical for the adoption of the metric.

2. The reference value is identical for processes of the same language. Using a
reference value that is specific to a concrete process might output a more
meaningful adaptability degree for that process, but it would no longer be
directly comparable with di�erent processes. That way, the metric would lose
one of its primary purposes.

4 Use Case

In the following, we use an example process2, depicted in Figure 1, to demonstrate
the computation of the adaptability degree. The process consists of a Lane, two

Figure 1. Travel grant application process

User Tasks and two Service Tasks, one of which has an Interrupting Error
Boundary Event, two Exclusive Gateways, several Sequence Flows, as well as
two End Events and a Start Event. Table 1 shows the adaptability scores we
2 The process is executable on Camunda BPM 7.0.0. The code and instructions on

how to execute it are available at https://github.com/uniba-dsg/zeus2014.

https://github.com/uniba-dsg/zeus2014
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Table 1. Adaptability scores of process elements rounded to two decimal places

Element None Start Event None End Event Task Error Boundary Event

AS(e) 5 4 5 6
AD(e), R = 6 0.83 0.67 0.83 1

determined for the respective elements of the travel grant application process.
As discussed in section 3.1, Lanes, Sequence Flows, and Exclusive Gateways are
not considered in the computation. The BPMN specification lists seven di�erent
triggers for process start, and hence seven di�erent types of Start Events [16, pp.
240/241] do exist. All except for the Timer Event are a suitable alternative for the
None Start Event used in the process, resulting in an adaptability score of five. For
End Events, nine di�erent types do exist [16, pp. 247–249], five of which, including
the None End Event, can be used to express orderly termination, resulting in four
alternatives for it. Furthermore, there are seven di�erent types of Tasks in BPMN
[16, pp. 158–165]. Again, the idea is that Tasks which are not supported by an
engine can be adapted to a di�erent type of Task, for instance a Service Task could
be adapted to a Script Task. All tasks actively perform an action, except for the
Receive Task which is waiting for an action, so there are five alternatives for the
tasks used in the process. If the Error Boundary Event is not supported, it might
be possible to use a di�erent interrupting boundary event which also changes
the normal flow into an exception flow. Here, a Message, Escalation, Conditional,
Signal, Multiple, or Multiple Parallel Interrupting Boundary Event could achieve
the same result [16, pp. 254–257]. The reference value R is six, which results in the
adaptability degree values depicted in Table 1. The resulting adaptability degree
for the use case is computed in the following: AD(p) = ((1 ú AD(StartEvent)) +
(4úAD(Task))+(2úAD(EndEvent))+(1úAD(ErrorEvent)))/8 = ((1ú0.83)+
(4 ú 0.83) + (2 ú 0.67) + (1 ú 1))/8 = 0.81.

5 Conclusion

In this paper, we proposed a mechanism for computing a degree of structural
adaptability for BPMN processes that aims to quantify how easily a process can
be adapted to a di�erent form with the same runtime behavior. Furthermore, we
demonstrated its computation in a use case. Such a degree can be helpful for
quality assessment during development or decision support during migration.

Several aspects of the computation are still open: First, adaptability scores
need to be fixed for every relevant element and they should be confirmed in peer
review. Moreover, a validation of the proposed adaptability metrics is needed. On
the one hand, validation should be considered from a theoretical point of view,
for instance by clarifying the measurement-theoretic properties of the metrics or
by confirming construct validity. On the other hand, the practical applicability
of the metrics should be confirmed, for instance in an experiment with real-
world processes. This could be used to evaluate if the adaptability degree can
meaningfully discriminate between processes of di�erent quality.
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Abstract Process model configuration is an approach to model highly
similar variants of a process. In a configurable process model, events can
be hidden or blocked to characterize variants. However, it may be di�cult
to model large processes consisting of many interacting units. To this
end, one may use scenario-based specification, specifying the process in
comprehensible, reoccurring parts that describe interactional behavior.
In this paper, we take a look at how configurability and scenario-based
specification could be merged in one approach. We particularly focus on
the impact of permitting events in scenarios to be hidden or blocked.

Keywords: Business Process Modeling, Process Configuration, Scenario-based
Specification

1 Introduction

Business process modeling enables design, analysis, and optimization of existing
and new processes. One approach is to start with a generic reference model, and
then to refine the model iteratively until the desired level of detail is reached.
During refinement many highly similar variants of the process arise. To capture all
these variants, the modeler could create many similar models. This immediately
leads to problems regarding the maintenance and refactoring of these models.

Process configuration [1,4,12] proposes to integrate all variants of a process
in one single model, marking all possible variation points. A configurable process
model M represents a finite set m1, . . . , mn of highly similar process models. Each
model mi is the result of configuring M with a configuration ci: A configuration
interprets each variation point in M and thus yields a refined process model.
Current approaches for configurable process models concentrate on classical
formalisms to model concurrent processes such as workflow nets [2]. Such a process
model captures the complete interaction of all units carrying out the process, e.g.,
people, web services, and information systems. Thus, it is di�cult to model
large processes, and to understand these models. Modeling each unit separately
produces smaller models, and facilitates the analysis and implementation of each
unit. However, the interaction of all units may still be hard to assess.

Scenario-based specification tackles this problem: A scenario describes a part
of the interaction of many units. A specification consists of a set of scenarios,
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covering all desired interactions. Well-established scenario-based specification
techniques include High Level Message Sequence Charts (HMSCs) [14] and Live
Sequence Charts (LSCs) [13]. For some formalisms, there exist techniques to
automatically derive a process model for each unit, bridging the scenario-based
view with the classical view on distributed systems, facilitating the reuse of
analysis techniques, and the implementation of each unit.

Our overall goal is to connect the clarity and intuitiveness of scenario-based
specification with the advantages of configurable process models. In this paper,
we discuss how the core concepts of process configuration may be introduced
for scenario-based specifications. As in [3], we permit the three configuration
options allowing, blocking, and hiding to be assigned to an event. We further
propose possible meanings of these configuration options and compare them to
the semantics of configurable workflow net models in [4].

We proceed as follows: We propose a syntax and discuss a possible semantics
of configurable scenario-based specifications in Sect. 2. Afterwards, we discuss
related work in Sect. 3. Finally, we conclude our paper and sketch possible future
work in Sect. 4.

2 Configurable scenario-based specifications

In this section, we propose a syntax (Sect. 2.2) and discuss possible semantics
(Sect. 2.3) for configurable specifications. First, we recall syntax and semantics
of scenario-based specifications (Sect. 2.1). We mostly forgo formal definitions,
and describe the concepts by means of the following running example adapted
from [3]. We consider a business trip application process, roughly consisting of
the following steps: Either an employee or a secretary prepares a form, which
is then submitted to an administrator. Concurrently to the preparation, the
employee arranges the travel. Upon receipt of a form, an administrator may
either approve or reject the form, or request for changes. In the latter case, the
employee updates the form, again arranges the travel and resubmits.

2.1 Syntax and semantics of scenario-based specifications

We informally recall the syntax and semantics of distributed Life Sequence Charts
(dLSCs), a scenario-based specification language introduced in [10].

A partially ordered run (run, for short) is a set of events, partially ordered
by causality. To each event e an activity –(e) is assigned. Figure 1 shows two
runs: A labeled box represents an event e with its assigned activity –(e). The
arrows model the causality relation. In run w

1

, first a start-event occurs causing
an EArrange-event and an EPrepare-event. Once both events have occurred, an
ESubmit-event occurs, causing an AApprove-event. In the following, the notions
of predecessor and successor always refer to the causality relation. A prefix is a
predecessor-closed set of events, a su�x is a successor-closed set of events.

A scenario is a finite run r distinctly partitioned into its prechart and its
mainchart. The prechart contains at least the minimal events of r, that is, the
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w

1

: Employee prepares, admin directly approves

start

EArrange EPrepare

ESubmit

AApprove

w

2

: Secretary prepares, admin requests change and rejects

start

SPrepare

EUpdateEArrange

ESubmit

ARequestChange

EUpdateEArrange

ESubmit

AReject

Figure 1: Two runs w

1

and w

2

of specification S in Fig. 2

events without predecessors. The main charts contains the remaining events.
Graphically, we separate prechart and main chart by a dashed line. Ignoring
the additional annotations in curly brackets, Fig. 2 shows six scenarios s

1

, . . . , s

6

.
A specification S is a finite set of scenarios together with an initial run i. The
scenarios s

1

, . . . , s

6

and the initial run i in Fig. 2 form the specification S.
The semantics of a specification S is the set R(S) of its maximal runs. We

first introduce the notion of a run of S, then we define the notion of maximal
runs. Intuitively, we construct runs as follows: We begin with the initial run,
and subsequently append the main chart of a scenario whose prechart matches
the su�x of the currently constructed run. Formally, we define the notion of a
run of S recursively. As base case, the initial run of S is a run of S. Let w be a
run of S, and s be a scenario of S, such that the prechart of s is a su�x (up to
isomorphism) of w. Then, appending the main chart of s to w yields a run of S.

A run w of S is maximal, if it is not a prefix of any other run of S. That is,
there is no prechart of a scenario in S which is a su�x (up to isomorphism) of w.
As an example, in Fig. 1, w

1

starts with i. As i is isomorphic to the prechart of
s

2

, we append the main chart of s

2

. The prechart of s

4

is now isomorphic to a
su�x of the current run. We append s

4

, yielding w

1

. Similarly, we construct w

2

by appending the main charts of s

1

, s

3

, s

6

, s

3

, and s

5

to i. Both runs are maximal,
therefore w

1

, w

2

œ R(S).

2.2 Syntax of configurable specifications

We consider the configuration options of allowing, blocking, and hiding, denoted
by A, B, and H, respectively. According to [3], allowing means to not change
behavior, blocking removes the event together with all its successors, and hiding
an event means to skip it while preserving remaining behavior.



Introducing Configurability into Scenario-Based Specification 45

s

1

: Preparation by Secretary

start

SPrepare

{A, B}

EUpdate

{A}
EArrange

{A, B, H}

s

2

: Preparation by Employee

start

EArrange

{A, B, H}
EPrepare

{A, B}

ESubmit

{A}

s

3

: Submit after checking

EArrange

ESubmit

{A, B}

EUpdate

s

4

: Approval

ESubmit

AApprove

{A}

s

5

: Rejection

ESubmit

AReject

{A}

s

6

: Request for Change

ESubmit

ARequestChange

{A, B}

EUpdate

{A}
EArrange

{A, B, H}
i: Initialization

start

Figure 2: A configurable specification (S, C) consisting of the specification S with
scenarios s

1

, . . . , s

6

and initial run i; C is defined by annotations in curly brackets.

To make a specification configurable, one chooses a set of configuration options
for each event in a main chart. Thus, a configurable specification (S, C) is a
specification S together with a function C mapping each event e of a main chart
of a scenario in S to its configuration options C(e) ™ {A, B, H}. In the following,
we restrict ourselves to configurable specifications where A œ C(e) for each event
e. We depict C as annotations to events. We omit A, and if C(e) = {A}, we
completely omit the annotation. Figure 2 shows a configurable specification (S, C).
In the following example, we write x.y for the y-event in scenario x. E.g., A and
B are the configuration options of s

1

.SPrepare in Fig. 2.
A configuration c of a configurable specification (S, C) is a function mapping

each event e of a main chart of S to c(e) œ C(e). That is, a configuration chooses
a configuration option for each event. We observe that c is properly determined by
its blocked and hidden events. Thus, the following is a well-defined configuration
of (S, C) in Fig. 2: c

1

= {s

1

.SPrepare, s

3

.ESubmit, s

6

.ARequestChange ‘æ B}. In
contrast to that, c

2

= {s

1

.SPrepare, s

1

.EUpdate, s

1

.ARequestChange ‘æ B} is not
a configuration of (S, C), because c

2

(s
1

.EUpdate) = B ”œ C(s
1

.EUpdate).

2.3 Semantics of configurable specifications

We propose the semantics of a configurable specification (S, C) together with a
configuration c of (S, C) to be a specification J(S, C)Kc. Thus, (S, C) represents
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a set of specifications. Following the semantics in [3], we propose that allowing
an event does not interfere with its occurrence. Therefore, allowing each event in
(S, C) yields S. In the following, we say that c introduces or removes behavior,
if R(J(S, C)Kc) \ R(S) ”= ÿ or R(S) \ R(J(S, C)Kc) ”= ÿ, respectively. In the
remainder, we separately discuss possible semantics of blocking and hiding.

Blocking events. Intuitively, a blocked event and all its successors must not
occur. We can think of two semantics Bfull and Bpart for blocking an event e in a
scenario s: Under Bfull-semantics, the whole scenario s cannot occur and therefore
is removed from the specification. Under Bpart-semantics e and all its successors
are removed from s. For example, consider scenario s

1

in Fig. 2 and example
configuration c

1

from Sect. 2. According to Bfull-semantics, s

1

would be removed.
According to Bpart-semantics, only the events s

1

.SPrepare and s

1

.EUpdate would
be removed from s

1

. We observe that both semantics Bfull and Bpart in general
remove behavior: For example, under each of both semantics, w

2

in Fig. 1 is not
a run of J(S, C)K

c

1

although it is a run of S. However, the Bpart-semantics has an
additional impact: Removing an event with its successors in a scenario in general
also introduces behavior: The construction of a run may yield prefixes, and thus
may even allow to append new scenarios.

Hiding events. According to [3], hiding an event e intuitively means to skip it
while preserving all other behavior. Especially, the successors of e still can occur.
Technically, –(e) is set to · , neither removing nor introducing behavior.

The crucial point with hiding events in scenarios is the di�erent precondition
for the occurrence of an event and of a scenario, respectively. In [3], the occurrence
of an event is determined by the state of the process. As changing the activity
of an event e has no impact on the state reached, hiding does not influence
occurrence of any event. In contrast, occurrence of a scenario is determined by its
prechart, i.e., whether a partial order of activities occurred. Therefore, changing
the activity of an event in some scenario s can influence whether another scenario
s

Õ can occur. Thus, changing the activity of an event can introduce or remove
behavior.

Consequently, it must be discussed how J(S, C)Kc can be defined such that
behavior is preserved. This could range from simple changes in single precharts
to the insertion of new scenarios. An elaborate discussion of this definition is out
of the scope of this paper and is left for future work.

3 Related work

We chose distributed life sequence charts (dLSCs)[10] as underlying formalism for
scenarios, because (1) dLSCs are based on partially ordered runs of events, which
easily allow to add concepts of configurability to distributed systems, and (2)
there exist techniques [9,10] to synthesize distributed components out of a dLSC
specification. Additionally, dLSCs adopt the concepts of prechart and main chart
from LSCs [13] for composition of scenarios. Hence, a single scenario in form of a
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dLSC describes a self-contained story, which may be advantageous compared to
the automata-based composition mechanism of HMSCs [14] as discussed in [11].

Similar to the scenario-based approach, the idea of Process Fragments [8] is
to model small pieces of a process and to compose them. In contrast to scenarios,
in this approach processes are assumed to be acyclic. Further, the approach does
not enable the modeler to specify a distinguished precondition for occurrence
of a process fragment. To compose two process fragments p1 and p2, it must be
explicitly specified which activities of p1 are to be connected to which activities
of p2 [7].

The configuration options – allowing, blocking and hiding of events – are
introduced in [4]. In [3,4], the authors tackle the problem of finding and character-
izing the set of all configurations leading to a behaviorally correct process model.
In [6], the authors describe techniques to discover a configurable process model
from an event log. In [15], the authors describe how configurable process models
may be created by merging process models. Both discovery and merging thus
can be seen as alternative approaches yielding configurable process models. As
an alternative to creating a configurable process model, an approach to improve
an existing reference model is described in [16]. For an overview of approaches to
cope with variability in Business Processes, see [5].

In Software Product Lines Engineering (SPLE) [17], a feature model represents
variants of a product. Whereas the main purpose of a feature model is to
characterize valid product lines, modeling variants of a business process aims at
verifying behavioral properties of this process.

4 Conclusion and future work

In this paper, we proposed syntax and possible semantics of configurable scenario-
based specifications as a method to model variants of a process. We adopted
an existing approach for configurable process models [4] to the scenario-based
specification formalism of dLSCs [10]. As a proper semantics for hiding needs to
be discussed carefully, this is an immediate starting point for future work. We
restricted ourselves to a pure control flow view of a process. We believe that
it is interesting to investigate data-dependent configurability. The approach to
integrate data in scenarios in [11] could serve as a useful formal basis. This
approach also introduces abstraction, allowing to specify optional behavior, which
is interesting in combination with hiding. Further, a method to synthesize a
configurable process model out of a configurable specification would allow to
reuse techniques from [3] to characterize behaviorally correct process models.
Whereas configurable process models have been assessed in case studies such
as [12], the proposed formalism in this paper still needs evaluation. Here, we
plan a case study in the healthcare sector. We believe that this is a reasonable
application domain, because (1) healthcare processes consist of di�erent actors
performing complex interactional behavior, and (2) as individual treatment of
patients inherently leads to di�erent variants of one process, treatment of a
significant number of patients could be captured by a configurable process model.
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Abstract People play an indispensable role in many tasks in various
domains and they collaborate to accomplish those tasks. During these
collaborations software tools are used, data is created/consumed and best
practices might be applied. These a priori unknown informal processes
are conducted with the help of experience of their actual performers. In
this work, a new concept of supporting these informal processes will be
introduced, i.e., Informal Process Support Model, consisting of Informal

Process Essentials and Informal Process Recommendations, which support
informal processes based on the previous executions without limiting
their flexibility. Furthermore, we will introduce how these concepts can be
realized with the use of Topology Orchestration Specification for Cloud
Applications (TOSCA).

Keywords: ad-hoc processes, informal processes, informal processes support
model, informal process essentials, informal process recommendations

1 Introduction

In various domains, e.g., manufacturing, scientific, IT, etc., business process
(aka. workflow) models are used for documenting the implicit knowledge, re-use
and for automation purposes. In these models, domain experts predefine the
actual execution steps for the enactment of the corresponding process. Beside
these formal processes, there are informal processes which are typically human-
centric and carried out based on the experience of their human performers. These
processes are called informal processes on account of the lack of formal definitions.
Although there are no formal definitions, their existence are known by human
performers [9]; however, they are for some reason, e.g., due to previously unknown
set of activities, being considered not valuable enough, etc., not formalized. As
the main driver of the informal processes are human-decisions, they are quite
volatile in their nature. Performers use IT resources to carry out these informal
processes. During enactment of the informal processes, data can be created or
consumed. An execution of a traditional business process might cause an informal
process execution or in an informal process, formal process might be executed.
Despite the fact that the informal processes are not formally documented, there
might exist recurring activities and best-practices in these processes, which might
be re-used. This work introduces a new concept of supporting these informal
processes by using the available knowledge in these processes.

N. Herzberg, M. Kunze (eds.): Proceedings of the 6th Central European Workshop on Services and
their Composition (ZEUS 2014), Potsdam, Germany, 27-03-2014, published at http://ceur-ws.org
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The main contributions of this paper can be listed as:

– An overview of requirements for supporting enactment of informal processes
(Sect. 2)

– Introduction of the concepts of Informal Process Support Model (Sect. 3), In-
formal Process Essentials (Sect. 3.1) and Informal Process Recommendations
(Sect. 3.2)

– A discussion on the related work (Sect. 4)

2 Requirements for Supporting Enactment of Informal
Processes

According to Leymann and Roller [6], business processes have three dimensions,
i.e., business logic, IT infrastructure, organization and we will analyze our
requirements under these categories. Next, we will explain a simple motivating
informal process scenario to describe requirements easier.

In an enterprise, a product team receives a new product feature request and
makes an assessments of their available resources, i.e., human and IT resources,
to satisfy corresponding requests. After assessment, a new expert is recruited,
and he uses the software tools as the other members of the product team do
to participate in this collaborative work. To satisfy the new feature request,
the product team installs a new software tool, which will be used by all team
members.

In the following section, we present the first set of requirements based on the
dimensions of business processes, which came up in discussions with the scientific
community. A proper justification is out of scope of this paper and follows in
future work.

2.1 Business Logic

Business logic refers to the activities that need to be done to execute the corre-
sponding process. In case of informal processes, business logic is quite di�erent
from standard business processes because there are no predefined steps and new
steps can emerge in each execution. In the following paragraphs, we have the
requirements for supporting enactment of informal process regarding business
logic dimension.

Means of Providing Core Elements of an Informal Process (R1): Providing
core elements of an informal process involves describing core elements, i.e.,
performers, IT tools, data and the means of making these resources ready, e.g.,
textual descriptions of how to make these ready. By satisfying this requirement,
we define the main performers, tools and data to carry out corresponding informal
process. In our motivating scenario, the core elements are the product team, their
tools and the data used during product development.

Means of Supporting Performers without Constraining the Flexibility (R2):
Performers need to be guided without any constraints on the execution of informal
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processes. By this way, we provide means of supporting the performers without
dictating any activities. An example of this could be providing the related data
to the new team member in our motivating scenario.

Means of Exploiting Existing Implicit Knowledge (R3): Previous executions
of an informal process would contain resourceful information and usage of this
information in the further executions would be needed. During satisfaction of a
new product feature request, users could be guided with possible further actions.

2.2 IT Resources

Performers depend on IT resources for various reasons, e.g., finding some infor-
mation, creating some artifacts, collaborating with each other, etc., to accomplish
informal processes. In this section, we present the requirements for supporting
enactment of informal processes regarding IT resources aspects.

Means of Inclusion of IT Resources (R4): IT resources influence outcome
of the informal process and we need a means of associating them with informal
processes. By associating the IT resources, we provide a common collaboration
infrastructure where interoperability increases. In our motivating scenario, all
the tools that are used by the product team for the feature request.

Means of Representing Relationships of Performers and the Tools of Inflexible
Process (R5): Each role might have di�erent kind of relationships with the
software tools that they are using and we need a means of representing these, e.g.,
a regular user vs. an admin. By this way we can express di�erent relationships of
IT resources and the performers. In our motivating scenario, the access rights
to the data of a temporarily recruited expert would be di�erent than the other
team members.

Means of Representing Informal Process Specific IT Resources (R6): Each
informal process might have di�erent set of software tools and we need a means of
isolating informal processes from each other. By this way, each informal process
has an isolated execution context. In our example the informal process of adding
a new feature has its own set of tools which are shared by the performers.

Means of Changing the Set of Tools During Execution (R7): Performers might
need additional tools and remove old ones as they desire. We need a means of
changing the list of tools after initialization. In our motivating scenario, we have
an additional tool for the new feature. This new tool is added to the informal
process context and used by all the performers.

2.3 Organization

Organizational aspects of an informal process is important because they have a
direct e�ect on the outcome of the informal process. Next, we present some require-
ments for supporting enactments of informal processes regarding organizational
aspects.

Means of Representation of Human Performers and Their Relationships
(R8): The performers of an informal process have some roles, skills and certain
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relationships among each other which would influence the outcome. We need a
means of associating these performers and relationships. As a result, we abstract
our actual set of performers and they can be replaced with an equivalent set of
performers in the next enactment. In our motivating, we would have a team with
certain relationships among each other, e.g., manages relationship vs. recruits
relationship.

Means of Addition and Removal of Performers During Execution (R9): In
case of a lack of an expertise, new experts might be recruited and informal
processes might be associated with new performers. We need a means of adding
and removing performers from informal processes during the enactment of the
business process. As a result, we do not limit the list of performers to problem.
In our example, the product team recruits a new expert based on their needs.

Means of Providing Context Switching for a Performer (R10): A performer
might be a performer in an another informal process and means of context
switching is needed. As result, performers can be more productive and use the
related tools and data for an informal process. In our motivating scenario, the
recruited expert participates in more than one informal process and each of them
has their own set of tools and data.

3 Informal Process Support Model

To satisfy these requirements, we introduce the concept of Informal Process
Support Model (IPSM) (Fig. 1). The concept contains additional new concepts,
i.e., Informal Process Essentials (IPE) and Informal Process Recommendations
(IPR). The concept of IPE follows a declarative approach by stating what the
problem is and bringing together the core solution elements for the problem.
IPR not only supports IPE with some improvement recommendations but also it
recommends some action steps based on the past enactments of the corresponding
informal process. In the following sections, we will detail these two main concepts.

3.1 Informal Process Essentials

IPEs describe not only the building blocks of informal processes, i.e., performers,
data and software tools, but also they describe how to make the core elements
ready for the enactment of the informal process, i.e., resource providers. The
model provides the necessary concepts and relations for modeling core elements
of an informal process. As a result, we can initialize for the enactment of an
informal process and we meet the requirement R1.

IPEs include description of software tools that are used in the enactment of
corresponding informal process and each informal process model can have its
isolated set of tools. As a result each IPE is associated with informal process
specific tools and data, which satisfy the requirements R4 and R6. IPEs enable
association of IT resources independent from the status of the corresponding
IPE, e.g., running, suspended, etc., of the corresponding informal process, which
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Informal Process 
Recommendations 

Data

Informal Process 
Tools

Resource 
Providers

Figure 1. An abstract view on the Informal Process Support Model

satisfies the requirement R7. In IPE, with the relationships provided by IPE,
custom relationships are possible and one can associate IT resources, i.e., data
and software tools with human performers. As a result R5 is satisfied.

In IPE both performers and their relationships can be defined. Performers are
abstract description which are made concrete during initialization or update of an
IPE. They have interrelations among each other. By providing means of defining
a group of performers and their relationships, we satisfy the requirement R8.
Addition and removal of performers do not depend on the status of corresponding
informal process, which results in satisfaction of R9. For each informal process
that a performer participating in, there are performer specific views based on the
described software data and permissions in an IPE. These performer specific views
provide an isolated view for the performers and a means of easy context-switching.
By providing an isolated view, we satisfy R10.

Initially, IPEs are created by performers who have knowledge about the
corresponding informal process and they are assumed to contain necessary set of
elements to conclude a corresponding informal process. However, as the needs
change the instances of the concepts can be updated at any time, e.g., adding
new performers, tools, etc.

For realization of IPE, we need to model our performers, software tools and
the related data. Moreover, we need a means of making these resources ready.
Considering essential characteristics of cloud computing [8], cloud computing
would be a good choice for automated provisioning of IT resources. Topology and
Orchestration Specification for Cloud Applications (TOSCA) [3] provides means
of modeling cloud IT infrastructures and data associated with the corresponding
applications. It has a corresponding run-time container (aka. TOSCA container)
[2] and an open source editor Winery [5]. In TOSCA models, one can define the
topology of an application and how the corresponding application components
can be provisioned in the form of business processes, e.g., using BPEL [11] or
BPMN [12] or scripts. In our use case, topology templates could be used to
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represent human performers, IT infrastructure and data concepts of an IPE
and to describe how these resources are provisioned we could use corresponding
deployment plans. The suitability of TOSCA for modeling IPEs needs to be
further investigated and left as a future work.

3.2 Informal Process Recommendations

IPRs contain the tips which are gathered from previous executions. They guide
the performers during modeling time of IPSMs and during run-time of an informal
process. Considering that they are just “recommendations”, we do not constrain
the flexible execution of an informal process. However, we still make some
recommendations based on the information collected and by doing so we satisfy
R2. These recommendations are collected during the enactment of an informal
process so they are based on the implicit knowledge of the performers. As a
result, we use the best practices that the performers bring to the enactment
of the informal process; therefor, we satisfy the R3. During realization of the
concept of IPR, we will exploit the information created in the IT infrastructure
where the informal process takes place.

4 Related Work and Discussion

BPEL4People [4] is an extension of BPEL to support people in business processes.
However, it is not possible to change the model, after it is initialized, i.e., we
have constant sta� query and after assignment, it cannot be changed. The work
of Shall et al. [14] introduces a framework for Human-provided Services, these
services provide a unified interface for web-services and human services. By use
of this framework people can publish services based on their skills. These can
be used as a complementary to our approach during finding the corresponding
resources; however, not an alternative.

Liptchinsky et al. [7] define a modeling framework for collaborations. An
extended version of UML state diagram is used to represent collaboration artifacts,
their relationships with performers and relationships of performers. They include
additional transition concepts to design the flow of a collaboration process. The
models do not include software tools (R1, R4, R5, R6, R7, R9 are not satisfied).
By adding some states and some conditions, we limit the flexibility of the process
(R2, R3 are not satisfied).

In the work of Papageorgiou et al. [13], based on some pattern definitions,
users are guided through a collaboration process. Events are analyzed and they
are mapped to some collaboration patterns and users are guided based on these
patterns. Inclusion of software tools and some means of making the resources
is not explained in the work (R1, R4, R5, R6, R7 are not satisfied). Moreover
the authors do not mention addition and removal of performers during execution
(R9 is not satisfied).

Activity-centric computing [1, 10] provides a platform where users can create
activities, associate people, resources and to-do lists with these activities. Users
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collaborate using some applications integrated to activity-based components.
From an instance of an activity, an activity-pattern can be extracted and can be
used for another similar case. In the concept of activity-centric, no concept of
resource providers have been proposed, the relationships between software tools
and performers have not been mentioned and relationships of performers cannot
be represented (R1, R5 and R8 are not satisfied).

By our introduced concepts, we preserve the flexibility of informal process
enactments. IPE provides the performers, tools and data for the enactment of an
informal process and it is supported by the IPR. This model suits well because
in case of informal processes the business logic not modeled beforehand and
with this model, we do not enforce modeling it beforehand. After establishing an
initial support model, we analyze the on-going collaborations in the context of
corresponding informal process. Hereafter, we analyze the collaborations and we
present the findings as recommendations to the performers.

5 Conclusions and Outlook

In this work, requirements for supporting enactment of informal processes have
been introduced and with some new concepts, these requirements have been
fulfilled. The concept of IPSM has the purpose of providing necessary elements
for the conclusion of an informal process and assisting performers and IPSM
designers. IPE is the concept which contains the descriptions of core elements of
an informal process and IPR refers to the tips and recommendations to provide
an easy execution of an informal process.

As the next step, requirements will be justified, the introduced concept of
IPE will be detailed and a corresponding prototypical implementation will be
provided. Thereafter, on top of the established concept of IPE, we will detail the
concept of IPR.
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Abstract. The errors in BPEL processes that are only detected at
runtime are expensive to fix. Several modelers and process engines for
BPEL exist, and the standard defines basic static analysis (SA) rules as a
detection mechanism for invalid processes, but the actual conformance of
BPEL modelers and engines regarding these rules is unknown. We propose
to develop test cases to evaluate the conformance of BPEL modelers and
engines regarding static analysis. The evaluation results enable decision
makers to identify and use the most conformant engine and modeler that
detect errors before runtime and therefore reduce costs.
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1 Motivation

BPEL, a standard [9] by OASIS, defines a graph and block structured process
language (see [6]), corresponding execution semantics, and 94 basic static analysis
(SA) rules1. “The purpose of [these rules] is to detect any undefined semantics or
invalid semantics within a process definition that was not detected during the
schema validation against the XSD” [9, p. 194]. These rules seem rather simple,
but are nevertheless as important for executing BPEL processes as static type
checking is for executing Java applications. Consequently, one would expect the
IDEs (BPEL modelers) and the runtime (BPEL engines) to detect any violations
of these rules. Especially, as the BPEL specification requires a fully standard
conformant engine to implement all static analysis rules [9, p. 13].

Each static analysis rule defines constraints for at least one BPEL element, e.g.,
rule #47 enforces, among other conditions, that any received non-empty message
must be stored in variables. For example, consider a developer implements a
simple BPEL process2 with two variables (input and output variable) which awaits
a message (onMessage) which instantiates the process, copies the contents of the
1 The rules are enumerated from 1 to 95, but 49 is missing, thus 94 rules exist.
2 The process is available at https://lspi.wiai.uni-bamberg.de/svn/betsy/

sa47-test.zip - Accessed 02/14/2014
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input variable into the output variable (assign) and returns the output variable
(reply), but forgets to store the received message in the designated input variable,
hence violating rule #47. Against expectations, the error is neither detected by
the two widely used Open Source BPEL IDEs, Eclipse BPEL Designer v1.0.3
and the OpenESB IDE v2.3.1, nor by the BPEL analysis tool BPEL2oWFN.
Moreover, only the BPEL engines Apache ODE 1.3.6 and bpel-g v5.3 correctly
reject the erroneous process whereas OpenESB v2.3.1 and Orchestra 4.9 falsely
accept and deploy the process. Upon execution of the process, both engines show
behavior which is hard to debug: OpenESB returns null with the error of a
NullPointerException and Orchestra returns a timeout with no error trace. In
this particular case, none of the modelers or analysis tools and only two out of
four engines were able to detect this basic error.

Thus, this preliminary evaluation raises the following research question: What
is the conformance to the static analysis rules of BPEL modelers and engines
and why is this the case?

2 Related Work

Static analysis regarding BPEL has been studied extensively in literature. Each
considered approach was analyzed by investigating three aspects: the BPEL
version, the number of test cases, and the amount of static analysis rules covered
by the tests. The approaches [1–3,11] focus on BPEL 1.1 whereas [7,12,13] focus
on the latest specification BPEL 2.0. Because the rules were initially published
in the BPEL 2.0 specification, the first four approaches could not specify any SA
conformance tests. Nevertheless, Akehurst [1] and Ouyang et al. [11] provide 16
and 30 valid BPEL 1.1 processes as test cases, respectively. In addition, Ouyang
et al. [11] presents two incomplete BPEL 1.1 processes detailing an unreachable
activity and a conflicting receive, the latter would violate the rule #60 of BPEL
2.0 which requires the use of explicit messageExchanges in this case. Returning
to the approaches using BPEL 2.0, only [7] provides test cases3. Each of these
56 test cases corresponds to a specific static analysis rule. Moreover, Lohmann
presents the tool BPEL2oWFN which automatically detects violations of these
56 rules as a positive side e�ect during a transformation from BPEL to Petri
Nets [8, p. 34]. Because of a di�erent focus of [7], the 56 provided tests are not
suitable to evaluate the conformance to the static analysis rules of BPEL engines.
They do not include all error types of the covered 56 rules and are abstract (no
WSDL interface, incomplete process definition).

Whereas the discussed approaches check the standard conformance of BPEL
processes, none of them evaluates the standard conformance of BPEL modelers
or engines. Harrer et al. [4, 5] did focus on BPEL engines with their automated
testing tool betsy, but solely evaluated standard conformance using approx. 130
valid processes. Thus, standard conformance regarding the static analysis rules
of BPEL engines remains untested [4, p. 7], as is the case for BPEL modelers.
3 The test cases are available as part of the source code of the BPEL2oWFN tool at

http://www.gnu.org/software/bpel2owfn/download.html - Accessed 01/22/2014
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3 Research Outline

To answer the research question, we aim to a) create test cases (derive≠≠≠æ in Fig. 1) for
the 94 static analysis rules and b) use these test cases to analyze static analysis
conformance of BPEL modelers and engines (evaluate≠≠≠≠≠æ in Fig. 1) with betsy, i.e.,
determining the degree of static analysis conformance.

Fig. 1. Big Picture of our Approach

The derivation of the test cases for each static analysis rule is subdivided into
six steps. First, the related elements and attributes are extracted from the textual
representation of the rule and partitioned into groups. Second, the elements
and attributes are permutated into a list of possible combinations. Third, we
identify valid, invalid, and meaningless combinations according to the standard
restrictions. Fourth, we calculate the distance from each invalid combination to
every valid combination and pair up the least distant combinations. Our distance
metric is the amount added and removed elements and attributes. Fifth, to create
the test case we select the most feature-poor process from a test set of valid
processes (e.g. the betsy test set) that fits the valid combination. Sixth, we mutate
the valid process to an invalid one corresponding to the invalid combination.
This approach increases the quality of the tests as it ensures that the erroneous
process solely violates a single error condition. Especially the first and the third
step are hard to automate as interpreting prose is nontrivial. Thus, four steps
are automated whereas the other two are done manually. Following our running
example, we applied the first step of our proposed procedure onto rule #47 and
determined the formalization of influencing factors in the listing below. Step
two to five are not shown. Regarding step six, the test case described in Sect. 1
implements the error condition represented by the permutation marked as bold.

{empty message, non-empty message} ◊
{invoke, receive, reply, onMessage, onEvent}◊

{incoming, outgoing}◊
{variable assignment, no variable assignment}◊

{part assignment, no part assignment}

An engine passes such a test case if the process is rejected during deployment.
But there may be false positives, i.e., the process is rejected by an engine
because of an unsupported feature or an internal error. To prevent misleading
results, we propose to take the betsy conformance evaluation into account. betsy
reveals [4, p. 6] that full standard conformance is far from given by detailing
which BPEL feature is supported by which engine. To avoid false positives during
the evaluation of a single error type, we suggest to use a pair of BPEL processes,
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a fully functional and an erroneous one. We assume that if the engine rejects
the valid process, it is not able to detect this error type. But this assumption
introduces false negatives, as the engine may reject the erroneous process by
static analysis and the valid one by missing feature support. To counter this, we
propose to evaluate the log files for any hints on why the deployment failed. The
evaluation of the BPEL modelers is analogous.

The evaluation with test pairs of valid and invalid tests reveal the quality of
the error detection, making the engines and modelers comparable in this regard.
As the degree of error detection has an impact on the development costs, this
metric may be leveraged for buying decisions. In addition, it can also be used for
improving the products and act as a regression test suite.

The requirements to use our approach are 1) a process language standard
defining rules for valid processes and 2) a feature complete set of valid processes.
We use the process language BPEL in this case study, but the approach is also
applicable for other process languages, e.g., for the Business Process Modeling
and Notation (BPMN) [10].
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Abstract. In today’s IT industry resource-intensive tasks are playing
an increasing role in business processes. By the emergence of Cloud
computing it is nowadays possible to deploy such tasks onto computing
resources leased in an on-demand fashion from Cloud providers. This
enabled the realization of so-called Elastic Processes (EPs). These are
able to dynamically adjust their used resources in order to meet varying
workloads. Till now, traditional Business Process Management Systems
(BPMSs) do not consider the needs of Elastic Processes such as monitoring
the current system load, reasoning about optimally utilized resources,
in order to ensure given Quality of Service constraints while executing
required actions such as starting, stopping servers or moving services from
one server to an other. This paper focuses on our current work on ViePEP,
a research BPMS for the Cloud capable of handling the aforementioned
requirements of EPs.

1 Introduction

Business Process Management is a multifaceted approach which covers the
organizational, management and technical aspects of business processes. Further,
it “includes methods, techniques, and tools to support the design, enactment,
management, and analysis of operational business processes” [1]. In recent years,
a specific subtopic of business process management gained more attention in
many industries: the automatic processing of business processes also known as
workflows (excluding the involvement of human services). In many cases, software
services are composed to a workflow in order to realize a specific functionality.
Therefore, by its nature, the individual (software) services in such a composition
di�er in terms of required computing resources (such as CPU, RAM, bandwidth,
...), priority and execution order. In order to realize and process such a workflow,
di�erent techniques, concepts, methodologies and frameworks from the field of
computer science are required.

Such workflows are becoming more and more relevant in business processes
in several di�erent industries. Examples are coming from the finance industry,
managing of smart grids or from the energy domain. In the latter one, data from
a very large extend of sensors have to be gathered, processed and analyzed in
almost real time. Further, this data has to be stored in order to be retrievable to
a later moment for the generation of reports or statistical analysis.

It is a common service provider problem that acquired resources are hardly
fully utilized, which is not very cost e�cient. While this enables the provision of
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a high quality of service, it ends up in unwanted waste of resources. In contrast,
if too many requests are forwarded to a particular Virtual Machine (VM) it
may crash or the services being executed may produce faulty results. As this
example is very specific for computer engineering, it is a common problem in
economy. In computational processes in the context of Cloud computing, this
can be described as the problem of Elastic Processes (EPs). EPs are “precisely
defining the various facets of elasticity that capture process dynamics in cloud
computing [...]. The main properties for modeling EPs’ economic and physical
dynamics are resource elasticity, cost elasticity, and quality elasticity” [7]. While
EPs are a complex concept, the problem around it can be stated as: Finding the
correct relation between Resources, Costs and Service Quality, or in other words:
Acquire as little resources as required in order to ensure the best possible quality
of service while only paying the least required amount.

Therefore, a technology is needed which is able react to a dynamic change of
needed computing resources, while still ensuring the faultless business process
execution. This means, this kind of technology has to be able to provide additional
resources when needed, such that, the business process execution will not wait,
stuck or even crash at a critical moment. For that reason, research scientists from
the field of Business Process Management and software engineering have put a
remarkable focus on the solution of such a problem in recent years.

In this paper, we present the ongoing research on Elastic Processes in the
Cloud. More precisely, we present our extensive work on ViePEP – the Vienna

Platform for Elastic Processes. ViePEP is a research-driven BPMS for the Cloud,
capable of cost-e�ective workflow processing while monitoring their underlying
service executions in order to provide a certain level of Quality-of-Service (QoS)
and ensure no Service Level Agreement (SLA) violations.

The remainder of this paper is organized as follows: After a brief introduction
of ViePEP’s architecture including its functionality (Sect. 2) we will give some
information about our current research on workflow scheduling (Sect. 3.1) and
resource optimization (Sect. 3.2). Sect. 4 will give an overview of the related work
and Sect. 5 will conclude this paper and give a short outlook on our future work.

2 The Vienna Platform for Elastic Processes

In this section we want to introduce ViePEP. In general, ViePEP can be seen as
a broker middleware which accepts workflow requests by a customer (Client in
Fig. 1) and takes care of its execution. By the upcoming of Cloud computing and
the new paradigm of Software-as-a-Service (SaaS) [4], many business processes
are already SaaS-enabled, which means, they can be deployed independently
and reusable in the Cloud. ViePEP takes care of the hosting and managing
of the software services and maps the clients workflow requests in order to
execute them. In addition, ViePEP considers the Service Level Agreements,
which may be defined by clients. In order to accept hundreds of workflow requests
simultaneously while still being able to ensure the given SLAs and being as
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Fig. 1. ViePEP – Architecture

cost-e�cient as possible, ViePEP was designed according to the MAPE-K cycle
(Monitor, Analyze, Plan and Execute) which is used for autonomic computing[12].

As shown in Fig. 1, ViePEP has five top level entities: First, the Client

models service-based workflows and can optionally define Service Level Agree-
ments. Clients may request additional workflows consecutively or even many
simultaneously. In addition, ViePEP is able to serve several di�erent clients in
parallel.

Second, the BPMS VM o�ers the core functionality of ViePEP. It is responsible
of accepting new workflow requests (Workflow Manager) and stores them for
a later or immediate execution. The exact execution time is computed by the
Scheduler, which creates a schedule plan according the given deadlines defined in
the given SLAs within the workflow requests. A first version of this scheduling plan
is forwarded to the Reasoner which computes the amount of required resources.
This can be done by reasoning on historical data from the Shared Memory.
As this is the core functionality it will be further discussed in Sect. 3. Thus
acquired resources are used equally, the single service invocations are balanced
and distributed to the single service instances running on di�erent VMs (Backend
VM). Beside of the workflow executions, the Workflow Manager also measures
the execution time of single service invocations, which is a prerequisite to detect
possible deviations from the expected QoS attributes. By doing so, it is able to
issue corresponding countermeasures if required.

Third, the Backend VM hosts an Application Server on which a particular
service instance is deployed. In order to monitor the services’ QoS, a Monitoring

component is deployed. It measures the VM’s CPU and RAM load and stores
this information in the Shared Memory. The Action Engine is able to perform
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actions issued by the Reasoner such as deploy, undeploy a particular service, or
move a running service to another Backend VM.

Fourth, both, the Shared Memory and Service Repository are helper compo-
nents and their functionalities are simple. The latter hosts all available services in
form of deployable Web application ARchive (WAR) files. The Shared Memory
is used to store the monitored data from each single Backend VM and share it
with the BPMS VM. For a more detailed description about ViePEP please be
refereed to [8,9].

3 Scheduling, Reasoning and Optimization

As ViePEP is a fully functional BPMS for the Cloud it takes care of workflow
scheduling (Sect. 3.1) and its actual workflow execution. However, in contrast
to common BPMSs, ViePEP is considering the future workflow executions and
reasons in order to achieve a cost-e�ective optimized system (Sect. 3.2). For
that, we will discuss in this section our ongoing work on the core functionality of
ViePEP: the reasoning about current and future workflow execution including
the computation of the resource demand and how ViePEP achieves a resource
optimized system landscape.

3.1 Scheduling

The core functionality of a common BPMS is to process workflows. In order to
know when a particular workflow execution should be started, several di�erent
procedures have been established. In many cases the incoming workflows are
first ordered according their priorities before being processed. This allows the
processing of workflow requests with a higher priority before workflows with a
lower priority. These di�erent techniques have already been discussed by many
researchers and are not focus of this work [17]. ViePEP is making use of a
priority-based scheduling approach, i. e. workflows with a higher priority are
processed before workflows with a lower priority. Priorities are calculated based
on the deadline defined in the given SLAs of the workflow requests. If two or
more clients have defined the same deadline for di�erent workflows, ViePEP will
serve them according a first-come first-serve manner. However, as ViePEP is able
to process several workflows simultaneously while considering each given SLA,
the clients will not notice any delay.

Clients can issue a workflow request and define a specific deadline, i. e. a point
of time defining when the execution has to be ended. This can be defined either
for the whole workflow or for a particular single step in a workflow. ViePEP’s
task is to process the workflow while ensuring this deadline. Since ViePEP is a
BPMS serving several hundred or even thousand clients in parallel, the workflow
scheduling is a complex task. Hoenisch et al., [8] describes the latest implemented
scheduling algorithm. It splits up a workflow into its single steps and assigns
them to a particular time slot. Each time slot is exactly as long as the single
service invocation lasts. Service invocations of the same type, i. e. the same kind
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of software service has to be invoked, can be combined within the same time slot
in order to make fully use of the acquired resources.

This scheduling is a straight forward task for sequential workflows (which are
the only one supported in ViePEP at the moment). However, it gets a much more
complicated challenge if the workflow is more realistic, e. g. if it involves branches
such as XORs, ANDs or loops. While ANDs are quite easy to implement, i. e.
both branches have to be considered, XORs are much more complicated. In the
latter one, a BPMS, considering XORs has to deal with probabilities. This means,
it has to calculate how high is the chance that a workflow follows either the one
path or the other one (but not both). This can either be done static, e. g. the
probability that a workflow follows the one path is always a fix value and the
other direction is always 1 minus that value, or dynamically. Of course, in a real
world scenario, those values are not static, but may change dynamically, e. g. they
depend on the output or input of previous steps. Therefore, a “smart” BPMS
has to be able to learn from historical executions and predict the probabilities.
While the scheduling itself might not be the biggest challenge, as already a lot of
research has happened in this field, the combination with computing the demand
of resources is much more complicated.

3.2 Reasoning & Optimization

As ViePEP is a smart BPMS it tries to consider all of the three properties of
EPs equally. This means, the acquired resources are fully utilized in order to
be as cost-e�cient as possible. However, in the current version, the quality of a
service is hardly defined by the services’ output, rather than ensuring the given
SLAs, i. e. ensuring that a workflow is processed in time.

Resource Prediction

As mentioned before, ViePEP tries to utilize the acquired resources as e�ciently
as possible. This means, the Reasoner computes the required amount of resources
from historical data. In the current version, ViePEP makes use of Ordinary Least
Squares (OLS) Linear Regression. At the moment, the provided services are only
CPU intensive. Therefore, a high CPU load would influence a hosted service the
most. Therefore, OLS is a perfect choice for the current scenarios as it is limited
to two variables (2-dimensional optimization). While this is only the case in our
selected services, in the case of image processing, the limiting factor may be the
internal memory or RAM. For that reason, we are working on a multi-dimensional
resource prediction mechanism considering several QoS aspects of a service. As
in real-world scenarios, service invocations do not produce a linear resource
consumption, and may last several minutes or even hours, a linear regression is
not applicable anymore. Therefore, we propose to approach this problem from
the other way around and make use of online reasoning approaches (e. g. Kalman

Filters) in order to compute how many service invocations are possible on a
particular resource and to predict the future demand of resources. In general,
a Kalman Filter aims at providing the means of a mathematical equation to
estimate a state of a process or a stream of updated data. In addition, a Kalman
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filter makes use of historical and life data and is able to predict a future state
even if the precise nature of the system is not known. Therefore, by “feeding” a
Kalman Filter with monitored data, e. g. such as how many invocations happened
in parallel, producing a certain load in CPU and used a particular amount of
RAM, it is possible to compute how many invocations the monitored VM is able
to handle in the future.

Resource Allocation

The result of the resource prediction (see Sect. 3.1) is a detailed plan of which
service invocation is assigned to which VM and if additional VMs are required or
if unneeded once can be released. The execution of this task is simple software
engineering.

However, in many cases, companies manage an own private Cloud. Which
means, neglecting the energy costs, these are free resources and ready to use.
Therefore, the Reasoner should consider allocating private resources first until the
demand is reached. However, it may be the case, that not enough resources are
available in the private Cloud. Therefore, additional resources can be bought from
an external Cloud provider (public Cloud). The result is a so called Hybrid Cloud.
As the resource allocation on its own is not such a complicated task, the Reasoner
has to consider the di�erent pricing schemes of the public Cloud. Amazon’s EC2
for example charges their customers on an hourly model. This means, it is not
economic to acquire such a resource for just 20 minutes. Therefore a rescheduling
might be necessary. In addition, several Cloud infrastructure providers o�er
di�erent kind of VM types having a di�erent amount of computing resources
such as a multi-core CPU or more RAM and cost di�erently.

4 Related Work

To the best of our knowledge, so far, surprisingly little e�ort has been investigated
into the field of elastic processes in the sense of dynamic resource allocation
and elastic process execution [7]. Nevertheless, there is some related work which
remains to be mentioned from the fields of Grid computing and Cloud computing.

In both cases, scalability and cost-e�ective allocation of single tasks and
services have been the only focus by many researchers. Most research e�orts are
focusing on minimizing the costs for the consumers (clients) while taking into
account a maximum allowed execution time or other QoS attributes [5,14]. How-
ever, in later research, new approaches also consider SLA enforcement including
the consideration of penalty costs. This lead a completely di�erent approach of
resource management in a Clout environment [3,6].

In contrast to that, more recent research e�orts are focusing on the infras-
tructure perspective, i. e. a higher resource utilization [13,16] or maximizing the
Cloud provider’s profit [15]. While most of the time, only rule-based thresholds
are applied to identify whether a new resources are required or unneeded can be
freed, Li at al. [16] makes use of automated machine learning to scale applica-
tions up or down. However, all these approaches lack of the consideration of the
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process perspective but focus on an ad-hoc allocation of Cloud-based resources
for single services. Only a few research already considered a process perspective
in regard for Scientific Workflows [10,11]. Although Business Processes and Sci-
entific Workflows share several similarities, they also di�er vastly in the sense of
timeliness. The latter one can be run sometimes during the night, ensuring only
the availability of the result in the morning, in Business Processes, the requests
has to be processed in almost real time.

Similar to our work, a workflow model, i. e. workflows are composed from
single software services which can be deployed in the Cloud, has been considered
by Wei and Blake [18] and Bessai et al. [2]. Nevertheless, only one workflow is
considered simultaneously which is one of the main focuses of ViePEP.

5 Conclusion

In this paper we have presented our current state and work on ViePEP – the
Vienna Platform for Elastic Processes. ViePEP was already evaluated by simplified
use cases in [9,8]. However, although we have shown that ViePEP is able to handle
the presented use cases, optimize the acquired resources by rescheduling incoming
workflows in order to be cost e�cient as possible, ViePEP is still not yet fully
supporting Elastic Processes [7], which is heavily focused by us in our future work.
Therefore, we are extending ViePEP in order to support more realistic workflows
including branches and loops. Further, it is planned to evaluate ViePEP on an
hybrid Cloud environment involving Amazon’s EC2, Windows Azure and others.
In addition to that, an interested reader may have noticed that ViePEP and the
Shared Memory may result in a bottleneck as well. While we already considered
the latter one, and replaced the Shared Memory with a lightweight JMS Queue,
the scalability of the BPMS VM is still part of our future work.
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Abstract The TOSCA standard provides a means to describe Cloud
applications and their management in a portable way. TOSCA-based
applications can be deployed on various standard-compliant TOSCA
Runtimes. Vinothek is a Web-based Self-Service Portal that hides the
technical details of TOSCA Runtimes and provides end users a simple
graphical interface to provision Cloud applications on demand. This
demonstration shows how Vinothek supports automated provisioning of
applications and how it facilitates integrating TOSCA Runtimes.

Keywords: Cloud Applications; Self-Service Portal; TOSCA; Portability

1 Introduction
The Topology and Orchestration Specification for Cloud Applications (TOSCA [4])
is an OASIS standard for automating provisioning and management of Cloud-
based applications in a portable and interoperable way. TOSCA provides a generic
specification to model topologies that define the structure of Cloud applications.
Topologies and all required software artifacts such as virtual machine images
or scripts are stored in a package called Cloud Service Archive (CSAR). This
archive is also standardized and enables vendors to distribute their applications
to multiple Cloud providers based on a uniform and portable format.

To run TOSCA-based applications, a so called TOSCA Runtime is employed.
TOSCA Runtimes consume CSARs, install them, and provide functionalities to
provision and manage instances of the application. However, di�erent TOSCA
Runtimes provide di�erent management APIs as these are not standardized by
the specification: Some TOSCA Runtimes provide management functionalities
out of the box, others require so called Management Plans which are contained
in CSARs. Despite the goal of portability, TOSCA is currently lacking a common
API specification to provision new application instances.

This demonstration tackles this issue by presenting the Self-Service Portal
“Vinothek”, which allows end users to provision new application instances through
a simple, graphical user interface. Vinothek hides the technical details and
di�erences of TOSCA Runtimes and provides a single unified interface to provision
applications on various connected TOSCA Runtimes. Vinothek is based on Web
technologies such as HTML5 and JavaScript and requires no additional software
on client side. More details about TOSCA and TOSCA Runtimes are provided
by the TOSCA Specification [4], the TOSCA Primer [5], and Binz et al. [2].
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2 User Interaction

Vinothek provides a simple and easy accessible Web-based end user interface
to provision new application instances on di�erent TOSCA Runtimes. The
portal consists of two main screens: The Overview page shown in Fig. 1 lists
all applications installed in the TOSCA Runtimes connected to the Vinothek.
The shown applications can be provisioned by the user. Therefore, the user
selects one of the listed applications which leads to the Application Details page
shown in Fig. 2. This page presents all details about the selected application
and o�ers di�erent options to configure the provisioning (shown on the bottom
left in Fig. 2). The user provisions a new application instance by clicking the
“Start Instance” button. If the provisioning requires additional user input such as
payment information, a popup appears that enables filling in this information.
After the provisioning is finished, the new application instance is opened in a new
browser window. Depending on the type of the application, the user interface, a
status page, or a remote desktop of the application instance is shown.

3 System Overview

The Vinothek is implemented following the Web-based client-server architecture
shown in Fig. 3. The Graphical User Interface (GUI) is based on Java Server
Pages and HTML5. It communicates via a RESTful API with the server that
delegates calls to the TOSCA Application Lifecycle Manager, which is currently
dealing with the provisioning of applications only. We plan to extend this com-
ponent in the future to support management and termination of application

Figure 1. Vinothek Overview page showing all available applications
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Figure 2. Vinothek Application Details page showing the selected Moodle application

GUI 

REST API 

TOSCA Runtime Integration Layer 

TOSCA Application Lifecycle Manager 

OpenTOSCA 
Runtime Plugin Other Plugin … 

Figure 3. Vinothek System Overview

instances, too. Below this manager, the TOSCA Runtime Integration Layer pro-
vides mechanisms to plug-in TOSCA Runtimes. Plugins hook into the Vinothek
Lifecycle Manager by implementing a certain interface provided by the integration
layer and encapsulate all runtime-specific mechanisms to (i) provision a new
application instance and (ii) to retrieve available applications that are installed
as CSARs in the respective TOSCA Runtime. Thus, if a new application gets
installed in a TOSCA Runtime that is connected to the Vinothek by a plugin,
the new application is o�ered automatically by the Vinothek.

Depending on the API provided by the respective TOSCA Runtime, the
implementations of plugins di�er from each other. We implemented one plugin for
the OpenTOSCA Runtime [1], which employs management plans implemented
as workflows to provision and manage applications. The OpenTOSCA plugin
connects, therefore, to (i) OpenTOSCA’s workflow engine to provision new
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application instances and to (ii) the RESTful OpenTOSCA Management API
for retrieving installed applications.

As the TOSCA Specification does not define how to deal with self-service
information, we extended the structure of CSARs by adding a “Meta-SelfService”
folder. This folder contains a uniform XML-based application description in-
cluding marketing information such as text, icons, and screenshots as well as a
technical Deployment Descriptor. This Deployment Descriptor defines technical
information required to provision the application on the respective runtime, i. e.,
required input parameters and runtime-specific information. When the provi-
sioning of a new application instance is triggered, the Vinothek first requests
all specified input parameters from the user via a popup. This information is
passed to the plugin that uses these parameters and the technical information
contained in the runtime-specific part of the Deployment Descriptor to start the
provisioning of the application in the respective TOSCA Runtime. For example,
the Deployment Descriptor of the school learning software “Moodle”3 requires
the initial username and password for the admin from the user. In addition, the
Deployment Descriptor contains information required by OpenTOSCA to run
the plans, e. g., it specifies that both Moodle database and business logic shall
run in one single virtual machine. The “Meta-SelfService” folder itself may be
created manually or by using the TOSCA modeling tool “Winery” [3].

4 Conclusion and Outlook
We presented the Self-Service Portal “Vinothek”, which provides a simple graphi-
cal user interface for the provisioning of TOSCA-based applications. The tool also
provides a means to integrate di�erent TOSCA Runtimes transparently to end
users and hides the technical details. A video of the demonstration is available at
http://demo.opentosca.org. In the future, we plan to extend the Vinothek to
support management functionalities and policies.
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Abstract. The focus on “big data” and the emergence of hybrid Online
Transaction Processing/Online Analytical Processing systems in the
database community creates new opportunities for (business) application
vendors. More and more business logic is “pushed" to the database, i. e.,
close to the application data, for faster and more e�cient processing,
while avoiding unnecessary data shipments.
In this position paper, we argue that Enterprise Application Integration
should engage in a liaison with the recent data-processing advances,
especially for supporting the integration of applications running in the
database with remote applications.

Keywords: Enterprise Application Integration, Relational Database.

1 Introduction and Position

The recent advances within the database research community–not limited to
hybrid transactional and analytical systems (e. g., [5,9])–bring applications to-
gether on one platform: the database. For less data shipment and more e�cient
processing, (business) application logic is “pushed" to the databases by translating
it to standard SQL, PL/SQL and an increasing number of additional libraries
and programming languages [1,2]. The databases of complete business application
suites1 are not only used for “bookkeeping" anymore, but transform to application
platforms. The conventional application systems remain the presentation layer,
while the control and data flows move closer to the databases.

These applications require message-based integration. Some of the data and
message endpoints like Data Stream and Complex Event Processing (CEP), for
Information Flow Processing [4], and ETL (e. g., Microsoft SQL Server Integra-

tion Services) already operate on database level. While these data endpoints care
about high-performance inbound data loading, (message) protocol and format-
level transformations (e. g., JSON, XML to relational model), data cleansing and
storage to database tables, standard integration capabilities like routing, mapping,
and guaranteed delivery are left for EAI systems, which are still implemented on
application server level. When additionally considering the subsumption premises
1 For example, the SAP Business Suite on HANA: https://www.suiteonhana.com
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of “Too much Middleware" [11] (i. e., discussing the costs/benefits of a separate
EAI system) and the requirements to middleware systems that are already well-
covered by most database systems (e. g., scalability, data consistency/transaction
processing, user management, high availability), we target the question whether
message-based integration is viable from a database perspective. The required
system shall realize EAI solely using standard relational processing (e. g., SQL,
PL/SQL) for an e�cient evaluation of integration semantics. We address the
following research questions, discussed subsequently: (1) “Can integration logic
(e. g., mapping, routing, aggregation [7]) be “pushed" into the database com-
pletely?", (2) “For which Integration Scenarios does that bring which benefits?",
and (3) “What are its advantages and disadvantages?"

2 The Database as Integration Middleware

We found recent evidence to our position in the areas of declarative message
processing in XQuery/XML-DBMS (e. g., [10,3]) and Publish/Subscribe in rela-
tional databases [6]. Since this work considers only a small subset of integration
semantics, requires massive extensions to standard SQL and most business ap-
plication data is stored in relational databases, these approaches only support
its overall position. Subsequently, we briefly sketch the most relevant aspects,
namely Integration Cases and Common EAI Scenarios.
Table 1. Relevant Integration Cases considered for database and integration systems
(Middlew.) based on control and data flow. Relevant case for this paper is highlighted.

Cases Data Flow Control Flow Comment
Case 1 Middlew. Middlew. no persistent storage of messages;

synchronous messaging
Case 2 Database Database Database with Protocol

Adapters (no Middlew.)

Case 3 Database Middlew. Middlew. controls execution on
Database and its Adapters

Case 4 Middlew./Database Middlew./Database Shared control and data flow
Case 5 Middlew./Database Middlew. Middlew. controls shared data pro-

cessing
Case 6 Middlew./Database Database Database controls shared data flow

Integration Cases For a systematic definition of the term “database-centric
EAI" we distinguished six di�erent and relevant integration cases between the
poles of control and data flow for database and integration systems. These cases
are listed in Table 1. We focus on Case 2, in which the database handles the
control and data flow execution exclusively, while no additional application tier
for the middleware system (short “Middlew.") is required. In general, EAI systems
consist of protocol adapters (i. e., message endpoints) and integration logic. The
endpoints are assumed to be available on database-level (e. g., CEP, ETL on
inbound and messaging [6] on inbound and outbound site). The integration logic
is expressed as standard database artifacts like SQL, PL/SQL. For comparison,
we defined Case 1 as integration system without storage (e. g., no asynchronous
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messaging possible) and Case 5 refers to current EAI systems with persistent
message storage (e. g., Java Messaging Service (JMS)2 based processing) and
control over message processing and data flows.

Fig. 1. Common EAI Scenarios: C1 (App C to App D), C2 (in: App A to App C, out:
App C to App B) and C3 (App A to App B via database). In case of cross-tenant
communication (App D to App E) we assume equivalence to C2 (outbound/inbound).

Common EAI Scenarios Figure 1 shows an overview of common EAI scenarios
that are combined to categories C1-3. Category C1 (local/local: from App C to
App D) refers to the integration of a sender and a receiver application residing
in the same application system, sharing the same database, but not the schema
(e. g., as in business suites). Category C2 (local/external: inbound processing
from App A to App C ; outbound processing from App C to App B) covers the
cases, in which an application on the database (sender or receiver) needs to access
or receive external data (e. g., access remote applications). Finally Category
C3 (external/external: from (App A to App B) features sender and receiver
applications residing in di�erent application systems, while communication is
mediated by a dedicated “integration database system" (i. e., corresponds to the
classical middleware case). The “multi-tenant database" case from [8] is depicted
by the communication from App D to App E, which requires an even stricter
tenant and schema separation that eventually translates to C2. As example for a
C2 scenario, we selected the SAP ERP Convergent Invoicing (FI-CA) use case.
For the invoicing process, high-volume billable items (up to 500k per second–
approx. 4 billion messages per day) wrapped as messages (e. g., one iTunes song
or telephone call decomposes to records for customer, vendor, author etc) are
created and sent by the Convergent Charging application. The messages have
to be validated, enriched with master data, filtered and aggregated according
to multi-dimensional and potentially customer specific criteria, before legally
binding documents are created. JMS messaging could queue that amount of
messages3, however, cannot handle the integration logic.

2 Java Messaging Service: http://www.jcp.org/en/jsr/detail?id=914
3 JMS benchmark: http://www.spec.org/jms2007/
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3 Discussion

The research questions formulated in Section 1 (i. e., (1)–(3)) target the feasibility
and viability of a database-only integration approach (see Case 2, Section 2). The
question about integration logic “push-down" to the database system (1) was ap-
proached experimentally by a prototypical implementation. The evaluation showed
short-comings in terms of language expressiveness (e. g., timed-aggregations are
not possible), the need for a scheduled pipeline processing, when a (transactional)
decoupling between sender and receiver is required, and a small latency penalty
when mixing SQL and PL/SQL processing. Besides that, the processing of bulks
of messages showed results for throughput comparable to the requirements, e. g.,
of the FI-CA scenario, thus leading to the question about viable scenarios (2). The
natural category for database-centric processing seems to be C1 for database local,
schema-to-schema integration. However, this is currently completely covered by
“shared-schema" integration, although it could untie the tight application coupling.
The support of database adapters with pre-/post-protocol conversion integration
logic processing C2 seems most promising (see FI-CA scenario). Category C3 is
the domain of current EAI systems and only seems to show benefits for scenarios
with qualities that require frequent persistent message storage and/or massive
data-bound computations for database-only integration. The benefits and addi-
tional operational qualities (3) are stable asynchronous and transactional message
processing, portable database code (for standard SQL logic only), interoperability
through database protocol adapters, and less frequent and expensive data format
conversions.
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Abstract. Manufacturing companies more and more face the challenge
of ensuring sustainable production. In particular, they continuously need
to report sustainability data about their products and manufacturing pro-
cesses that is categorized by various sustainability indicators. However, in
a supply chain, such data collection also involves the companies suppliers.
Thus, companies must issue cross-organizational data collection processes
with potentially high numbers of responders. Due to the heterogeneity in
a supply chain and the necessary involvement of services from external
sustainability service providers, such processes are often long-running
and error-prone. In response to that, we propose an approach for auto-
matically and contextually assembling the required activities and services
and managing them by an explicitly specified and enacted process.

Keywords: Process Configuration, Business Process Variability, Data Col-
lection, Sustainability, Supply Chain

1 Introduction

Nowadays, companies collaborate in supply chains in order to assemble complex
products like cars or electronic devices. Such companies face a specific challenge:
state authorities and the market require sustainable production. Therefore, com-
panies are increasingly forced to report sustainability data about their production
that is classified by sustainability indicators like, for example, greenhouse gas
(GHG) emissions or the amount of lead contained in products. However, to report
respective data, in turn, a company must request it from its suppliers. In general,
a sustainability data request could be passed through multiple levels of the supply
chain as illustrated in Figure 1.

Sustainability data requests involve great heterogeneity: di�erent companies
follow di�erent approaches in sustainability data management. Some of them
have di�erent in-house systems (IHSs) for this (cf. S1.1 in Figure 1), whereas
others rely on manual management (cf. S1.3) or even have no proper approach to
it at all. Furthermore, in various cases, services of external service providers may
be required. For example, a company reporting GHG emissions in production (cf.
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Fig. 1: Supply Chain Data Collection

S1.3) might need an external service provider to validate the data (cf. S1.2) after
having collected their own data and received relating data from its suppliers (cf.
S2.3).

Due to these properties, data collection process can be long-running, tedious,
and error-prone, which may even involve legal fines for the reporting companies.
Due to the heterogeneity in tools and approaches, it is not possible to apply a
federated information system or data base to all companies. Furthermore, as such
data exchange not only involves the mere exchange of data but involves various
kinds of activities relating to such data, simple data integration approaches, as
e.g., utilizing ontologies are also not su�cient. The following scenario gives a
small-scale industrial example for such a data collection process.

Scenario: Sustainability Data Collection

An automotive company wants to collect sustainability data relating to
a specific part. In particular, a regulation requests the reporting of the
quantity of lead in that part. This also concerns sub-parts of that part that
are delivered by two suppliers of the company. One of them is a bigger
company with a IHS in place. The other one is a smaller company with
no system and no dedicated responsible for sustainability. The IHS of the
bigger company has its own data format that has to be explicitly converted
to be useable. For the smaller company, a service provider is needed that will
validate the manually collected data to ensure that it complies with legal
regulations. This simple scenario already shows how much complexity can
be involved even in simple requests and gives an outlook on how this can
look like in bigger scenarios involving hundreds or thousands of companies
with di�erent systems and properties.
In the SustainHub project1, we are developing a centralized information

exchange platform (also called SustainHub) that supports sustainability data
collection along the entire supply chain. For this purpose, we have investigated
and discussed the challenges for sustainable supply chain communication as well
as the state-of-the-art [4].

As this paper focuses on the composition of activities and services, first of all
we summarize the challenges a system must tackle to enable this. (DCC1) Most of

1 SustainHub (Project No. 283130) is a collaborative project within the 7th Framework
Programme of the European Commission (Topic ENV.2011.3.1.9-1, Eco-innovation).
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the activities in sustainability data exchange are still executed manually. Taking
into account that such data exchange takes place in complex supply chains, it
can be problematic to even find the right person in the right department in
the right company or the right service of the right service provider. To enable
automated support, such information must be explicitly stored and managed.
(DCC2) Di�erent companies have di�erent ways to manage relevant sustainability
data. Some use IHSs, whereas others rely on manual data management. A system
supporting data collection in a supply chain, therefore, must be able to access it
in both ways, i.e. it must support manual as well as automated data collection.
(DCC3) The requests in sustainability data exchange rely on a myriad of di�erent
factors (e.g., legal requirements, IHS used in a company). To support repeatable
data collection, a system must be aware of such contextual factors and manage
them centrally. (DCC4) Due to the great number of di�erent factors, each
request is not far from being unique and has to be executed manually. A system
supporting such data exchange should enable the centralized definition of the
data collection process and also its di�erent variants. Both definitions should be
as simple as possible to not burden users with a cumbersome and error-prone
modeling process.

The remainder of this paper is organized as follows: Section 2 presents our
approach for sustainability data collection and exchange. Section 3 gives a brief
overview about related work followed by a conclusion.

2 Automated Process for Data Collection

Basically, our approach for supporting the complex process of sustainability
data collection involves the idea to govern that process by an explicitly specified
process, which is automatically enacted by a Process-Aware Information System
(PAIS). That way, each request can be managed in a centralized way (cf. DCC1)
and be specified explicitly (cf. DCC4) via a process template. Furthermore, this
approach bears another advantage: For the di�erent activities in such a process,
custom components can be applied. These components can be used for manual
activities as well as connections to di�erent IHSs. In addition, other components
can realize services of various service providers. This facilitates support for manual
and automatic data collection (cf. DCC2). Further, makes the processes modular
and reusable.

However, such an approach would involve rigidly pre-specified process tem-
plates and still no awareness of meta data like contextual factors. A large number
of process templates would have to be specified in advance incorporating ev-
ery possible combination of eventualities. A human would then have to select
the right one being aware of each and every parameter of the current request.
This would be tedious and error-prone. In response to this, we have created
an approach capable of automatically incorporating contextual factors into a
system and, based on them, creating various variants of pre-specified processes
exactly matching the current request situation. Figure 2 illustrates the di�erent
components of this approach.
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Fig. 2: Automated Process and Service Configuration

To be able to automatically process contextual factors and to utilize them for
the automatic creation of process variants, our approach applies a set of di�erent
components: to incorporate contextual factors, the ’Context Mapping’ component
maps these to parameters directly usable for process configuration. The latter is
applied by the ’Process Configuration’ component that creates process variants
(cf. DCC4) based on two entities: base processes incorporating the basic activities
necessary for a specific type of request and process fragments depicting sets of
activities suitable for a specific situation. By combining of these two, a configured
process instance is created, as shown in Figure 2.

However, to be able to automatically apply such configurations, the ’Process
Configuration’ component must be aware of various facts and their relations.
This includes data about the companies connected to SustainHub to be able
to deliver activities to the right persons or IHSs as well as basic domain data
accessible for all companies, like sustainability indicators. Furthermore, the actual
data exchange (e.g. the data of a request) and the content exchanged must be
stored and available to SustainHub as well. All this data must be mutually
connected as well as connected to other data serving as basis for automatically
managing context data and process configuration and enactment. Therefore, we
apply a data model that is more comprehensive as those usually applied in PAIS
integrating types of data usually found in other systems (e.g., ERP systems).
We will not explain all entities here, however, we will introduce six sections of
it containing entities for di�erent purposes: ’customer data’ (e.g. organizational
models or IHS references), ’master data’ (e.g. indicators or substances), ’runtime
data’ (e.g. request data), ’content data’ (e.g. values actually exchanged), ’context
data’ (contextual factors), and ’process data’ (e.g. data necessary for managing
and configuring processes automatically). Having all the data in place, we now
go into detail about the two main components for context mapping and process
configuration.

2.1 Context Mapping

As already stated, variants of sustainability data requests can depend on a myriad
of contextual factors. Consequently, a system enabling automated management of
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such variants must apply a consistent way of managing and storing such factors
(cf. DCC3). Moreover, there is often no one-to-one mapping between a factor and
a variant or a certain set of activities. For example, a company might apply a
special four-eyes-principle approval process in two cases. The first involves data
relating to a specific law and involving high fines. The second concerns data
relating to a specific customer group that the company has no high trust in.
Enabling variant management by creating one rule to apply one certain variant
(or adaptation) to a base process would result in a high number of rules. This
would bloat the needed data and make modeling and maintaining cumbersome.
To avoid this, we apply a simple and lightweight mapping of contextual factors to
process parameters that can be directly used for the process variant configurations.
As illustrated in Figure 2, our approach features simple logical mapping rules (e.g.
CF1·CF2 æ P 1) and also the option to apply simple consistency rules to avoid
erroneous configurations (e.g. P1 and P3 mutually exclude each other). A simple
example for a context factor as shown in the scenario in the introduction would
be the approach and tool a company uses for sustainability data management.
This can be mapped to concrete process parameters, e.g., that the company
uses a specific IHS for a specific data collection task. That way, a distinct set of
parameters for the selection of configurations can be created.

2.2 Process Configuration

When a stable set of parameters is in place for a specific request, it must be
determined what exactly shall be inserted into its base process and where to
insert it. This requires that options for both of these decisions are available in the
variant model of SustainHub. As stated in DCC2, both the definition of the base
processes and the configurations should be as simple as possible to not burden
the users with a complicated modeling process. Therefore, we aimed for a simple
and lightweight way of modeling.

Our studies have shown that for most requests, a basic set of activities is
mandatory, e.g. configuration of the data collection or the final data delivery.
Therefore, we have decided to allow for the modeling of base processes with
mandatory activities for di�erent cases (as e.g. sustainability indicators) and to
only extend these processes with additional activities instead of also applying
deletions. These base processes are then annotated with extension points to
indicate where an extension is feasible. As illustrated in Figure 2 such extension
points have two connections with the process to clearly indicate, where the
insertion should happen and a set of meta information, SustainHub can then use
to determine, which fragment would be suitable at that position. Furthermore, a
set of options is used to determine, if fragments should be inserted as sub-process
or directly in the base process (inline) and in which order they are to be inserted
if multiple extension points are at the same position.

Our studies showed that a specific set of activities is often cohesively needed
in a specific situation (e.g. if data has to be collected manually, that activity
involves also other activities like informing the responsible person). Therefore, we
have decided to apply whole fragments instead of fine-grained adaptations adding
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single activities. Moreover, the approach becomes easier to model and maintain
that way as we allow to model such fragments same as the base processes in a
PAIS. That way, that PAIS manages their structural correctness and other basic
factors.

2.3 Example Scenario

In this section, we show the application of our approach to the concrete industrial
example scenario applied in the introduction. Figure 3 illustrates this including
a base process, di�erent extension points, context factors, process fragments,
and a resulting configured process. The base process comprises three activities
for configuring the request, aggregating the results, and delivering them to the
requester (cf. Figure 3). It also has two extension points, EP1 for the data
collection activities, EP2 for post processing activities. Via a specific parameter
(Order) it is ensured, that EP1 fragments are inserted before EP2 fragments.
Furthermore, various fragments are in place. In Figure 3, four of them are shown,
for automatic and manual data collection as well as for external validation of
manually collected data and for conversion of automatically collected data.
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Fig. 3: Process Configuration Scenario

For this request, the system has the facts in place, that two responders are
involved and that one of them has an IHS while the other relies on manual data
collection (for which the responsible person is also modeled within SustainHubs’
data model). Thus, these context factors can be mapped to two process parameters
indicating one responder with di�erent properties each. Each of the parameters is
configured to imply two fragments, one for data collection, one for post processing.
These fragments are then automatically integrated into the base process, all of
them inline, as configured. Fragment 1 and 2 are integrated in parallel via EP1
and fragment 3 and 4 also via EP2. Finally, the resulting configured process is
shown in the lower section of Figure 3.
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3 Related Work

Our approach presented in this paper enables the automated assembly of var-
ious activities and services necessary for sustainability data requests applying
contextually configured processes for that. Therefore, and due to the lack of
space, we limit our review of related work to process configuration approaches.
Examples include ADOM [6] that relies on software engineering principles or
configuration modeling approaches like C-EPC [7] or C-YAWL [3]. Like the most
other approaches, they focus solely on the modeling of process configuration.
They take di�erent approaches to configuration: ADOM enables the specification
of guidelines and constraints, while C-EPC integrates configurable elements into
the model. C-YAWL allows for hiding single elements or even blocking whole
execution paths. For a qualitative comparison of such configuration approaches,
see Ayora et al. [1]. Besides the fact that such approaches only focus on modeling,
they also require human interaction for manual application of the configuration
in contrast to our approach.

In addition to this, other approaches like [8] target the correctness of process
configurations. In contrast to them, our approach encapsulates the minimal set
of necessary activities into a base process and other sets of activities in process
fragments. Both of these are modeled in a PAIS and can be checked for correctness
therein. Furthermore, we limit the complexity of the configurations with the
explicit extension points. That way, our approach becomes more lightweight and
easy to handle.

Provop [5] constitutes an approach that is more closely-related to our ap-
proach. It enables the modeling of base processes and pre-specified configuration
options and also the execution of processes configured that way. However, it is
more fine-grained and complicated as our approach and it does not allow com-
pletely automatic context acquisition, processing, and process configuration. For a
broader view on related work, see our paper on challenges and state-of-the-art [4].

4 Conclusion

In this paper, we have introduced an approach for applying configurable processes
for complex data collection scenarios like sustainability data exchange in supply
chains. The approach is lightweight featuring pre-specified base processes and
allows for configuring these with also pre-specified process fragments to adhere to
the specifics of various di�erent situations. Moreover, our approach enables such
configurations to be applied automatically involving techniques for acquiring,
storing, and managing various contextual factors to which the processes must
comply.

Our future work will involve the extension of our approach to satisfy all
requirements we have specified in [4]. This involves runtime adaptations to
processes (e.g., for situations, in which the context changes while a request is
already processed) as well as monitoring and quality management capabilities.
Furthermore, we have already started to implement our approach on top of the
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AristaFlow BPM suite [2] and have also begun to evaluate it using 66 sustainability
indicators we have collected from industry surveys in the SustainHub project.
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