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Abstract. We are interested in providing natural language front-ends to
databases upon which an ontology layer has been added. Specifieatiywh
deal with how to express ontologies formalized in Description Logics in a con
trolled language, i.e., a fragment of natural language tailored to csitigraally
translate into a knowledge representation (KR) language. As KR language
have choseL-Liter -, a representative of the well-knovBL-Lite family [3,

4], and we aim at understanding the kind of English constructs the couttatie
guage can and cannot have to corresporidltd.iter . Hence, we compare the
expressive power dbL-Liter ~ to that of various fragments of FOL identified by
Pratt and Third as corresponding to fragments of English [8]. Ouysisashows
thatDL-Liter,n, though itself tractable, is incomparable in expressive power with
respect to tractable fragments of English. Interestingly, it allows ongtesent a
restricted form of relative clauses, which lead to intractability when usedutith
restrictions on the occurrences of negations, and existential quantifiers

1 Introduction

The importance of using an ontology to facilitate the acodsssers to structured data
is well established [2, 3]. Having an ontology as supportjoerying a database (DB)
will allow the user to find the relevant answers without knogvabout the structure of
the DB itself. Though having an ontology will provide suppiorusers able to use query
languages, it will still fail to make the data accessible ¢ expert users. These could
instead benefit from using a natural language interface dootitology and the DB,
both for querying the DB and for entering knowledge, eitiméemsional (i.e., ontology
assertions) or extensional (i.e., DB facts) one. Therefogeare interested in looking
at thequery entailment problepie.,7 U D = ¢, for an ontology7, databasé&, and
queryy, but from a natural language perspective.

We know that query entailment can be done efficiently (irel.©GSPACE in the
size of the DBD), if the ontology7 is expressed in a Description Logic (DL) of the
DL-Lite family [3, 4] and the query is a (union of) conjunctive queries (CQs). When
resorting to natural language interfaces, we aim at prasgthis efficiency. Thus, we
are interested in understandiriyy \hich fragments of natural language correspond to
the two fragments of First-Order Logic (FOL) we need, Mid.-Lite and CQs, and
(i) whether these two fragments will be suitable for non expe#drs to accomplish
the tasks we are interested in, entering intensional arehexinal knowledge into an
ontology and querying a DB.



Roughly, with respect to FOL, CQs lack negation and univepsantification. This
might seem too restrictive when interested in expressitgrallanguage questions as
DB queries. However, an analysis of several corpora of ialikers’ questiorishas
shown that the use of those operators in questions is rathiged. Similarly, we are
now trying to understand how f&@L-Lite is from the linguistic structures that domain
experts would naturally use to describe their intensiomaviedge. To this end, as a
preliminary study, we have started looking at the answessiged by domain experts
to FAQS. Again, the first results are rather promising, showing thamnain experts,
when allowed to freely use natural language, write rathmph structures with only
few occurrences of those operators “forbidden”ly-Lite definition, e.g., universal
quantifiers in non subject position. Similarly, the use ofatéon and disjunction is
rather limited and controlled while relative pronouns @&zst are rather common in these
corpora and they are usually used to further specify pragsedf the nearest noun. As
will become clearer in the next section, these operatorsedegant to understand the
connection betweeBL-Lite and natural language fragments since their corresponding
logical operators are the major players in determining traplexity property of the
entailment problem above.

Against this background, our research line is as follows.pégpose to study the
problem of accessing structured data via an ontology by ngpvack and forth between
logic and natural language: on the one hand, by studyingstpeessivity of suitable
logic fragments and identifying the corresponding natlaauage fragments, and on
the other hand, by analysing natural language structured insreal life applications
and trying to extend the corresponding logic fragments ttebsuit users’ needs, but
without paying in terms of computational complexity.

In this paper, we concentrate @1i-Liter n, which is the DL that stays as close
as possible to the expressive power required to capturgatdtuinguage constructs,
while still preserving the nice computational propertiéthe DL-Lite family. As a first
step towards understanding the relationship between agydbhnguages and natural
language constructs, we comp@e-Liter o with the expressive power of fragments
of FOL studied by Pratt and Third [8, 10] and defined startiogrf natural language.

2 The Description LogicDL-Liteg

In this work, we consider a DL belonging to tba.-Lite family [3, 4], and specifically,
we consideDL-Liteg n, in which the TBox is constituted by a set of (concept and
role) inclusion assertion®f the form CI C Cr and Ry T R,, where Cl and Cr
denote concepts that may occur respectively on the leftightthand side of inclusion
assertions, an®;, R, denote roles, constructed according to the following synta

Cl — A|3R|Cl1|_|0l2 R — P|P_
Cr — A|3R|CriNCry|3R.A|-A|-3R

Yhttp://wiki.answers. com Q W ki FAGs: Fi ndi ng_Questi ons_t o_Answer
http://clinques.nl mnih.gov/JitSearch. htm (clinical questions)

http://ww. unibz.it/library/faq/

8 What seems to cause a lack of expressivity is the limitation on the occeraiqualified
existential, viz., the fact that they cannot occur in the left concepts okTBatements, in all
of the logics of theDL-Lite family. This will be the topic of further studies.



whereA denotes an atomic concept, aRdlenotes an atomic role.

For convenience w.r.t. what we need in the following sedjave formally specify
the semantics dDL-Liter , by providing its translation to FOL. Specifically, we map
each concepf’ (we useC' to denote an arbitrary concept, constructed applying tlesru
above) to a FOL formula(C, x) with one free variable: (i.e., a unary predicate), and
each roleR to a binary predicate(R, x, y) as follows:

(A, r) = A(r) ¢(3R, x) = Fy(p(R,z,y))

w(ﬂC r) = —¢(C,x) e(FR.C,z) = Fy(p(R,z,y) A p(C,y))
P(C1MCyx) = p(Cr,x) A p(Ca, )

o(Pyz,y) = P(z,y) o(P~,z,y) = P(y,x)

Inclusion assertion§’! = Cr andR; C R, of the TBox correspond then, respec-
tively, to the universally quantified FOL sentences:

Vo (p(Cl ) — ¢(Cr,x)) Vavy(e(Ry, 2, y) — ¢(R2,2,y))

In DL-Liter -, an ABox is constituted by a set of assertionsimdividuals of the
form A(c) or P(a,b), where A and P denote respectively an atomic concept and an
atomic role, andu, andb denote constants. As in FOL, each constant is interpreted
as an element of the interpretation domain, and we assurhédigiteact constants are
interpreted as distinct individuals, i.e., we adopt tiléque name assumptigyNA).
However, inDL-Liter », we may drop such an assumption without affecting the com-
plexity of reasoning, as established below. The above ABsemions correspond to
the analogous FOL facts, or, by resorting to the above mappiny (A, xz)(c) and
o(R,z,y)(a,b), respectively.

The reasoning services of interest @it-Litep o knowledge bases are the standard
ones, nameliknowledge base satisfiabiljtasnd concept and rokatisfiability, andsub-
sumption It has been shown in [4] that iDL-Liter o all such reasoning services are
polynomial in the size of the knowledge base, armaSPACE in the size of the ABox
only, i.e., indata complexityMoreover, answering conjunctive queries whose atoms
have as predicates atomic concepts and roles of a knowleigs i3 also polynomial
in the size of the knowledge base and in&SPACE in data complexity [3, 4].

3 Fragments of English

In this section we give a brief overview of Third and Prattstrolled fragments of
English (cf. [8]). They are subsets of standard English m&anapture some simple,
albeit for our purpose important, structure of English. ifirgerest, as we said in the
introduction, lies in the fact that we would like to know whisubset of English we can
use to express only those data constraints required byagytalriven data access. Itis
thus crucial to know which natural language constructs esgthese constraints and,
more specifically, those suitable foDd.-Lite ontology.

The key feature of these fragments of English is that theypmmitionally translate,
modulo the standard semantic mapping foreseen by montagowatural language for-
mal semantics (cf. [6, 7]) into several fragments of FOL. &dy: (i) A parse tree is



computed.i{) A FOL formula enriched with lambda operators from the la@bélcu-

lus is assigned to the words, i.e., the terminal nodes ofrtiee tepresenting their set-
theoretical meaningii{) The logical formula representing the meaning of the parsed
sentence is computed bottom-up by means of function apigicand beta-reduction

at each internal node or component of the tree. This yieldspately, a FOL closed
formula for the whole utterance called itseaning representatiofMR). An example

is given in the parse tree below, wheraeturns the current value of the translation at
each node.

7(S) = Va(Man(z) — Leave(z))

7(NP) = AQ.Vz(Man(z) — Q(x)) 7(VP) = \y.Leave(y)
7(Det) = AP.AQ.Vz(P(z) — Q(x)) 7(N) = Az.Man(x) 7(IV) = Ay.Leave(y)
Every man left.

For instance, by applying the translation procedure desdrabove we get the fol-
lowing MRs from their corresponding English utterances:

1. Some people are weak. ~>  Jz(People(z) N Weak(x)).

2. Every husband has awife.  ~ Vz(Hasband(x) — Jy( Wife(y) A Has(z,y))).

3. Every salesman sells some  ~» Vz(Salesman(z) — Jy(Customer(y)A
merchandise to some customer.  3z(Merchandise(z) A Sells(x, z,y))).

Note that in 2. and 3. above, other translations might beilplessue to NL ambiguity.
However, these are discarded by the grammar studied by @hatdPratt that generates
MRs following exclusively the surface order of components.

Schematically, the sentences above have the shape “Det Nwi#re the verb
phrase (VP) is the constituent built out of a verb and its dempnts. We come back
to this schema later to summarize the kind of constructesponding tdL-Liter .

The fragments of English themselves are built step by steptdsting with copula,
nouns, negation, and the universal and existential quargtifind by extending cover-
age to larger portions of English — covering relative camgtons, ditransitive verbs,
anaphora, as summarized by the table below.

This analysis is important for our purposes Because eachalktouct has a mean-
ing representation built out of some constant or some lbgiparation in FOL: The
MRs of relatives (e.g., “who”) are built by conjunction); negations (e.g., “no”, “not”)
introduce logical negation); intransitive verbs (e.g., “runs”) and nouns (e.g., “man”
correspond to unary predicates; transitive verbs (e.gye8”) correspond to binary
predicates, and ditransitive verbs (e.g., “sells to”) to&ey predicates; universal quan-
tifiers (“every”, “all”, “everyone”) toV, and existential (“some”, “someone”) i

By building a family of fragments, Pratt and Third [8] havedied the impact on
expressive power and computational complexity these naetsthave (see Figure 1).
As the reader can see, this process leads ultimately to aecigable fragment of
English. As a matter of fact, only the first two fragments, C&tl COP+TV+DTV
are tractable. Notice that as soon as we add rules dealimgthdtrelative clause, we
lose tractability. COP+Rel (i.e., COP with relative clasjses already NP-Complete.
COP+TV+DTV+Rel is NXPTIME-Complete. This is because, as we said, relatives
express conjunctions which, together with negation, gerdogics (i.e., fragments of
FOL) that contain the propositional calculus. But coverietptives to a certain ex-
tent is crucial: as we mentioned before, they occur quitquieatly in NL utterances.



Fragment Coverage Sat. decision class
COP Copula, common and proper nouns, P
negation, universal and existential quantifiers
COP+TV+DTV COP + Transitive verbs (e.g. "reads”) P
+ Ditranstive verbs (e.g., "sells”)

COP+Rel COP + Relative pronoun NP-Complete

(i.e., "who”, "that”, "which”, etc.)
COP+Rel+TV COP + Transtive verbs + Relative pronounExpTIME-Complete
COP+Rel+TV+DTV COP+TV+DTV + Relative pronouns NEXPTIME-Complete

COP+Rel+TV+RA |COP+Rel+TV + Restricted anaphora NEXPTIME-Complete
COP+Rel+TV+GA |COP+Rel+TV + Generalized anaphora |undecidable

Fig. 1. Fragments of English studied by Pratt and Third [8].

Some means to cover them without yielding an exponentiatigioshould be found.
As shown in [1], this is possible if we choose as MR loBit-Liter -, which allows
relatives {\) to occur both in subject and in predicate position of serdgerwith an uni-
versal quantified subject, i.e., in the left and right consgpespectively, of inclusion
assertions.

COP and COP+TV+DTV generate, through this process of coitiaal transla-
tion described above, the following FOL fragments:

COP \ COP+TV+DTV
:|:A1(C) w
Jz1 (Ai (21) A £As(21)) Q1 (A (z1) B ep(z1))
Va1 (Ar(z1) — £A2(21)) Q171 (A1 (z1) O £Q212(A2(72) D Y (21, 72)))

Qll‘l(Al(Zl‘l) [ ZEQQJSQ(AQ(JSQ) [ :tQ3$3(A3(.T3) - ’(/)(ZEl, x2, 1'3))))

In the table abovey); € {V,3},for1 <i < 3,0 € {A,—}, cisanindividual constant,
the A;’s, for 1 < ¢ < 3, are unary predicates, andis ann-placeliteral (postive or
negative) over the variablesey, ..., z,} containing possibly constants (thusis a
grounded literal). A quick glance at these logic fragmeelis us that they can express
IS-A constraints, as well as ABoxes almost directly. Mommwe can express unary
and binary (and even ternary) predicates, together withtification.

So the questions now are: exactly to what extent these twtatyke fragments or,
equivalently, the FOL fragments thereof generated caresgpiL-Litez 1? How much
of DL-Liteg » can not be expressed by these fragments? Answering thesgomse
will shed light on the issue of which NL constructs can ultigip expresDL-Liter
ontologies in a subset of English.

4 Comparing Expressive Power

In this section, we compare the expressive powebbiliter o with that of the two
tractable fragments of English COP and COP+TV+DTV. We shbat,tunder cer-
tain conditions, COP is contained DL-Liteg 4, as it should be expected, but that
COP+TV+DTV only overlaps wittDL-Liter . This is interesting, since, as shown
in [1], Lite English, the controlled language that compiosially translates intd®L-
Liter , covers relative pronouns (mirrored by the qualified exis#3R.C) without
yielding an exponential blowup, as is the case with Pratigrents.



We begin by recalling some basic notions of FOL (without fistsymbols) model
theory. Aninterpretation structurever a FOL signature (without function symbol3)
is a tupledn = (M;{R}}icr; {c]"}jcs) where theR aren-ary relations over\/
and thec?ﬁ distinguished elements d¥/, fori € I,j € J. A structured?’ is said
to be anextensionof 9t whenever the relations @it are contained in those &’
and they coincide on the distinguished elements. A stradsisaid to be anodelof
a sentence or formula wheneve®)t = ¢. The sentence characterizeghe classes
of its models (i.e., the clasf|?M = ¢}). These classes are callptbperties The
expressive powenf a fragment of FOL is then formally given by the model theiare
properties its sentences can characterize. Finally, a F&infentA’ is said to beas
expressive aa fragmentd when, and only when{’ can express all properties df[9].
The idea of the proofs is to individuate properties exptdasn one logic and not in the
other —that is, classes of structures thatLiter n expresses but that COP+TV+DTV
and COP may or may not express.

Theorem 1. DL-Liter  is as expressive as COP, assuming the unique name assump-
tion does not hold.

Proof. Some COP sentences cannoihariori expressed iDL-Liter . In particular,

as we have seemL-Litep - as it is, cannot express negative facts: ABox assertions
(i.e., ground atoms) cannot be negative following the stsshdefinition oDL-Liter .
However, we can easily express a negative fat{c), by extending our signature with

a new concept namg’, and introducing the disjointness assertdnC —A and the
membership assertioff (¢). To deal with COP formulas of the foraw (P (z) A Q(x))

we proceed as followsi)(we skolemise and extend our signature by adding a new
constant (expanding model1 to their skolem expansioft, c™)) and i) we drop

the unique name assumption (UNA) regarding constants whesnies to these new
constants produced by skolemisation. We can then exprese gtatements as ABox
assertiond’(c) andQ(c). m|

Theorem 2. DL-Liteg  is not as expressive as COP+TV+DTV.

Proof. To prove this result, we exhibit a closure propertylif-Liter » that is not
preserved by COP+TV (arafortiori by COP+TV+DTV). The formulas iDL-Liter 1
are all FOLv3 formulas,modulothe standard translation.¥&d formula or sentence is a
formulag := Vay - - - Va, 3z - - -z, forn, m > 0, wherey is quantifier-free. Now,
v3 formulas are closed under thi@ion of chaingproperty [5], defined as follows. We
say that a formul@ is closed under union of chairff for every partial orderT, <r),
for every modebn of ¢, and every family{9; };cr of extensions o, s.t.i <1 j
implies thatt; is an extension of)t;, for ¢, j € T, then the structur@?,,, called the
union structureand defined below, is also a modeldgf

1. My =Uer My

2. EveryRimw is the union of all the relations of the same arity and posiimong
theMiy's, fort e T,ie I

3. Everyc?jtw is a distinguished element among the ig's, fort € T, j € J.

Therefore, every set @L-Liter - sentences (assertions) will be closed under union of
chains. Now, suppose, towards a contradiction that evenyeauty that is expressible in



COP+TV+DTV is expressible also DL-Liteg n, in particular3z (P(x) AVy(Q(y) —
R(z,y))). That is, after prenexingdzVy(P(xz) A (Q(y) — R(zx,y))). This sentence
should be closed under union of chains, following the hypsith But this does not hold.
To show this define a mod@t of this sentence as followd/ = N; P™ = Q™ = M,
R™ =< (i.e., the usual loose order over positive integers).

Define next a sequend@t; };cn of extensions ofit as follows:

- Mo: Mg=MU {60}; pTo = Qimo = Mo; R™Mo = RM U {<€0,0>}.
= M1t Mip1 = M; U {ei1}; PPt = QMirr = My, R™i+r = R™i U
{(eit1, e}

Now, {91, };cn constitutes a chain, sincé) @ sequence is a familyii{ (N, <y) is a
partial order andiif) wheneveri <y j, 9t; extends))t;. Finally, consider the union
structureft,, for this chain M, is not a model oBaVy(P(z) A (Q(y) — R(x,y))),
since the relatiolR™ of M1, has no least element. O

Theorem 3. COP+TV+DTV is not as expressive as DL-Litg.

Proof. A DL-Liter  inclusion assertion of the formR T A corresponds to the FOL
sentence’z3y(R(z,y) — A(zx)). Skolemizing and clausifying this sentence yields:
—R(z, f(z)) V A(x), i.e., a clause containing both a positive unary literal afdhary
negative literal containing function symbols. But in [8]stproven that this particular
kind of clauses lies beyond COP+TV+DTYV, whence the result. O

Theorem 4. COP and COP+TV+DTV overlap in expressive power with DL-Lite

Proof. Consider this following typical meaning representatiomnfala for COP:
Va(P(z) — Q(x)). The models of these sentences are the FOL interpretatimwistes
M = (M; P, Q™), whereP™ C Q™. But this property can be easily expressed in
theDL-Liteg ~ with inclusion assertions. O

We finish by remarking that it can also be proved that COP isas@xpressive as
DL-Liter  either, since it cannot express binary relations. Morgavercan show, in
a way analogous to Theorem 2, that COP+TV is not as expreasid&-Liteg n, by
exhibiting a closure property of COP+TV, namely COP+3ixaulation[10] that is not
verified byDL-Liter .

An understanding of how the different expressivity of thenpared logics is re-
flected on the corresponding natural language fragmentseasached by considering
the general schema “Det N VP” mentioned previously. In thfesgments “Det” can
be either “every” or “some” or “no”, and all of these determiis can build the direct
and/or indirect objects of the transitive and ditransitreebs, i.e., the complements in
the “VP"; the verb of the “VP” can be negated. Logic conjupatiis introduced only
by the meaning representation of “some”. The sentencesavhnesaning representation
belong toDL-Liter r, instead, do not have ditransitive verbs (ternary relaji@nd in
the “Det” position only the determiners “every” and “no” caccur. Notice, that the “N”
and “VP” correspond respectively to ttfg and Cr concepts of &L-Liter - inclusion
assertion. As in the latter, the two parts can be complex‘Nieonstituent can be a

complex structure built out of a relative pronoun (e.g.utknt who left”, “student who



knows something”); transitive verbs can occur only with agualified existential as
object; the verb of the relative clause (e.g., “left” and 6lars”, resp.) cannot be negated
(negation does not occur ifil), and the relative clause cannot be iterated, i.e., it cdanno
be used to modify the object of a transitive verb (only unijiea existential can occur

in Cl). Similarly, the “VP” can be a complex structure: since itresponds to th&'r
concept, copula, intransitive verbs, and transitive venith unqualified existential as
object, can be negated. Whereas transitive verbs with cea#fiistential as object can-
not be negated, e.g., “every student does not know somettian s interesting” (notice
how the relative clause modifies an existential building alifjed existential).

Finally, neither in COP and COP+TV+DTYV nor in our fragmerfterive pronouns
(e.g., “itself”) and possessive (e.g., “their”) are all@véhey would correspond to the
introduction of role-value-maps, which is a notoriouslglgliematic construct that may
lead to undecidability.

5 Conclusions

We have compared the expressive poweDbfLiter o with that of Pratt’s and Third’s
tractable fragments of English [8, 10]. Using model thdortguments, we have shown
that the compared logics are incomparable to each othen, neigh a reasonable
deal of the semantic structures captured by the two traztabfments of English is
shared bybL-Liter . We remark that a controlled natural language coveringtcocis
such as intransitive and transitive verbs, copula, comnmms, adjectives, restricted
occurrences of universal and existential quantificatiomelsas of negation and relative
pronouns can be “reverse engineered” fibiLiter 1, as shown in [1].
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