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Abstract. Many systems are being developed where components have
some form of autonomy and can adapt to change. However, it is not clear
how these aspects of autonomous systems can be modeled by existing
software development frameworks. How can we model how much auton-
omy an agent/component has? How can we specify when autonomous
behavior, reconfiguration, or reasoning/planning is triggered? How can
we model the constraints that control autonomy? We need a framework
and process for developing such systems. In this paper, these questions
are discussed and some possible approaches are outlined.

1 Introduction

More and more systems are being developed where components have some form
of autonomy, be it autonomic computing systems that reconfigure themselves
in response to changing conditions, workflow systems that adapt, multiagent
systems (MAS) that coordinate, or individual agents that perform planning, all
to better achieve their goals. In most of these systems however, when dynamic
reconfiguration or reasoning/planning occurs and what autonomy the system
has is constrained by the designer or user. For instance, planning is usually
constrained by control knowledge and behavior in MAS is usually constrained
by social rules. It is not clear how these aspects of autonomous/adaptive systems,
can be modeled by frameworks such as i∗ [1], Tropos [2], Gaia [3], etc., either at
the requirements or design stages. How can we model how much autonomy an
agent has? How can we specify when autonomous behavior, reconfiguration, or
reasoning/planning is triggered? How can we model the constraints that control
autonomy? In this paper, these issues and questions are discussed and some
possible approaches are outlined.

In the development of such systems, a requirements-driven process as in Tro-
pos should be followed. The choice of how much autonomy and adaptiveness an
agent should have and constraints on it should be evaluated with respect to the
system requirements, functional and non-functional. The objectives of individual
agents should be derived from the system requirements, something that existing
approaches to adaptive/autonomous systems development, e.g. [4], often fail to
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address. The model should support requirements traceability. In this paper, we
discuss these questions and make some proposals for an appropriate development
process and associated models.

2 Background

Wooldridge [5] defines the notion of an autonomous agent as follows: “An agent
is a computer system that is capable of independent action on behalf of its
user or owner. In other words, an agent can figure out for itself what it needs
to do in order to satisfy its design objectives rather than having to be told
explicitly what to do at any given moment.” Adaptiveness is closely related to
“reactivity”, an attribute of agents that perceive their environment and respond
in a timely manner to changes. Autonomous action and adaptation may require
activities such as reasoning, planning, scheduling, optimization, coordination,
and negotiation, especially if the set of objectives and environment conditions
that the agents have to deal with cannot be enumerated in advance.

Some work has tried to identify conditions under which using an agent archi-
tecture is appropriate for an application [5, 6]. There have been many proposals
for agent-oriented software engineering methods, e.g. Gaia [3], Prometheus [7],
Tropos [2], etc. Some of these are closely tied to a particular type of agent
programming framework (e.g. BDI (Belief-Desire-Intention) agent programming
languages) or even a particular programming platform. Such models may implic-
itly assume a particular control regime, e.g. models of goal decomposition rules
in BDI agent programming languages.

i∗ already has some features that support modeling autonomous agents. The
distinction between a goal dependency and a task dependency turns on whether
the delegatee has the autonomy to select the means to achieve a goal (rather
than being required perform a specific task). The presence of a goal in an SR
diagram may mean that the agent has the choice of how to achieve it. However,
it may be expected that the agent will use one of the tasks specified as means in
the model to achieve it. Generally, SR diagrams are not assumed to be complete,
and additional means to achieving a goal may be derived, even at runtime. But
there is often an implicit assumption that one of the specified means will be
used. It seems clear that in some cases, the modeler takes the intentional stance
[8] towards an agent, ascribing some goals (and beliefs) to it and expecting it to
behave rationally and attempt to achieve these goals. In other cases, the modeler
takes a design stance, expecting the agent to make decisions and act according
to the way it was designed. Which of these stances is taken typically depends on
how much of the agent’s design is known.

In i∗, an agent is viewed as capable of achieving a goal if it has a “routine”
for achieving it. A routine is “an interconnected collection of process elements
serving some purpose for an agent” [1], i.e. a plan skeleton. It seems clear that
to support the specification of truly autonomous and adaptive agents and MAS,
one needs models that are much less restrictive.
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In previous work, our group has shown how i∗ can be combined with Con-
Golog [9], a formal MAS specification/programming language, to support formal
analysis/verification. Complete ConGolog models are executable and can also be
validated by performing simulation. In this approach, i∗ models are mapped into
ConGolog by using an intermediate notation, annotated SR (ASR) diagrams [10],
where process specification annotations are used to increase the precision and
level of details of SR models.

Ordinary ConGolog does not support the specification of the intentional fea-
tures of i∗ models, i.e., the mental states of the agents in the system/organization
modeled; these must be operationalized before they are mapped into ConGolog.
But there is an extension of ConGolog called the Cognitive Agents Specification
Language (CASL) [11] that supports formal modeling of agent mental states,
incomplete agent knowledge, etc. Mapping i∗ models into CASL gives the mod-
eler the flexibility and intuitiveness of the i∗ notation as well as the powerful
formal analysis capabilities of CASL. We have extended the i∗-ConGolog ap-
proach to combine i∗ with CASL and accommodate formal models of agents’
mental states. Our intermediate notation has been generalized to support the
intentional/mental state modeling features of CASL [12], in what we call in-
tentional annotated SR (iASR) diagrams. With our i∗-CASL-based approach, a
CASL model can be used both as a requirements analysis tool and as a formal
high-level specification for a MAS that satisfies the requirements. This model
can be formally analyzed using the CASLve [11] verification tool or other tools
and the results can be fed back into the requirements model. One of the main
features of this approach is that goals (and knowledge) are assigned to particular
agents thus becoming their subjective attributes as opposed to being objective
system properties as in many other approaches, e.g., Tropos [2] and KAOS [13].
This allows for the modeling of conflicting goals, agent negotiation, information
exchange, complex agent interaction protocols, etc. However, this work does not
support the modeling and analysis of many aspects of autonomous agent behav-
ior, such as planning and reasoning.

Lapouchnian et al. [14] proposed a requirements-driven approach for design-
ing adaptive systems with KAOS-like goal models (enriched with control flow
annotations) that captured the variability in the way high-level system goals
could be achieved. Various alternative ways of attaining these goals were ana-
lyzed with respect to their contribution to important quality criteria represented
by softgoals. The system at runtime supports some or all of these alternatives
and is able to switch from one alternative to another a) in response to changing
user preferences over softgoals; b) in attempt to improve quality of service; c)
as a result of a failure. This idea was further applied to the design and con-
figuration of business processes (BPs) [15]. In this approach, the adaptivity of
systems is limited to the alternative behaviors specified in the goal model. This
favors predictability and trust in the system over adaptivity and autonomy. This
technique may be a sensible choice for BP management and other applications
where limited adaptivity may suffice, but it is not flexible enough to be used in
a wide variety of adaptive systems.
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3 Objectives

Here are some objectives that a framework for developing autonomous/adaptive
systems should satisfy. First, it should support the specification of a wide range
of types of autonomy/adaptivity (or lack thereof) that agents may possess, of
what is known (and not known) about their design and decision making process,
of the conditions under which reasoning or adaptation is triggered, and of what
constraints apply to their decisions/behavior. This should rely on various mod-
els/stances that one can use to specify behavior while abstracting over design
details.

Secondly, it should support analysis, allow predictions about agent behavior,
and with a sufficiently detailed specification, formal verification, while remaining
abstract. For instance, BDI-style specifications of agents together with specifica-
tions of their capabilities should allow reasoning about what goals will eventually
be achieved under various conditions, even when the means cannot be specified
in advance.

Thirdly, the framework should support the analysis of the merit of various
alternative architecture designs with or without runtime reasoning and/or adap-
tation given the functional and non-functional requirements on the system. It
should be possible to understand the benefits of doing more runtime reasoning
in terms of increased robustness and improved solution quality, and its costs in
terms of increased reaction time and unpredictability. The method should be
requirements-driven. The objectives of individual agents and of the MAS itself
should come from system requirements and the method should support require-
ments traceability. This is where using an i∗-based approach can help.

4 Some Proposals

There are two types of autonomy/adaptation that need to be modeled and an-
alyzed: autonomy in individual agents, for instance through planning and rea-
soning, and adaptation in groups of agents, for instance through negotiation
and coordination. Note that even the latter has an individual component as the
negotiating/coordinating agents generally make individual decisions.

Here are some modeling and analysis techniques that could be exploited in
a framework to achieve the objectives described earlier:

1. Tropos-style analysis of which parts of the system should be specified in
advance and which should be left to be reasoned about at runtime; there are
tradeoffs involved in making decisions about how much to specify, with effects
on quality attributes such as predictability, trust, responsiveness, robustness,
adaptiveness, autonomy, etc.;

2. extensions to the modeling language to support specification of actors or
components as black boxes with behavioral constraints derived from high-
level softgoals, and triggering conditions for reasoning and adaptation;
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3. modeling extensions to support incomplete system specifications, such as
weak constraints on the number of instances of an agent type and optional
agent types/roles, and coordinator actors that constrain autonomy;

4. modeling extensions to support specification of the information that agents
use to reason and make decisions.

In working on the design of the methodology/framework and its validation,
it would be useful to model and analyze the use of various existing platforms for
the implementation of autonomous agents, for instance:

– BDI agent programming languages that select plans to execute at runtime;
– agent programming languages that support runtime plan generation, such

as IndiGolog [16] and CanPlan [17];
– other agent programming frameworks that support decision-theoretic plan-

ning, game-theoretic planning, or the use of deontic rules to constrain be-
havior;

– negotiating agents frameworks.

Moreover, there are many common applications where autonomous agents
have been exploited that could be used to experiment with the framework:

– meeting scheduling systems;
– travel planning systems;
– systems that perform server load balancing or dynamic task allocation.

5 Conclusion

Autonomy and adaptiveness are qualities that are often required in state-of-art
computer systems. Agent technology has been used to implement such systems.
Agent-oriented software engineering methods have been proposed to help in de-
signing them. Requirements engineering frameworks have also addressed the
specification of such systems, while also incorporating agent notions such as
“goals”. Yet these development frameworks remain inadequate for modeling the
features associated with autonomy and adaptiveness in systems. What is needed
is a framework where these features and their connection with system require-
ments can modeled and analyzed. In this paper we have sketched how one might
try to address this problem.
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