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Abstract: Pattern matching problem is still very interest-
ing and important problem. Algorithms for the exact pat-
tern matching search for exact patterns in some texts or
figures. Algorithms for an approximate pattern match-
ing search for exact and similar patterns with some errors.
They use some measures to evaluate a similarity of found
similar patterns. In the area of the pattern matching allow-
ing errors is possible to use fuzzy logic theory. In the paper
we present the algorithm for a fuzzification of a determin-
istic finite state automaton using a similarity function of
characters. The fuzzified automaton will accept exact and
similar words. The second presented algorithm is a fuzzy
modification of Aho-Corasick pattern matching algorithm
which still work in linear time with respect to the length of
the searching text.

Key words: Pattern matching, fuzzy logic, fuzzy automa-
ton.

1 Introduction

The motivation to the Fuzzy Pattern Matching Problem
(FPMP) can be found in Exact Pattern Matching Problem
(EPMP). Words they are very closed to patterns (maybe
words with one error) will not be found in EPMP. A quite
good example is the typing of some text on the keyboard
[2]. The following errors can be done in typing some text:

1. Typing a different character, usually from the neigh-
borhood of the current character on a keyboard.

2. Inserting one or more characters into the source text.
3. Omitting any single character from the text.
4. Transposition of neighbor elements in the source text.

The most frequent error is the following: instead of
the required character is typed a character from the
area on the keyboard adjacent to the required charac-
ter. For example, the neighborhood of the character f
is the set f, = {f,d,g,r,t,c,v}. The set of characters
A = {f,r,0,L,i,c} belongs to the pattern frolic. In this case
of typing errors, let us assign similarity value (f) to each
element of the neighborhood in such way that the charac-
ter itself has f equal to 1 and the characters from the f’s
neighborhood have f value < 1, because they really repre-
sent some error.

*Supported by the Slovak Scientific Grant Agency VEGA, Grant No.
1/0479/12.

The similarity values of characters could be prepared
in many ways, for example the closest characters to the
character on keyboard, the similar characters to the given
character because of they have the same shape, and so on.
And it is possible to use similarity values as some fuzzy
values of characters [3]. Several fuzzifications of formal
concept analysis have been proposed in [8]. For example,
for the set f,, should be f(f.f) =1, f(fd) =04, f(fr )=
0, f(fg) = 0.1, f(£t) = 0.4, f(f,c) = 0.3, f(f,v) = 0.3.
We consider that in the text, it is necessary to find the
words they are very closed to the pattern frolic. We could
consider the sum of f’s of a given string as a measure of its
similarity of the found string to the pattern frolic [2]. But
we can lose the information if the found word is exact or
not if the pattern is a subsequence of the found word. For
example, if the pattern frolic is found in the text then the
measure of the similarity to the found word frolic is the
length of the word frolic (equal to 6). The word froolic is
very closed to the pattern and the measure of the similar-
ity is 6 too, because the symbol o can be deleted. But the
word froolic is not exact word. The used measure of the
similarity words has some problems in this case. We will
apply measures based on fuzzy logic.

In the string matching problem allowing errors, an in-
put text, maybe containing errors, and a pattern string are
compared in order to find an imperfect pattern in input
text. Very interesting fuzzy measure between strings us-
ing fuzzy automata with e-moves was given in [4]. Fuzzi-
fied Aho-Corasick (FAC) search automata were described
in [10]. Some examples of an application of a similarity
function to nondeterministic finite automata is described
in [9]. We propose a theoretical description of fuzzy op-
erations in a fuzzy automaton using relations on fuzzy
sets. We developed a modified fuzzy automaton, named
a FAC automaton working in a linear time in the length of
searched texts. In the applied FAC algorithm we did some
restrictions coming from practice: (1) restrictions on sets
of similar symbols, (2) restrictions on the number of mis-
takes in words. The applied FAC automaton was tested on
some small texts with acceptable results.

The paper is organized as follows: Section 2 presents
used notions and concepts needed to understand the prob-
lem, mainly fuzzy logic connectives and fuzzy automata.
In Section 3 we built fuzzy automaton from a deterministic
finite state automaton and a similarity function. In the fol-
lowing sections we present the algorithm for fuzzy pattern
matching and some results of its using.
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2 Preliminaries

A fuzzy set A in a referential universal set U is character-
ized by a membership function which associates to each
element x € U a real number A(x) € [0,1], [0,1] is the in-
terval of real numbers, {0,1} is the set of two numbers.
The value of the membership function of x € U represents
the membership degree of x in A. We use .% (U) to de-
note the set of all fuzzy sets on U. As the basic book for
notions in the theory of fuzzy sets and fuzzy logic, we used
Gottwald’s book [5].

In the theory of fuzzy sets, triangular norms have been
used for defining the intersection of fuzzy sets and for
modeling the logical conjunction in fuzzy logic.

Definition 1. A mapping T : [0, 1] x [0,1] — [0, 1] is called
a triangular norm, or t-norm, if it satisfies at least ax-
ioms of

e identity element, 1, i. e. T(x,1)=T(1,x) =1Tx=
xT 1 = xfor each x € [0,1].

e monotonicity, non-decreasing in each argument,

e commutativity and associativity.

|

t-norms are considered as truth functions of generalized
conjunction operators. s-conorms are considered as truth
functions of generalized disjunction operators.

Remark 1. Well known t-norms:
1. Gdadel conjunction: xTgy = Tg(x,y) = min(x,y),

2. Lukasiewicz conjunction: xTpy =Ty (x,y) = max{x+
y—= 170}7

3. Product conjunction: xTpy = Tp(x,y) = x*y.

Let A be a fuzzy set of set U. A binary fuzzy relation on
A is any fuzzy set of A X A.

Definition 2. For a fuzzy subset V of A and a binary fuzzy
relation R on A, the compositions V e R and ReV are fuzzy
subsets of A defined, for any x € A, by

(VeR)(x) = f;gg({T(V(Y)vR(MX))}’ (1)
(ReV)(x) = I;lei‘X{T(R(x,y)yV(Y))} 2
O

Example 1. Let V = {(a,0.4),(b,0.7),(c,0.5)} be the
fuzzy subset of A. Let A X A be the binary fuzzy relation
defined by the Table 1. The composition of V by A X A can
be done from the left and from the right side. If A X A is
not symmetric relation then we can get different fuzzy sets.

Definition 3. A fuzzy finite state automaton FA is a quin-
tuple (X,0,1,S, F), where:

53
AXA (VOR)G (ROV)G
a b c
a|03]|04)|02 0.3 0.4
0210603 0.6 0.6
c|01]09]|03 0.7 0.3

Table 1: The composition of a fuzzy set and a binary fuzzy
relation (e), index G means using of Godel conjunction.

e Y is a non-empty finite set of input characters (input
alphabet),

e ( is a non-empty finite set of states,
o S,85 C Qis afuzzy set of a starting states on Q,

o F\F C Q is a fuzzy set of final (accepting) states on
0

o [L:0x QXX [0,1] is the state transition function,

e U can be decomposed to || binary relations, for each
character x € X, in the following way:
W : O x Q — [0,1] is a binary fuzzy relation on Q -
fuzzy transition matrix of order Q).

e (L can be decomposed to |Q| binary relations, for
each state g € Q, in the following way:

gt : Q x X —[0,1] is a binary fuzzy relation on Q x X
- fuzzy transition matrix of order |Q| x |X|.

d

For each x € X, u, is binary fuzzy relation on a set of
states Q. It is a fuzzy set of the Cartesian product Q x Q.
We(p,q) € [0,1] for each pair (p,q) € Q x Q and it can be
explained as the compliance degree of interaction between
states p and ¢ € Q in symbol x € X.

L Ha Mb e

Sts [ go | g1 |q2 ][ q | q1 | @ || 9 | @1 | ¢
o | 4]0olofo[a]lofolo]oO
g lofol5ofoloffol1]0O
ol ololofloflo|[7]lo]lo]o

Table 2: Decomposition of the transition function for all
characters of fuzzy automaton FA in the Example 2.

Example 2. The fuzzy finite automaton FA; = (¥,Q,
.LL7S7F)12 = {(l,b,C},Q = {510751175]2}95 = {610}75(610) =
1,F ={q2},F(q2) = 1, and transition functions for sym-
bols in ¥ are in the Table 2, the automaton is drawn in the
Figure 1. Up(qo,q1) = 0.1 and it can be explained as the
compliance degree of interaction between states qo and q
Sor the symbol b. 11,(qo,q0) = 0.4 is the compliance degree
of interaction between states qo and qq for the symbol a.
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Figure 1: The graph of transition functions of the fuzzy
finite automaton FA; in the example 1. The symbols with
membership values 0 are not drawn.

Remark 2. In the following text

1. X7 is the set of all non-empty strings over £ and £* =
rtu{e}.

2. The term fuzzy state of an automaton (shortly
fuzzy state) is used to refer to a fuzzy set of states
over Q. Fuzzy state V € F(Q) is some set of
states with membership values. For example, V =

{(90,1),(q1,0),(q2,0)} is a fuzzy state.

3. The composition of a fuzzy state V. € F(Q) and a
binary fuzzy relation W, x € X, on Q X Q is defined,
foreach p € Q, by

(Vo7 1) (p) = lglleag{T(V(q),ux(q,p))} 3)

Example 3. The composition of a state V| =
{(¢0,1),(q1,0),(q2,0)} and the binary fuzzy relation
Up from the example I using Godel norm Tg gives the new
fuzzy state V,:

(Vl)’TG W) (q0) = maxgep{Ts(Vi(q), tp(q,90))} =

Va(
((Vl 7 ub)(m) maxeo{Tc(Vi(q), ts(q,91))} =
4

Va(qr) =
'TG ﬂb)(QZ)
Va(q2) =

Vh = {(610,0)7(611>0~1)7(612,0)}~

Definition 4. Let R and R, be two fuzzy binary relations
on QxQ, T be some t-norm. The max-T composition
between R\ and R, denoted R\ ot Ry, is the fuzzy set on

Q X Q such that for all (p,q) € Q x Q
Ry o7 Ry(p,q) = max,co{T (Ri(p,r),Ra2(r,q))}. (4

a

maxgeo{Tc(Vi(9), lo(q,92))} =

Example 4. Let Ry = y, and Ry, = W, be two fuzzy rela-
tions on Q X Q in the Example 2. Let Tg be Godel t-norm.
The max — T composition between [, and Wy, is given in
the Table 3. For example, U, ot Up(q0,q1) can be com-
puted as

Ha OTs IJb(CIO,CIl) :maerQ{TG{“a(qur)a.ub(r,ql)}} = 'la

where
min{ta(qo,q0), ks (qo,q1)} = min{0.4,0.1} = 0.1,
min{ta(qo,q1); ks (q1,91)} = min{0,0} =0,
min{lia(q0,92), kp(q2,41)} = min{0,0} = 0,
max{0.1,0,0} = 0.1

u Ha My max-T

Sts | go | q1 | 2|9 | g1 | @ | 90 | q1 | q
o | 4]0]oflo[1]loflo]o]o
ai oo 5ofoloffo[o0o]S5
eololoJoflo[ol7]o]o]o

Table 3: Max — T composition of relations y, and
from Example 2.

The computation of a fuzzy finite state automaton FA
is formally described in terms of strings of input symbols
that are accepted by it.

Definition 5. Let FA= (X,Q, L, S, F) be a fuzzy finite state

automaton.

(i) fL: F(Q) x L — Z(Q) is the fuzzy state transition
function. Given a fuzzy state V. € % (Q) and a sym-
bolacXitis l(V,a) =V er U, the result is a fuzzy
state.

(ii) u*: F(Q)xx2* = F
function defined as
(a) u*(V,e) =V, forallV €
fuzzy state).

(b) w*(V, o) = (0 (V,0),2) = (V@) o
forallV e Z(Q), € L* and x € X.

(Q) is the extended transition

F(Q) (the result is a

e The language accepted by FA, denoted £ (FA),
is the fuzzy set on L' such that Z(FA)(a) =

“(S,0)(q),F(q))} forall a € £*.

max,eo{T (1

O

Example 5. The value of the membership function for
some word in £ (FA) depends on used t-norm. For exam-
ple, the word oo =' bed' is accepted by FA| in the Example
1. The starting fuzzy state is S = {(qo,1),(q1,0),(g2,0)}

and the finite fuzzy state is S = {(q0,0),(q1,0),(¢2,1)}.
The membership values are:

o Tg: ZL(FA1) () = maxgeo{To (1" (S, @)(q),F(g))},
W (S, bed') = p(u*(S, bc'),a),
wi (S, be’) = p(u(8,'v'),c),
(S bl) = [pur(se),b) = S *7: Mp =
{(qo,O) (91,0.1),(g2,0)} = Si,
pwi(s/'bc’) = pur(S/b),c) = QSi,c) =
{(QOaO)v(‘th'l)( 25 )} S,
pe (S bed') = p(u*(S/bc'),a) = Q(S2,a) =
{(90,0),(¢1,0),(g2,0.1)} = S5.
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Using the Godel conjunction the membership value
of the word is 0.1.

o 7. L(FA)) () = maquQ{TL(u*(Sva)(‘])7F(CI))}7

Using the Lukasiewics conjunction the membership
value of the word is 0. It means the word is not ac-
cepted by the automaton.

o Tp: Z(FA)) () = maxgeo{Tp(1* (S, @)(q),F(q))},

Using the Product conjunction the membership value
of the word is 0.02.

3 Fuzzification of DFA using a similarity
function

We will work with some deterministic finite state automa-
ton (DFA) M defined by [6], M = (X£,0,90,qo,F), where
¥ is non-empty finite set of characters, Q is a non-empty
finite set of states, gq is the starting state, F' is the set of
finite states, and 6 : Q x ¥ — Q is the state transition func-
tion. O can be decomposed to binary relations according
to states in Q, ,: O x X — {0,1},q € 0.

Example 6. Let of be a deterministic finite state automa-
ton o = ():’7 Qa 57q03F)1 Y= {A,B,C},Q = {q03 cee 7q7}r
F ={qu,q96,q7}, O is in the Table 6. Some results of the
decomposition of 8 according to states is in the Table 5.

Sts A| B | C
—q0 | 91 | 95 | —
q1 — 19 | —
q2 q3 | 95 | —
q3 — | 494 | —
q4— | — | 95| —
qs — | 96 | 97
g6 — | — | — | —
Q= | — | = | =

Table 4: Transition function é of the automaton 7.

Definition 6. Let R be a binary fuzzy relation on Q, T be
at-norm.

e R is t-tramsitive if for all
T(R(p,r),R(r.q)) < R(p,q).

e R isreflexive if R(p, p) is defined for each p € Q.

p,q,r € Q,

e R is symmetric if R(p,q) = R(q, p) for all p,q € Q.

If R is reflexive, and symmetric then R is called proxim-
ity relation. If R is also t-transitive, then R is called t-
similarity relation.

Definition 7. Let ¥ = {aj,ay,...a,} be some finite al-
phabet of characters used in some text. Each function

f: XXX —10,1] defined by (5) is called similarity func-
tion.

1 if a; = j s
f(aiaaj) = f(aj,di) — { v” ‘ffea[o’ lc;: l.fai 7& (,lj. (5)

d

O
Sts
q0
q1
q2
q3
q4
qs
qe
q1

<
5
o

S = === == g
oo —|lololo| oo w|$
ol ~|oc|loc|lo|o|o|o|w|$

ololo|lo|lolol~lol
olo|ololololololn
o|lo|lolo~lololo >
olo|ololololololn
olo|ololololololx
== k=l=1F=1k=1k=1 o}

Table 5: Examples of the decomposition &, functions.

The similarity function defines similarity level between
each pair of characters in X. A value v € [0, 1] is depending
on the similarity of characters a; and a;. The similarity
function can be used as a proximity relation, it is a binary
symmetric and reflexive fuzzy relation on £ x X.

To the composition of the state transition function 6 and
the similarity function it is necessary to choose some ad-
equate fuzzy logic connectives. One of them is a max-T
composition of two binary relations defined by (6).

Definition 8. Ler Ry be a fuzzy binary relation on Q x X
and Ry be a fuzzy binary relation on £ x X. The max — T
composition between R| and Ry, denoted Ry or R, is the
fuzzy set on Q X X such that forall p € Q anda € ¥

Ry or Ry(p,a) = maxyes{T (Ri(p,x),R2(x,a))}. (6)
O

Let &,, for some g € Q, be a binary (fuzzy) relation on
O x X and R, be a proximity relation representing a sim-
ilarity function f. Using (6) we will get the decomposed
(according to states) fuzzy transition functions of the cor-
responding fuzzy automaton 4u : Q x X — [0, 1] for each
g € Q. The fuzzy transition functionis g : QX Q X X —
[0,1].

‘I:u(paa) = (661 or f)(pva)
maxyex{T (84(p,x), f(x,a))} (7

u(q,p,a)

Example 7. The application of max —Tqg (Godel con-
Junction) composition to O, and the similarity function f.

Similarity function:
f(A,A)=f(B,B)=f(C.,C)=1,f(A,B) = f(B,A)

0,
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u
Sts
q0
q1
q2
q3
q4
qs
q6
q7

S
Y
N
o

elielielie)

0.3

OO'—OOOOO%:Q:

Ol o= Oo|lo|o|o|o|WE

OHOOOOOOQ;F

olo|lolololo~|lol >
o|lo|lololololol~la
o|lo|oloIrlololo
olo|lolololoololx
—lolo|lolololololn

(=] Ne) Nl Ren)

Table 6: Examples of a fuzzification of a transition func-
tion.

If we analyze the formula (7), we should see that the
value &,(p,x) represent the transition value in DFA, it
means ,(p,x) € {0,1}. From the property follows that
in the formula (7) should be used arbitrary t-norm 7. The
algorithm needs information about DFA and the similar-
ity function. Using nested four cycles to formula (7) we
will get the fuzzy transition function of the new automa-
ton F.of = (Z,Q,/.L,{qg},Ff), where {q{;},Ff) are sets
of fuzzy states. The time complexity is O(|Q|*.|Z|?) in the
worst case. In the common case, .%.% can be a nondeter-
ministic finite automaton. Using some special conditions
in DFA or in similarity functions .%.</ can be determinis-
tic.

4 Pattern matching

Aho-Corasick algorithm (ACA) [1] is used to search the
small number of exact key words in some long texts.
AC algorithm constructs the special automaton to accept
key words, the automaton is DFA. The construction is
modified using a similarity function using composition
operation of binary relations described by formula (7).
The similarity function will be prepared according to
errors done by a typing of people on keyboard. We sup-
pose that each set of similar characters has less or equal
two elements and the similarity function is symmetric one.

The three basic functions of Aho-Corasick algorithm are:

e a Goto function based on an automaton DFA, which
maps (state, character) pairs to states and occasion-
ally emits an output,

e a Failure function, which tells the Goto function
which state to jump into when the character it just
read doesn’t match anything,

e an Output function, which maps states to outputs -
sometimes more outputs than one per state.

4.1 Failure function

The construction of failure function fail depends on some
transitions with fuzzy values greater than 0. The construc-

tion is done in a recursive way using a queue of states they
are waiting for processing.

Method:

1. All states in the automaton for them exists some tran-
sition from state gy will be put into the queue. The
queue in our Example 7: (: 1,5).

The value of the failure function fail in the state gg
and in all states with possible transition from the state
qo will be qo, fail[qo] = qo-fail[s] = qq if there exists
some transition from state g to s.

2. While the queue is not empty the first element is taken
from the queue to r and transitions from r for all sym-
bols of alphabet are analyzed. If the transition for
symbol i is possible then to ¢ is assigned fail(r) and
to s the result state of the transition from the state
r through symbol i. While a transition from state ¢
through symbol i is not possible then ¢ := fail(t). Af-
ter finding the possible transition from state ¢ through
symbol i to state v, the value of the failure function
in the state s is put to state v. The state s is put in the
end of the queue.

4.2 Fuzzy Aho-Corasick algorithm:

1. To prepare the searched patterns, let P be the length
of all patterns. To build the alphabet of used charac-
ters X, |X| < P. £ will be the alphabet of DFA. To pre-
pare the function f of similarity for characters. The
similarity function describes the measure of character
similarities.

2. To process all searched patterns and built the Aho-
Corasick Automaton (ACA) with the transition func-
tion 6. |Q|,|Q| < P is the number of states. To re-
move all transitions from ¢gg to go. Let X, be the al-
phabet of characters of possible transitions from state
qo to the some other state (not to gg). The time com-
plexity is O(|Q[%.|Z]).

3. To prepare the fuzzification of ACA and to process
the output of each state together with membership
values. To return all removed transitions from ¢ to
qo using the alphabet X,,. We get FACA. The time
complexity is O(|Q|?.|Z|>) = O(P*) in the worst case.

4. To build failure function fail and modified output of
all states in FACA. The time complexity is O(|Q|?).

5. To use FACA for a searching of patterns in some text
given in the file and to print all founded positions of
the found patterns. The FACA finds the patterns and
their membership values. the text is read is analyzed
in one step, it means, the linear time in the length
of the text. Many texts should be searched by the
prepared automaton and they will be read once only.
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5 Results in the application

In the application we used the following restrictions: (a)
one error at most in the word, (b) the set of similar charac-
ters has two characters at most.

Example 8. We construct the fuzzy automaton to the fol-
lowing patterns.
Patterns: "ABAB", "BB", "BC".
Alphabet: X = {A,B,C}.
The deterministic finite state automaton is A =
(£,0,0,90,F), Q=1{q0,---,q7}, F = {q4,96,97}. & is in
the Table 6.
We will use the similarity function from Example 7.
The fuzzy transition function from a state using a char-
acter to some state. The value —1 means any transition.
Real numbers present membership values. In the out-
put, there are exact and similar words together with their
membership values to the accepted language.

Failure function fail:

From qo0 | 91 | 92 | 93 | 94 | 95 | 96 | 97
Tostate | qo | g0 | 95 | 97 | 92 | 90 | 95 | q1

Transition function of the FACA

Sts A B C Output
q0 | ¢1:10 | g5s:10| g1:03 -
qr | -1:00 | g»:1.0| -1:0.0 -
q>2 qs3 1.0 | -1:0.0 qs3 0.3 -
g3 | -1:00 | g4:1.0| -1:0.0 :BC, 1.00:
:BA, 0.30:
gs | -1:00 | -1:00 | -1:0.0 | :ABAB, 1.00:
:CBAB, 0.30:
:ABCB, 0.30:
qs q7 0.3 qde - 1.0 q7 1.0 -
g6 | -1:00 | -1:0.0 | -1:0.0 :BB, 1.00:
g7 | -1:00|-1:00 ]| -1:0.0 :BC, 1.00:
:BA, 0.30:
Accepting states: 3,4,6,7.
Output:
State | # words | words
exact and similar
3 2 BC, BA
4 3 ABAB, CBAB, ABCB
6 1 BB
7 2 BC, BA

The application of the constructed automaton to the fol-
lowing text string: ’"ABABBCCCBAB’ gives the follow-
ing results:

The number of found words: 5

pattern | position | fuzzy value
in text
ABAB 1 1.00
BC 2 0.30
BB 4 1.00
BC 5 1.00
ABAB 7 0.30

6 Conclusion

In the paper we give some information about possibility to
use fuzzy logic theory in the area of the pattern matching.
The exact pattern matching will find the exact words only
and do not give any information about words with one er-
ror only. The information that the word is very closed to
the pattern should be very important. It is enough for peo-
ple to analyze this word in next time.

We developed the fuzzy version of Aho-Corrasick algo-
rithm which can find the similar fuzzy words. In the fol-
lowing work we will test some fuzzy aggregate functions
to evaluate a similarity of the words.
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