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Abstract.  Simulated learner systems are used for many purposes rang-
ing from computational models of learning to teachable agents. To sup-
port these varying applications, some simulated learner systems have
relied heavily on machine learning to achieve the necessary gesrality.
However, these e orts have resulted in simulated learners that sometimes
make generalization errors that the humans they model never make. In
this paper, we discuss an approach to reducing these kinds of genraliza-
tion errors by having the simulated learner system re ect before act ing.
During these re ections, the system uses background knowledge t recog-
nize implausible actions as incorrect without having to receive external
feedback. The result of this metacognitive approach is a system that
avoids implausible errors and requires less instruction. We discuss this
approach in the context of SimStudent, a computational model of human
learning that acquires a production rule model from demonstrations .
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1 Introduction

Simulated learning systems can be used for a wide range of tasks, suchrasd-
eling how humans learn, as teachable agents, and as a means to automate the
construction of models that can be used in cognitive tutors. In an e ort to re-
duce the amount of developer e ort needed to deploy simulated learres for these
tasks, researchers have been relying increasingly on the use of mawh learning
algorithms. However, by increasing the generality of these systemshtough ma-
chine learning approaches, these systems become more susceptitdemaking
unrealistic generalization errors.

When using simulated learners to model human learning, we desireystems
that predict student's errors as well as their correct behavior. Unrealistic general-
ization errors, in the context of these systems, are errors that the sstem predicts
humans will make, but that they never actually make. If a system is pone to
making these kinds of errors, then it becomes di cult to draw conclusions from
the predictions the simulated learners makes for novel tasks.



These generalization errors also complicate the use of simulated leasrs as
teachable agents because they result in a system that produces nonsman be-
havior. When human students are teaching a simulated learner in a per-tutoring
scenario and it makes errors that humans never make, then it decreaséise au-
thenticity of the experience. This inauthenticity might e ect the social dynamics
of the learning-by-teaching scenario possibly making the teachable ageless ef-
fective.

Finally, generalization errors also have negative e ects when usingiswlated
learners to automatically build cognitive tutors. For this purpose, simulated
learners have been used to author production rule models via intactive demon-
strations of the solutions to the problems the system will tutor. This approach
may decrease the amount of work required to build a cognitive tutor and abow
subject-matter experts to author tutors directly, without an Al dev eloper. In
this paradigm, SimStudent's errors are useful to the extent that they correspond
with typical student errors; in these cases, the resulting prodiction rules can
be added to the tutor's bug library. However, if the errors are unrealistic, the
author must waste time identifying and deleting these nonsensicaproduction
rules.

In this paper, we propose an approach that uses background knowledge to
mitigate unrealistic generalization errors with no changes to the unddying al-
gorithms and which should increase the e ectiveness of the underipg learning
mechanisms. Before presenting this approach in section 4, we rst rdew Sim-
Student, the simulated learning system that provides the contex for this work
(section 2) and introduce a motivating example of a nonsensical generakation
error SimStudent currently makes (section 3). After presenting this approach,
we present some initial results and discuss conclusions and futungork.

2 The SimStudent Architecture

The simulated learner system that we focus on in this paper is Sim$ident, a
system that induces production rule models from demonstration and poblem
solving. The SimStudent system is used primarily for three tasksto model and
predict human learning, to author cognitive tutors, and to function as a teachable
peer-agent.

In order to understand how SimStudent works and the situations in whch
it makes unrealistic generalization errors, we will review the type of knowl-
edge used by SimStudent, how this knowledge is represented, aritle learning
mechanisms SimStudent uses to acquire this knowledge from expence.

2.1 Knowledge and Representation

There are three kinds of knowledge in SimStudent: primitive opeator function
knowledge, conceptual knowledge, and procedural knowledge. The st kind of
knowledge is hand-constructed and consists of the low-level funicins for ma-
nipulating data available to the system (i.e., adding two values, apending two



strings together, etc.). One example of a low-level function is SKAdd, which
accepts two arguments, each of type arithmetic expression, and retums the sum
of these two expressions as a single arithmetic expression. These€tions con-
stitute SimStudent's background knowledge. Depending on the taskSimStudent
is being used for, di erent kinds of background knowledge may be apppriate.

Head Body Prob
Expression  Number Variable 0.95
Expression  Minus Variable 0.05

Variable X 1.0
Minus - 1.0
Number 0 0.1
Number 9 0.1

Fig. 1. A simple probabilistic context-free grammar and example parses of two expres-
sions using this grammar.

The second kind of knowledge is conceptual, or representational, kmdedge,
which is encoded as a probabilistic context-free grammar. It is automatally
acquired by SimStudent and is used to interpret the interface andinformation
in it. Figure 1 shows a simple example of the conceptual knowledge 1BiStudent
might possess about expressions for an algebra domain. This knowledge efeh
SimStudent to automatically extract plausible \chunks" from the inp ut, such as
the coe cient or term in an equation, which can subsequently be manpulated
by primitive operator functions or procedural rules. Furthermore, this knowledge
can be used to determine the likelihood that a given example was pruced by
the grammar.

If (current-row ‘output-cell ‘row) then (write-text 'output-cell
(cell-in-row 'row 1 'left-side) I (append \divide" 'coe cient)).
(is-left-child-of 'left-side 'coe cient)

Fig. 2. An example production rule for division.

The nal kind of knowledge is procedural knowledge, which represets the
skills that we desire students to learn. This knowledge is encaell as production
rules, which contain conditions under which the rules apply and whatto do
under those conditions. Figure 2 shows an example of a production rulgignifying
that when the left side of the equation's parse tree has a left child ljere called
coe cient), then enter \divide <the coe cient >" into the output cell.
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This task of verifying the output could alternatively be viewed as apply-
ing constraints to SimStudent's output and learning from constraint violations.
Viewed this way, our work is related to the work on constraint-based tutor-
ing systems [4]. In our case, there is only one constraint, \the output nust be
grammatical" where grammatical is de ned as the probability of the output b e-
ing produced by the grammar must be greater than 0%. We use a threshold of
greater than 0% to signify grammatical, but one could imagine using a di efent
threshold (e.g., greater than 0.05%). Thus, this constraint could be vewed as
a probabilistic constraint that is automatically acquired from positive training
examples.

6 Conclusion and Future work

In this paper, we outlined a novel approach to detecting and learningrom unre-
alistic generalization errors that can be employed by simulated learnesystems.
The implications of this approach are threefold: (1) its use will resut in mod-
els of learning that more closely aligns with human data, (2) teachable agents
using this approach will be more realistic for the students using tlem, and (3)
developers can produce cognitive tutor models with less work.

While this approach shows promise, it clearly has some shortcomings that
should be remedied in future work. First, a more in-depth analysisof the align-
ment between SimStudent and human students is necessary. Prexis work [5, 6]
has looked at the human errors that SimStudent is capable of predictingbut a
more detailed analysis of the unrealistic generalization errors, or ears that Sim-
Student makes that human students do not, would be useful. This woud serve
as a baseline to evaluate the SimStudent model and to evaluate the eativeness
of this approach.






