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ABSTRACT
Generative educational assessments such as essays or draw-
ings allow students to express their ideas. They provide
more insight into student knowledge than most multiple-
choice items. Formative guidance on generative items can
help students engage deeply with material by encouraging
students to effectively revise their work. Generative items
promote scientific inquiry by eliciting a variety of responses
and allowing for multiple correct answers, but they can be
difficult to automatically evaluate. We explore how to de-
sign and deliver automated formative guidance on generative
items requiring precollege students to draw the arrangement
of atoms before and after a chemical reaction. The auto-
mated guidance is based on a rubric that captures increas-
ing complexity in student ideas. Findings suggest that the
automated guidance is as effective at promoting learning as
teacher-generated guidance, measured both by immediate
improvement on the revised item and pre- to post-test im-
provement on a near-transfer item. Immediate and delayed
delivery of automated guidance are equally effective for pro-
moting learning. These studies demonstrate that embedding
automated guidance for chemistry drawings in online curric-
ula can help students refine their understanding. Providing
automated guidance can also reduce the time teachers spend
evaluating student work, creating more time for facilitating
inquiry or attending to the needs of individual students.

Keywords
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1. INTRODUCTION
One of the promises of computer assisted education is the
ability to provide timely guidance to students that is adapted

to their particular mistakes. Such adaptive formative feed-
back is provided by human tutors [18], and has been shown
to be an important principle in designing computerized tu-
tors [1, 2]. This guidance can scaffold student understanding
and address common errors that lead different students to
express the same incorrect response. While the majority
of computerized tutors provide formative feedback in some
form [11, 26], this guidance is often limited to selection tasks
or numeric answers. These kinds of answers are easy to eval-
uate yet may encourage students to recall facts rather than
distinguish and integrate ideas.

Generative tasks, in contrast, elicit students’ range of ideas
and encourage them to use evidence to sort out ideas in or-
der to create a coherent explanation. Mintzes, Wandersee,
and Novak point to the fact that generative assessments can
provide a fuller picture of students’ conceptual understand-
ing and drive students towards “making meaning” rather
than memorizing facts [19]. Generative tasks are difficult
to evaluate due to the variety of responses and possibilities
for multiple ways to express the correct answer. Evaluating
student work is time consuming and requires content exper-
tise. Subsequently it is often not possible for teachers to
provide detailed guidance to all students [5].

In this paper, we explore how automated formative guidance
on student-generated drawings can improve students’ con-
ceptual understanding of chemical reactions. By constrain-
ing students to use virtual atom stamps, rather than drawing
the atoms themselves, we limited the degree to which stu-
dent drawings could vary while still allowing for expression
of different conceptual views. We designed an algorithm to
automatically evaluate students’ conceptual views, and pro-
vided targeted guidance to improve understanding.

We begin by reviewing some of the relevant literature on
formative feedback as well as the theoretical framework,
knowledge integration, in which our work is grounded. We
then describe the drawing tasks that students completed as
part of an inquiry-based activity concerning global climate
change and the highly accurate automated scoring system
we developed. We demonstrate how the automated guid-
ance affects student learning through two classroom stud-
ies: one explores the effect of automated guidance compared



to teacher-generated guidance, and the other investigates
whether immediate or delayed automated guidance is more
effective.

2. BACKGROUND
There has been a great deal of work on the design and use
of formative feedback. We briefly overview some of the most
relevant literature on formative feedback for science learn-
ing, as well as the knowledge integration framework, which
is the pedagogical theory underlying the design of our as-
sessment and guidance.

2.1 Formative Feedback
Formative assessment can help teachers to recognize stu-
dents’ level of understanding and adapt instruction. Ruiz-
Primo and Furtak [21] found that teachers’ informal use
of this type of assessment was related to their students’
performance on embedded assessment activities, suggesting
that this monitoring can indeed help teachers boost student
learning. Guidance based on these assessments provides a
way to help students to improve their understanding and
recognize gaps or inconsistencies in their ideas [10].

While formative assessment and guidance can be helpful for
learning, it is difficult to determine how to design this guid-
ance for generative and open-ended tasks. These tasks fa-
cilitate a variety of student responses, and the best form
of guidance for promoting learning and conceptual under-
standing based on students’ current knowledge is unclear.
Some work has had success at automatically scoring student-
generated short answers (e.g., [3],[13]), leading to the poten-
tial for conceptual guidance based on these scores. In the sci-
ence domain, automated feedback has also been effective at
driving student learning when creating and revising concept
maps [24]. For inquiry learning, there has been significant
interest in how to effectively scaffold student learning using
technology [20]. While often not aimed directly at guidance,
machine learning techniques have been employed to auto-
matically recognize effective inquiry learning skills [22]. Our
work adds to this body of literature on formative feedback
in open-ended science tasks by demonstrating that drawing
tasks in which students pictorially represent scientific ideas
are amenable to automatic evaluation. We test how different
ways of providing guidance affect student learning.

2.2 Knowledge Integration
The drawing tasks we examine are part of a chemical re-
actions unit [7] built in the Web-based Science Inquiry En-
vironment (WISE) [16]. This environment is based on the
theory of knowledge integration [15]. Knowledge integra-
tion is based on constructivist ideas that focus on building
on students’ prior knowledge and helping them to connect
new concepts with this knowledge, even if some of this prior
knowledge is non-normative (e.g.,[27]). Knowledge integra-
tion consists of four main processes: eliciting existing stu-
dent ideas, adding new ideas, distinguishing ideas, and sort-
ing ideas into cohesive understandings [14]. Within WISE,
these processes are targeted by activities within an inquiry-
based learning module. Each module is organized around a
central topic, such as understanding climate change, and the
activities may include answering multiple choice or short an-
swer questions, watching a visualization, or creating a draw-
ing to illustrate a scientific phenomenon. For instance, the

chemical reactions unit contains visualizations of how en-
ergy from the sun is reflected by the Earth and transformed
into heat energy. This visualization may add to students’
existing ideas as well as help them to see cases that are not
accounted for by these existing ideas. Later in the unit, stu-
dents’ understanding is challenged through the introduction
of new concepts, such as pollution, into both the visualiza-
tion and the general investigation of why climate change
occurs. This adds new ideas to the student’s existing model
and prompts revision of the student’s ideas to form a more
complete understanding. The knowledge integration frame-
work has been the building block for a number of WISE
units, and has also been revised and used for pedagogical
design in other settings [8, 25].

In the context of knowledge integration, generative tasks
elicit students’ existing ideas and help them to clarify and
distinguish their ideas from one another. Through this pro-
cess, they may form more cohesive conceptual understand-
ings. For example, a student might make a drawing or
write a textual explanation of the visualization she observed.
This prompts her to pull out individual ideas and consider
how to connect what she saw in the visualization with her
prior knowledge. Formative guidance can assist students by
prompting them to revise their ideas and evaluate their con-
sistency with normative scientific ideas, which may be artic-
ulated or referred to in the feedback [17]. When this guid-
ance is based on students’ own ideas, as articulated in their
initial response to the activity, it can directly help students
to develop criteria for distinguishing between normative and
non-normative ideas and push students to integrate ideas
rather than holding separate, conflicting conceptions [16].

3. DRAWING CHEMICAL REACTIONS
We focus our investigation of formative feedback on stu-
dents’ drawings of chemical reactions. These drawings show
students’ particulate understanding of how atoms are rear-
ranged in a reaction. Past work has shown that learning mul-
tiple models of chemical reactions and providing students
with ways of visualizing the particles involved in the reac-
tions can help to strengthen student understanding [9, 23].
The drawing tasks are part of a WISE unit entitled Chemical
Reactions: How Can We Help Slow Climate Change?, which
focuses on students’ understanding of chemical reactions [7].
As shown in Figure 1(a), these drawing tasks ask students
to draw the arrangement of atoms before and after a chem-
ical reaction; one of the tasks focuses on the combustion of
methane while the other involves the combustion of ethane.
The WISE Draw screen provides students with “stamps” for
each atom; for instance, the methane reaction problem in-
cludes stamps for oxygen, carbon, and hydrogen. Students
must choose how many of each atom to add to their draw-
ing and arrange the atoms to reflect how they are grouped
into molecules. Students then create a new frame in their
drawing to show the products of the reaction. The drawings
enable students to articulate their ideas about chemical re-
actions and to work with a different model of these reactions
than the typical equation based format.

Both the methane and ethane tasks ask the student to show
the combustion of oxygen and a hydrocarbon, resulting in
the products carbon dioxide and water. In the methane
drawing, students are asked to draw two methane molecules



(a) (b)

Figure 1: The WISE drawing environment. (a) A screenshot of a student drawing. Students place atom
stamps on the central canvas to show the molecules at the beginning and end of a chemical reaction. On the
right side of the screen, the two frames that the student has created are shown. (b) The student drawing
canvas with automated guidance. The student has submitted her drawing, and a pop up box appears with
adaptive textual feedback to help her develop her conceptual understanding of chemical reactions.

and as many oxygen molecules as are required for complete
combustion of the methane. This item thus requires students
to reason about how many oxygen molecules each methane
molecule reacts with. For the ethane drawing, students
are told to illustrate ten oxygen molecules and two ethane
molecules as the reactants, and then to rearrange them to
form the products. This leaves three oxygen molecules that
are unchanged by the reaction.

4. PROVIDING GUIDANCE ON STUDENT

DRAWINGS
Since the drawing tasks assess important conceptual ideas
about chemical reactions and students frequently make er-
rors on these tasks, they are a natural target for providing
students with formative feedback. Our goal is to provide
conceptual guidance that targets errors that the student has
made. This requires detecting errors in the drawing and cre-
ating guidance for each category of conceptual errors.

4.1 Evaluating Student Drawings
To evaluate student drawings, we created an algorithm that
processes each drawing and assigns it a score. We used a de-
velopment set of 98 drawings from past students, half from
each item, to determine the most common errors and to tune
the parameters of the scoring algorithm. Of these 98 draw-
ings, 45% were correct, as marked by a human evaluator.

Examination of the student drawings showed many similar
errors across students. We grouped these errors into con-
ceptual categories, shown in Table 1. Category 0 includes
drawings that do not have two frames, one for the reac-
tants and one for the products. In some cases, this may be
due to difficulties using the drawing interface. Category 1
corresponds to lack of conservation of mass. Student draw-
ings with this error have different atoms in the reactant and
product frames. Category 2 corresponds to drawings that
conserve mass, but have incorrect reactants. This may be
due to having the wrong number of molecules, or to hav-
ing atoms incorrectly arranged into molecules. Category 3

refers to drawings that have correct reactants, but incor-
rect products. For instance, a student might combust only
one methane molecule, incorrectly leaving one methane and
two oxygen molecules in the products. Category 4 includes
drawings that are nearly correct, but where molecules are
overlapping; for example, four oxygen atoms might be ar-
ranged in a square, rather than arranged in two distinct
groups. Finally, Category 5 includes correct drawings.

In order to facilitate feedback across a variety of chemi-
cal reaction drawings, we separated the scorer into a scor-
ing algorithm and a specification file. The scoring algo-
rithm maps the drawing into one of the six categories de-
scribed above, drawing information from the specification
file to determine the correct configuration of atoms into
molecules and what molecules are correct for each frame.
In the methane case, for example, the specification file lists
four allowed molecules: oxygen, methane, carbon dioxide,
and water. Each molecule is defined by the atoms that it in-
cludes and how these atoms touch one another. For instance,
the specification file indicates that carbon dioxide includes
one carbon and two oxygen atoms, and each oxygen atom
must touch the carbon atom. The specification file also lists
the correct reactants and products for the given reaction.
While this level of expressivity was sufficient for our tasks,
which have a single correct set of molecules that should be
present in each frame, the specification file and scorer could
easily be extended to specify non-unique correct answers,
such as requiring that the products should have twice as
many of one molecule as another.

Student drawings are saved as SVG strings, an XML-based
vector image format, which facilitates automatic processing.
Each string indicates how many frames exist, what stamps
are in each frame, and the location of each stamp. The
specification file lists how stamps (image files) correspond to
atoms, so the string effectively indicates the location of each
atom in the drawing. The automated scoring algorithm has
three stages: pre-processing, identifying molecule groupings,



Criteria 0 1 2 3 4 5
Two frames X X X X X

Conserves atoms X X X X

Correct reactants X X X

Correct products X X

Groupings clear X

Rate in dev. set 11% 19% 16% 5% 3% 45%

Table 1: The scoring rubric. Each level adds an ad-
ditional criterion that must be met. The bottom
row indicates the proportion of drawings in the de-
velopment set with each score.

and assigning a numerical score. Pre-processing removes
stamps that are outside of the viewable image area, often
due to a student dragging a stamp offscreen rather than
deleting it. This stage also removes duplicate stamps that
have identical or almost identical center locations; this can
occur when a student double-clicks to place a stamp. The
pre-processing steps thus makes the SVG string correspond
more closely to the image as a viewer would perceive it.

After pre-processing, atom stamps are grouped into molecules,
and the frames are annotated with the atoms and molecules
that they contain. Atoms are part of the same molecule if
they are visually grouped. This is indicated by the atoms
directly touching, with atoms in one molecule not touching
atoms in another molecule. Small spaces between the atoms
in a molecule and small amounts of overlap are ignored by
our algorithm due to our focus on conceptual errors; these
issues are more likely to be due to the constraints of the
medium than evidence of student misunderstanding.

Algorithmically, the grouping of atoms into molecules is
computed via depth-first search and by solving a constraint
satisfaction problem [28]. Depth-first search computes the
connected components of the drawing, where a component is
connected if all images in that component are within ǫ of at
least one other image in the component; given small ǫ > 0,
atoms can be in the same molecule but not directly touch.
Components are then matched to molecules, where a match
is valid if the identity of the atoms in the specification and in
the drawing are the same and if the touching relations given
in the problem specification are satisfied; this is implemented
as constraint satisfaction. If one connected component can
only be recognized as consisting of several molecules, the
drawing is marked as having overlapping molecules unless
the overlap is less than some constant. Again, this constant
allows us to ignore small amounts of overlap.

Based on the annotations of the molecules and atoms in
each frame, the numerical score for the drawing is computed
based on the rubric in Table 1. For instance, if the number
of atoms of each type changes between the first and second
frames, the drawing is given a score of 1. If the drawing
conserves mass but reactants are not correct, the drawing
is given a score of 2, regardless of whether the products
are correct. A score of 4 is given only if all atoms in the
frames are correct, and the scorer recognized that the correct
molecules were present but overlapping.

We evaluated the accuracy of the algorithm on both the

development set and on pilot data from 251 student draw-
ings. In both cases, the drawings were scored by a trained
human scorer, and these scores were compared to the auto-
mated scores. On the development set, the automated score
matched the human score on 97% of the drawings. Accu-
racy was very similar for the pilot data, which was not used
in the creation of the scorer: automated scores matched the
human score on 96% of the drawings.

4.2 Creating Guidance from Scores
Given that the scoring algorithm is quite accurate, we can
provide guidance based on the conceptual understanding
that the student has displayed in the drawing. For each
of the six possible scores, we designed a textual feedback
message to help students revise their drawing. We chose to
use textual feedback to facilitate a comparison between au-
tomated and teacher-generated guidance. The WISE plat-
form supports teacher guidance by allowing teachers to view
student work and type comments to each student group.

The textual feedback was designed to promote knowledge in-
tegration by recognizing students’ normative ideas and help-
ing them to refine and revise their non-normative ideas [16].
Drawings that were scored as having some conceptual er-
ror (scores 0-4) all received textual feedback of a similar
format. First, a correct feature of the drawing was recog-
nized, anchoring the guidance with students’ prior knowl-
edge. For example, a student who received a score of 2
would be praised for conserving mass, since this is the con-
ceptual feature that bumped the student from a score of 1
to 2. The textual feedback then posed a question targeting
the student’s conceptual difficulty, such as identifying what
molecules should be present in the reactant frame; this elic-
its student ideas about the topic of difficulty. Finally, the
feedback directed students to a relevant step earlier in the
unit, and encouraged them to review the material in that
step and then to revise their drawing. This promotes adding
new ideas and distinguishing normative and non-normative
ideas. The feedback for a score of 1 is shown in Figure 1(b).

5. STUDY 1: EFFECTIVENESS OF AUTO-

MATED GUIDANCE
To test the effectiveness of our automated guidance sys-
tem, we compared student learning when given automated
or teacher-generated guidance. In this study, automated
guidance was provided to students upon request, taking ad-
vantage of the fact that automation facilitates immediate
feedback. Based on evaluation of the existing student draw-
ings, we believed the automated scorer would have relatively
high accuracy, but the guidance it can provide is still less
specific than that which teachers can provide. The teachers
could adjust guidance for individual students, while there
were only six different automated feedback messages that
a student might receive. Since prior work has had mixed
results concerning whether specific or general feedback is
more helpful(e.g., [6],[12]), it is not clear whether the lack of
specificity in the automated guidance will be a disadvantage.

5.1 Methods
5.1.1 Participants
A total of 263 students used the WISE unit and completed
both the pre- and post-tests.



 
Two N2 molecules and seven H2 molecules in a CLOSED container react according to 
the balanced equation:  

N2 + 3H2 → 2NH3 
The box on the left shows the container BEFORE the reaction. The box on the right shows 
Sasha's drawing of the container AFTER the reaction. 

 

 
Give as many reasons as you can why Sasha's drawing is INCORRECT. 

BEFORE Reaction
AFTER Reaction

(Sasha's drawing)

Figure 2: Item from the pre- and post-test related to
drawing chemical reactions. Students are asked to
examine Sasha’s drawing and explain why the draw-
ing is incorrect. The drawing task is similar to those
in the unit, but asks students to evaluate rather than
generate the drawing and requires integrating the
equation and the drawing.

5.1.2 Study design
Students were assigned on a full-class basis to receive ei-
ther automated or teacher-generated guidance. Two teach-
ers from the same public middle school participated in the
study, using the WISE activity in their eighth grade physical
science classes. The activity took approximately five hours,
spread over multiple class periods. The first teacher had 139
students in five classes; three of these classes received auto-
mated guidance and two received teacher guidance. The sec-
ond teacher had 124 students, also spread over five classes;
again, three of the classes were assigned automated guidance
and two were assigned teacher guidance. This led to 155 stu-
dents in the automated condition and 108 students in the
teacher guidance condition. Students used WISE in groups
of between one and three students; there were 71 groups in
the automated condition and 58 in the teacher condition,
although a small number of students in these groups did not
complete the pre-test or the post-test.

All students experienced the same activities in the WISE
unit except for the draw steps. On the two draw steps,
all students received the same instructions, except that stu-
dents in the automated condition were told to click the“Sub-
mit” button when they wished to receive feedback. When
students clicked this button, they were warned that they
only had two chances to receive feedback and to confirm
that they wanted to proceed. After confirming, a pop-up
box with the textual feedback appeared, as in Figure 1(b).
Students could close the feedback or re-open it to view their
existing feedback at any time.

Students in the teacher-generated guidance condition did
submit their work. Instead, teachers provided feedback to
these students using the WISE Grading Tool after the stu-
dents made a drawing. When students signed in to the activ-
ity the following day, they were informed that they had re-
ceived feedback, and teachers also reminded the students to
revise their drawings based on the comments. This condition
was intended to mirror how teachers usually give feedback
to student work in WISE. Due to time constraints, students
in this condition received only one round of feedback.

Students in all conditions completed a pre- and post-test
assessment. Both assessments contained the same items.
As shown in Figure 2, one of these items asked students to
examine a drawing of a chemical reaction and to explain
why the drawing was incorrect. This item addresses some
of the same conceptual skills as the drawing tasks in the
unit, and thus can be used as a transfer measure of student
learning from the draw activities. Unlike the WISE unit,
these assessments were completed by students individually.

5.2 Results
Overall, students improved their drawings by 0.9 points af-
ter receiving guidance, as computed via the automated al-
gorithm. An analysis of variance of student scores on the
drawing items with factors for revision that received feed-
back versus final revision and feedback condition, as well as
a random factor for student group, showed that there was
a main effect of revision (F (1, 142) = 68.8, p < .001), in-
dicating the improvement was significant. However, there
was not a main effect of condition: improvement was nearly
identical for students who received automated guidance and
those who received teacher guidance, and both groups had
similar initial scores.

While amount of improvement on the drawing items is sim-
ilar for both conditions, one might be concerned that stu-
dents in the automated guidance condition have an advan-
tage on this metric since their feedback is directly based on
the scoring rubric. Comparison of the proportion of groups
revised an incorrect drawing to be correct suggests that this
is unlikely to be the case: 27% of groups who were initially
incorrect revised their drawing to be correct in the auto-
mated condition, compared to 30% in the teacher-feedback
condition. Thus, comparable number of students were able
to completely correct their work in both conditions.

The improvement from pre- to post-test of student answers
on the item concerning evaluation of another student’s draw-
ing provides another way of comparing student learning across
conditions (see Figure 2). Student answers on this item were
evaluated using the rubric in Table 2. This rubric gives
higher scores to student answers that include more correct
ideas and that connect conceptual ideas with features from
the drawing, consistent with the knowledge integration fo-
cus on creating a cohesive conceptual understanding. While
some of these concepts, such as conservation of mass, were
addressed in the drawing items in the unit, the item asks stu-
dents to go beyond the initial drawing tasks by articulating
the connections between the drawing and the equation for
the chemical reaction. Students in both conditions improved
significantly on this item from pre- to post-test: an aver-
age of 0.37 points for students in the automated condition
(t(154) = 4.63, p < .005) and an average of 0.27 points for
students in the teacher-feedback condition (t(107) = 2.93,
p < .01). An analysis of variance showed that there was
no main effect of feedback type on amount of improvement.
Like the results of the improvement in drawings, this sug-
gests that the automated feedback is as helpful for student
learning as the teacher-generated feedback.

Inspection of the teacher comments revealed that one teacher
gave substantially more detailed and conceptually focused
comments than the other. This teacher used a relatively



Score Criteria
1 Blank or no scientific ideas.
2 Invalid scientific ideas or only correct ideas

about products, failing to explain why the prod-
ucts are incorrect.

3 Incomplete scientific ideas: isolated ideas about
too few hydrogen in Sasha’s drawing or about
product identity, without connecting to con-
cepts.

4 One complete statement linking a feature of
Sasha’s drawing with why it is incorrect.

5 Identification of at least two errors, with com-
plete statements linking the features of Sasha’s
drawing with why they are incorrect.

Table 2: The knowledge integration scoring rubric
for the pre- and post-test item.

small number of comments for all students, customizing these
comments slightly on a case by case base, and each one
tended to focus on a particular conceptual issue. For ex-
ample, one comment was “You have only made one frame to
represent the products and reactants. Your first frame should
be for the reactants. A second frame should be made for the
products. Follow the directions on the top of the page.” This
comment combines procedural elements connecting to the
student drawing with conceptual ideas. In contrast, the sec-
ond teacher tended to give short comments that were solely
procedural or solely conceptual. These comments commonly
directed students to read the directions or stated a concept
in isolation, such as the comment ‘Conservation of mass?”.
These comments may have been too terse to help students
connect concepts with their drawings.

Due to these differences in comments, we analyzed how ef-
fective the feedback was at helping students based on what
type of feedback they received as well as which teacher they
had in the teacher-feedback condition. An analysis of vari-
ance on the amount of improvement in drawing scores from
initial feedback to final revision, with a factor for feedback
type (automated, Teacher 1, or Teacher 2) and a random fac-
tor for student group, showed that feedback condition did
have an effect on amount of improvement (F (2, 127) = 4.4,
p < .05). As shown in Figure 3, students who received more
cohesive guidance (Teacher 1) improved more than students
in the other conditions, and students who received auto-
mated guidance improved more than students who received
terse guidance (Teacher 2). Note that this is not an overall
difference between response to guidance based on whether
students were in a class with Teacher 1 versus Teacher 2: stu-
dents in the automated condition showed similar improve-
ment across teachers. While this interaction was not signif-
icant for the pre- to post-test improvement, the same trend
held: students who received feedback from Teacher 1 im-
proved an average of 0.37 points, students in the automated
condition improved 0.35 points, and students who received
feedback from Teacher 2 improved 0.12 points.

6. STUDY 2: TIMING OF GUIDANCE
The previous study showed that automated guidance is com-
parable to teacher-generated guidance in helping students to
revise their drawing and improving post-test scores. How-
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Figure 3: Improvement on drawing scores based on
type of feedback received. Error bars indicate one
standard error.

ever, the two types of guidance were not administered under
the same timing schedule: automated guidance was given to
students when they asked for it, while teacher guidance was
given to students at a fixed delay. We hypothesized that
immediate guidance would be more engaging and motivat-
ing to students, but delayed guidance might boost reten-
tion by allowing students to space their studying of the con-
cepts. Students who are frustrated with the problem may
also benefit from a chance to do other activities before re-
ceiving guidance. To explore these issues, we conducted a
new study in which all students received automated guid-
ance, but some were given the guidance immediately, just
as in the automated condition in Study 1, while others re-
ceived the guidance at a delay, following the same pattern
as the teacher guidance in Study 1.

6.1 Methods

6.1.1 Participants
A total of 88 students used the WISE unit and completed
both the pre- and post-tests.

6.1.2 Study design
Students were assigned to the immediate or delayed guid-
ance conditions on a full-class basis. All classes were taught
by the same teacher in a public high school. He used the
activity in his four ninth grade basic chemistry classes. Two
classes were assigned to the immediate guidance condition,
and two were assigned to the delayed guidance condition.
As in Study 1, students completed the activity in groups of
one to three students; there were 30 groups in the immediate
condition and 27 groups in the delayed condition.

The immediate guidance condition in this study was iden-
tical to the automated condition in Study 1. The delayed
guidance was provided to students after they had completed
their initial drawings, and was added to the grading tool
overnight. When students signed into the activity the follow-
ing day, they were informed that they had new feedback and
shown the textual comments. In both cases, the comments
students received were based on the score of their drawing,



and the text was identical to that of Study 1. Students in
the immediate guidance condition could submit their draw-
ing up to two times; due to time constraints, students in the
delayed condition received only a single round of feedback.

The pre- and post-test had the same items as in Study 1
and were again completed by students individually.

6.2 Results
Students showed similar improvements in their drawings across
conditions. Students in the immediate condition improved
their drawing scores by an average of 0.65 points, while stu-
dents in the delayed condition improved their drawing scores
by an average of 0.81 points. A repeated-measures analysis
of variance including factors for revision (initial versus final)
and guidance condition showed that there was a main effect
of revision (F (1, 65) = 25.2, p < .001), but no significant
effect of condition.

In Study 1, we collapsed across the two drawing items as stu-
dents showed similar improvements across items. However,
in this study, there was a trend towards greater improvement
on the ethane item for students in the delayed condition ver-
sus the immediate condition, while both types of guidance
resulted in similar improvement on the methane item. A
repeated measures analysis of variance on the amount of
improvement with factors for guidance condition and item
showed that the interaction between the two factors was
marginally significant (F (1, 52) = 3.44, p = .0695). One
reason for this interaction may simply be the placement
of these items in the unit: ethane occurs after methane,
late in Activity 3 of the WISE unit. Students in the im-
mediate condition may be rushing through the ethane item
in order to finish, while students in the delayed condition
come back to the items on a later day. Yet, other factors
could also contribute to this difference, such as frustration
in low-performing students due to the repeated interactive
sequences or some item-specific factor.

On the post-test item asking students to evaluate Sasha’s
drawing, students showed small improvements from their
pre-test scores, with an average improvement of 0.19 points.
A repeated measures analysis of variance with factors for
pre- versus post-test and feedback condition showed that
both main effects were significant (pre- versus post test:
F (1, 86) = 4.58, p < .05; condition: F (1, 86) = 4.12, p <

.05). Closer examination revealed relatively little improve-
ment for students in the delayed condition (an average of
0.073 points) compared to an improvement of 0.30 points for
students in the immediate condition; by chance, students in
the delayed condition also began with higher pre-test scores,
although their initial drawing scores were similar.

Overall, this study suggests that immediate and delayed
guidance have similar effects on student revision, and im-
mediate guidance may be more helpful for retention and
transfer based on the pre- to post-test improvement. Given
the difference in effectiveness between the two conditions
for improvement on the methane and ethane items, we plan
to investigate whether changing the placement of the items
within the activities reduces the differences between imme-
diate and delayed guidance. More broadly, we will explore
whether students might be helped by different guidance tim-

ing for some types of drawing items versus others.

7. DISCUSSION
Formative guidance can help students to improve their un-
derstanding of a topic and focus their efforts on the mate-
rial that is most critical given their current knowledge. We
investigated how to provide this guidance in the context of
constrained drawing tasks. These tasks allow students to ar-
ticulate their ideas, including misunderstandings, more fully
than multiple choice questions, but are harder to evaluate
automatically and too time consuming for teachers to evalu-
ate in many classrooms. We found that by constraining the
space of feedback to target six levels of conceptual under-
standing, we could classify the drawings automatically and
help students to improve their understanding. We now turn
to some possible next steps for providing formative guidance
on drawing items using our automated scoring algorithm.

In our initial studies, we focused on textual feedback in or-
der to compare automated and teacher-generated guidance.
However, one of the benefits of a computer-based system is
the ability to give other types of guidance, such as interac-
tive activities or guidance that combines text and images.
These types of guidance might be more engaging for stu-
dents, and provide more help for those students who are less
motivated or struggle to understand the text-based concep-
tual feedback. We are currently exploring guidance in the
form of interactive activities that place students in the role
of evaluating a drawing rather than generating it, just as in
the post-test assessment item. The specific activity provided
is based on the score of the student’s initial drawing.

Another area that we would like to explore in future work
is whether more specific or detailed guidance might be help-
ful for some students. We have observed that some students
find it challenging to connect the text-based conceptual feed-
back with their own drawings. While some level of difficulty
is desirable in order to push students to make connections
and revise their understanding [4], guidance that is incom-
prehensible to students is unlikely to help them learn. The
automated scoring algorithm provides the potential to scaf-
fold students in their attempt to uncover what is wrong.
For instance, if the student has incorrectly grouped some
atoms, the algorithm could show the student only the rel-
evant portion of the screen and ask them to explain why
that portion was incorrect. This would still prompt students
to reflect on their drawings and understanding, but would
more closely connect the guidance to their own work. Cre-
ating connections between the drawings and the chemistry
concepts was common in the guidance of the more effective
teacher, suggesting that strengthening these connections in
the automated guidance would promote student learning.

The issue of timing and agency when giving feedback re-
mains another useful area for exploration. In Study 2, we
compared immediate feedback versus delayed feedback for
students, where feedback timing was independent of draw-
ing quality. To better understand how timing of guidance
affects learning, we hope to conduct experiments in which
timing is based on the score of the current drawing or partic-
ular characteristics of students’ previous work. These cus-
tomizations may also allow some students to choose when
they would like guidance (as in the immediate condition in



Study 2) while automatically providing guidance to others.

Automatically scoring generative tasks in computerized tu-
tors can be difficult, but is usually a prerequisite of providing
adaptive formative feedback on the tasks. In this work, we
created an automated scorer for a particular type of con-
strained yet generative drawing task. This scorer is easily
customized to evaluate new drawing items that follow the
same pattern as those in the unit, and is able to detect com-
mon conceptual errors that students make. Drawing on the
knowledge integration pattern, we developed textual guid-
ance for these conceptual errors. Our studies show that
that this automated guidance results in comparable learn-
ing as guidance given by a teacher. The automated scorer
facilitates experimentation with different types of formative
feedback, allowing us to test hypotheses about what types
of guidance are most effective for promoting understanding
in open-ended science activities.
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