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Abstract—In this paper,we propose a new approach for writer
identification of Chinese handwritten.In our method, we deal
with writer identification of Chinese handwritten using Chi-
nese character structure features(CSF) and extreme learning
machine(ELM).To extract the features embedded in Chinese
handwriting characters, special structures have been explored
according to the trait of Chinese handwriting characters,where
20 features are extracted from the structures, these features
constitute patterns of writer handwriting. We also combine
structure features with extreme learning machine (ELM) as a
new scheme for writer recognition, ELM is single hidden layer
feed forward networks (SLFN), which randomly chooses the
input weights and analytically determines the output weights
of SLFN. This algorithm learns much faster than traditional
popular learning algorithms. Experimental results demonstrate
CSF/ELM method can achieve better performance than other
traditional schemes for writer identification.

I. INTRODUCTION

As one of the most important methods in the biometric
individual identification, writer identification has been widely
used in the fields of bank check, forensic, historic docu-
ment analysis, archaeology, identifying personality [1], many
approaches have been developed [2], [3]. According to the
different input methods, writer identification is commonly
classified into on-line and off-line.

Compared with its on-line counterpart, off-line writer identi-
fication is a rather challenging problem. Chinese characters are
ideo graphic in nature[4], Chinese characters can be expressed
in at least two common styles, such as in block or in cursive.In
block style, there is an average of 810 strokes. Meanwhile
there are more strokes in cursive style. According to [5],
in Chinese characters, the complication structures are mostly
affected by multi stokes of each character. Additionally, as
shown in Fig.1, the stroke shapes and structures of Chinese
characters are quite different from those of other languages
such as English, which makes it more difficult to identify
Chinese handwriting [2]. The approaches proposed for English
handwriting writer identification is no longer suitable for
the case of Chinese handwritings [6], [7]. In this paper, we
propose Chinese structure feature(CSF) as algorithm of feature
extraction and combine CSF with extreme learning machine
(ELM) as a new scheme for writer identification.

Fig. 1: Samples of the Chinese and English handwritings

A. Related Work

The process of writer identification consists of three main
parts: preprocessing, feature extraction and identification (or
matching). The feature extraction and matching are the two
major topics in the literature of writer identification.

Given a free style handwritten document, a preprocessing
is often required. Segmentation is an indispensable step in
preprocessing. Some methods have been proposed to segment
characters recently [8], we proposed a method for Chinese
character segmentation based on nonlinear clustering[9].

Handwriting features except CSF feature[10] others such as
texture, edge, contour and character shape have been widely
studied recently. Several researchers [11], [12] proposed to
take the handwriting as an image containing special texture,
and therefore regarded writer identification as the texture iden-
tification. Among them, Zhu [11] adopted 2-D Gabor filtering
to extract the texture features, while Chen et al. [12] used the
Fourier transform. Xu and Ding[13] proposed a histogram-
based feature to identify writer, called grid microstructure
feature which is extracted from the edge image of the scanned
images.

In [10], we propose a method for extracting Chinese struc-
ture features(CSF). Despite good performance, one serious
drawback is that, it only compare one by one sample using
algorithm of Similarity Matching, and it cannot classify multi-
samples to different writer class. Several classifier methods
have been developed to overcome the problem.



Once discriminant features have been extracted, they are
submitted to a classifier whose task is to identify writer that
they represent. The widely used classifiers at least include
Weighted Euclidean Distance(WED) classifier [2], [11], [12],
Bayesian model,BP neural networks [3], likelihood ranking
[14], SVM[15]. For matching singleton non-sequential fea-
tures such as texture, edge and contour, Weighted Euclidean
Distance (WED) has been shown to be effective by the exper-
iments. In [3], both Bayesian classifiers and neural networks
were used as the classifiers. Imdad [15] use Steered Hermite
Features to identify writer from a written document, and
the algorithm takes Support Vector Machine for training and
testing.

The traditional algorithms for this issue such as back-
propagation (BP) need many iterative steps to calculate the
optimal values of the input weights and the output weights, so
their speeds are very slow in general. ELM [16] is an efficient
and practical learning mechanism for the single-hidden-layer
feed-forward neural networks. ELM[17] can learn the input
weights and the output weights by directly calculating the
Moore−Penrose generalized inverse matrix of the hidden layer
output matrix of the neural network instead of using the
iterative steps. So, it is necessary to perform efficient features
extraction on the one hand, and to take steps to reduce the
training/testing time on the other hand[18]. ELM is an efficient
algorithm which tends to reach the smallest training error,
obtain smallest norm of weights, produce best generalization
performance, and runs faster than the iterative algorithms[19].

The rest of the paper is organized as follows. In Sect. II,
we first briefly review algorithms of CSF feature extraction,
ELM is briefly explained in Sect.III. Our proposed scheme in
Sect.IV. We analyze the experimental results in Sect.V. Finally,
the conclusion is given in Sect. VI.

II. CHINESE STRUCTURE FEATURES(CSF)

Features are directly extracted from each single character.
Since the stroke shapes and structures of Chinese characters
are quite different from those of other languages such as
English, where the handwriting characteristics are embedded,
we propose to utilize the stroke shapes and structures for
handwriting identification.

Through a number of experiments, we discover that the
discriminatory handwriting characteristics lie in the two
structures[10]. They are the bounding rectangle and a special
quadrilateral which we call TBLR quadrilateral, as shown in
Fig.2(a) and Fig.2(b) respectively.

The following nine Chinese Structure features(CSF) are
obtained from the bounding rectangle as shown in Table I. F1:
The ratio of the width to the height of the bounding rectangle
A; F2, F3: The relative horizontal and vertical positions of the
gravity center; F4, F5: The relative horizontal and vertical
gravity centers; F6, F7 : The distance between the gravity
center G1(x1, y1)and the geometric centerG2(x2, y2), and the
slope of the line connecting them; F8: The ratio of the
foreground pixel number to the area of the bounding rectangle;
F9: The stroke width property,where Pt is the binary pixel

Fig. 2: Two special structures of Chinese handwriting
character. (a) Bounding rectangle. (b) TBLR quadrilateral.

TABLE I: CSF feature from the bounding rectangle
ith Eqs. Comments
1 Aw/Ah Aw andAh are the width and height of A.

2
∑Aw

i=1 i×Px(i)∑Aw
i=1 Px(i)

Foreground pixel number i−th verticalPx(i)

3
∑Ah

j=1 j×Py(j)∑Ah
j=1 Py(j)

Foreground pixel number j−th horizontalPy(i)

4 F2/Aw F2 is 2th CSF feature
5 F3/Ah F3 is 3th CSF feature
6 ∥G1−G2∥ Gravity center G1(x1, y1)
7 (y2 − y1)/(x2 − x1) Geometric centerG2(x2, y2)

8
∑Aw

i=1

∑Ah
j=1 ×P (i,j)

Aw×Ah
Foreground pixel number P (i, j)

9
∑Aw

i=1

∑Ah
j=1 ×P (i,j)∑Aw

i=1

∑Ah
j=1 ×Pt(i,j)

Binary pixel after refiningPt(i, j)

after refining the preprocessed image A. Given a structuring
element B = {C,D} consisting of two elements C and D, the
refining operation keeps repeating the hit-or-miss operation,

A~B = (AΘC)− (A⊕ D̂) (1)

until convergence, i.e., the change stops.
Similarly, from the TBLR quadrilateral, we can obtain the

following seven CSF features as shown in Table II. F10 : The
ratio of the area of the top half part Supto the area of the
whole quadrilateral S ; F11 : The ratio of the area of the
left half part Sleft to S ; F12 : The cosine of the angle of
the two diagonal lines,wherea and b are the direction vectors
of the two diagonal lines respectively. TheF10, F11, F12
measure the global spatial structure of the character. F13 : The
ratio of foreground pixel number Pinner within the TBLR
quadrilateral to the total foreground pixel number Ptotal . It

TABLE II: CSF features from the TBLR quadrilateral
ith Eqs. Comments
10 Sup/S Sup is the area of the top half part.
11 Sleft/S Sleft is the area of left half part.
12 cos(a, b) a and b are the direction vectors of diagonal
13 Pinner/Ptotal Foreground pixel number Pinner

14 Pinner/STBLR Area of the TBLR quadrilateral STBLR

15 Pleft/Ptotal Foreground pixel number of left half part Pleft

16 Ptop/Ptotal Foreground pixel number of top half part Ptop



measures the global degree of stroke aggregation. F14 : The
ratio of the Pinner to the area of the TBLR quadrilateral
STBLR; F15: The ratio of foreground pixel number of the
left half part Pleft within the TBLR quadrilateral to Ptotal;
F16 : The ratio of foreground pixel number of the top half
part Ptop within the TBLR quadrilateral to Ptotal.

Apart from the above sixteen features, we obtain another
four CSF features as follows:
F17 : The number of connected components. This feature

measures the joined-up writing habit. F18 : The number
of hole within the character. F19 : The number of stroke
segments. It can be obtained by deleting all crossing point of a
character, and the number is the total segment number. F20 :
The ratio of the longest stroke segment to the second longest
stroke segment, where the stroke segments are obtained the
same as that of F19 .

III. EXTREME LEARNING MACHINE(ELM)
For N arbitrary distinct samples (Xi, Ti), where Xi =

[xi1, xi2, . . . , xin]
T ∈ Rnand Ti = [ti1, ti2, . . . , tim]T ∈ Rm,

standard SLFN withN̂ hidden neurons and activation function
g(x) are mathematically modeled as follow:

N̂∑
i=1

βig(Wi ·Xj + bi) = Oj , j = 1, 2, ..., N (2)

where Wi = [wi1, wi2, ..., win]
T is the weight vector con-

necting the ith hidden neuron and the input neurons, βi =
[βi1, βi2, ..., βim]T is the weight vector connecting the ith
hidden neuron and the output neurons, and bi is the threshold
of the ith hidden neuron. The numbers of input and output
neurons are represented using n and m respectively. Wi ·Xj

denotes the inner product of Wi and Xj . The output neurons
are chosen linear in this experiment.

The architecture of ELM classifier is shown in Fig.3. In the
training procedure, the SLFN with N̂ hidden neurons with
activation function g(x) can approximate these N samples
with zero error means that

∑N̂
i=1 ∥oj − tj∥ = 0 i.e., there

existβi,Wiand bi such that
N̂∑
i=1

βig(Wi ·Xj + bi) = tj , j = 1, 2, ..., N (3)

The above N equations can be written compactly as:

Hβ = T (4)

where

H(W1, ...,WN̂ , b1, ..., bN̂ , X1, ..., XN )

=

 g(W1 ·X1 + b1) ... g(WN̂ ·X1 + bN̂ )
...

...
...

g(W1 ·XN + b1) ... g(WN̂ ·XN + bN̂ )


N×N̂

(5)

β =

β
T
1
...

βT
N̂


N̂×m

and T =

t
T
1
...
tTN


N×m

(6)

Fig. 3: The structure of Extreme Learning Machine classifier.

H is called the hidden layer output matrix of the neural
network; the ith column of H is the ith hidden neuron’s output
vector with respect to inputs X1, X2, . . . , XN [16].

If the number of hidden neurons is equal to the number of
distinct training samples,i.e.N̂ = N , matrix H is square and
invertible, and SLFN can approximate these training samples
with zero error. However, in most cases the number of hidden
neurons is much less than the number of distinct training
samples, N̂ ≪ N , so H is a non square matrix and there
may not exist Wi, bi, βi(i = 1, . . . , N̂) such that Hβ = T .
Thus, one may need to find specific Ŵi, b̂i, β̂i(i = 1, . . . , N)
such that

∥H(Ŵ1, . . . , ŴN̂ , b̂1, . . . , b̂N̂ )β̂ − T∥
= min

Wi,bi,βi

∥H(W1, . . . ,WN̂ , b1, . . . , bN̂ )β − T∥ (7)

the smallest norm least squares solution of the above linear
system is:

β̂ = H†T (8)

Algorithm ELM: Given a training set ℵ =
(xi, ti)|xi ∈ Rn, ti ∈ Rm, i = 1, . . . , N, activation function
g(x) and hidden neuron number N̂ ,

Step 1: Assign arbitrary input weight wi and bias bi, i =
1, . . . , N̂

Step 2: Calculate the hidden layer output matrix H.
Step 3: Calculate the output weight β̂ by Eqs.(8),
where H and T are defined as Eqs. (5) and (6).

IV. OUR SCHEME

Some of the results in this paper were first presented
in [10]. In this paper, we present more technique details
effectiveness of CSF/ELM approach. Fig.4 demonstrate the
flowchart of the proposed approach. There are three main steps
for Chinese handwritten writer identification. The first step is
handwritten image preprocessing, which removes noises and
normalizes the images into the same size. The second step is
feature extraction, which finds effective representation of the
difference of writers in handwritten. Instead of using complex
feature extraction methods, we propose Chinese structure
features(CSF) for feature extraction. The last step is to apply
ELM learning method to classify different writers.



Fig. 4: The flowchart of the proposed approach.

For example, the entire process of CSF/ELM-based hand-
written writer recognition is as follows:

• Step 1: The appropriate training strategy based on the
selected training set, we randomly selected from a hand-
written database as part of the training set TrainSet =
Si, i = 1, ..., N, where N is the total of training samples,
and the remaining samples as the test set;

• Step 2: Image pre-processing for training set, through the
noise removal and standardization;

• Step 3: CSF feature extraction method to extract the
optimal recognition feature vector, 20 features are ex-
tracted from structures of Bounding Box and TBLR
quadrilateral;

• Step 4: ELM train phase, using Algorithm ELM and Eqs.
(5)(6)(9), set the input weight parameters arbitrary wi

and bias bi,i = 1, . . . , N̂ randomly, get the hidden layer
output matrix H and the output weight β, the model of
training has been trained, the training process is complete;

• Step 5: ELM test phase. Testing the model parameters
obtained from the training model, and then we can obtain
the actual output through the test image by the Eqs. (3),
to identify the writer.

V. EXPERIMENTS AND ANALYSIS

A. Handwritten Database

To test the performance of the proposed method in the
writer identification, we do some experiments over 2 Chinese
handwritten databases: SYSU [10] and KAIST Hanja1 [20].
Among them, SYSU database which was generated and col-
lected by ourselves as follows, 245 volunteers were asked to
sign his (or her) name and one of the others names twice,
and a correction of 950 Chinese characters are obtained. The
KAIST Hanja1 database contains 783 frequently used Chinese
characters, where each character consisting of 200 samples

written by 200 writers respectively. Fig.5 and Fig.6 shows
some samples of the databases.

Fig. 5: Examples of the HanjaDB1 database.

Fig. 6: Examples of the SYSU database.

B. Comparative results

In experiment, because the features may have large differ-
ences in value, in order to avoid large values of features to
submerge the contributions of the small value of features, all
samples were normalized between 0 and 1 before sending to
the learning algorithms as input.

We compare the proposed method with three well-known
methods including the methods in[11], [12], [13]. Each of the
compared methods is well-adjusted/trained to generate the best
results. Both the recognition accuracy of writer identification
and average time cost are reported and compared.

Furthermore, learning method is also an important problem.
We used learning methods(ELM,BP[3],SVM[15]) for testing,
and the average training time and the average test time is
calculated. The cost time of the experiments is shown in table
III. From the table, we can see that SVM[15] and BP[3]
training times are relative much more than the ELM training
time,the average total time of ELM, SVM, BP are 1.3001,
31.395, 34.801 seconds respectively. Therefore, the method of
ELM has the highest speed.



TABLE III: Time cost (seconds) of different learning
methods

Average Average Average
Method training time test time total time
ELM 1.412 0.0312 1.3001
SVM[15] 32.05 0.063 31.395
BP[3] 36.37 0.382 34.801

Finally, we compare our scheme with approaches [11],
[12], [13]in the Chinese handwritten database Hanja and
SYSU. These approaches use different features and classifiers.
method[11] using Gabor feature and WED classifier, GMSF
method[13] using GMSF feature and Weighted Chi-square,
and Fourier feature and Mathematical expectations classifier
are for method[12]. In the comparison, Table IV gives the
Top-1, Top-5, Top-10 and Top-20 recognition accuracies of
the four methods. We show the recognition accuracies of the
algorithms on the handwritten database in Table IV. From the
table, we can see the accuracies of our method are higher
than the others. The lowest accuracy of method[12] is 42.7%,
and our method has the similar accuracy of method[13]. It
is obvious that our method is more effective for identifying
writer in Chinese handwriting.

VI. CONCLUSION

In this paper, we list some results of the literatures. Gabor
and wavelet features[11] used in the traditional methods of
Chinese writer identification are affected greatly by the nor-
malization and the arrangement of characters in texture blocks.
Differently, CSF feature uses original handwriting images and
tries to find out the writing structure of the writer in local
regions. The ELM is a classifier used to train a single hidden
layer neural network. From the experimental results. We can
see that, Table IV includes the performance of our method
and some other methods for Chinese writer identification.
The recognition accuracy of our method using the CSF/ELM
seems better than the existing methods for Chinese writer
identification. compared with traditional learning algorithm,
ELM has faster speed, better generalization performances. The
effectiveness of CSF/ELM for Chinese writer identification is
proved by the experiments.

It is expectable that our approach can be used for multilin-
gual handwriting including western handwritings and arabic
number.
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