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Preface 

PoEM 2013 – the 6th IFIP WG 8.1 Conference on the Practice of Enterprise 

Modeling was held in November 2013 in Riga, Latvia. Since its foundation in 

2008, the PoEM conference addresses the use of enterprise modeling in 

practice by bringing together the academic community and practitioners from 

industry to contribute to improved and novel enterprise modeling practices.  

Enterprise Modeling (EM) is discipline that aims to externalize enterprise 

knowledge and thus adding to its value. It comprises modelling of the structure, 

behavior and organization of the enterprise. Using these models, the 

practitioners aim to better understand the enterprise’s functions, as well as to 

better link the functions to the models of Information Systems. 

The PoEM 2013 conference included 39 presentations. The presented 

practitioner and short papers (on research in progress in enterprise modeling) 

are included in this volume. Other conference papers are available in PoEM 

2013 Proceedings, published by Springer. 

These Short Paper Proceedings include 20 practitioner or short papers. The 

authors of the papers represent ten countries: Colombia, France, Germany, 

Netherlands, Latvia, Luxembourg, Norway, Poland, Sweden, and Switzerland. 

Reflecting different topics of EM research, practices and tools, the papers were 

presented in five sessions: Enterprise Architecture; EM and Business 

Processes; Conceptualizations, Notations and Ontology; EM and Information 

Systems; and Compliance in EM. 

The organization of PoEM 2013 owes special thanks to the members of the 

International Program Committee for promoting the conference, as well as for 

providing valuable reviews for the submitted papers. Furthermore, we are 

grateful to all authors who submitted the papers to the conference, and all 

participants who contributed to the Short Paper sessions. Special thanks go to 

Riga Technical University for an engaging organization of the conference.  
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Embracing Imperfection in Enterprise
Architecture Models

Hector Florez, Mario Sánchez, and Jorge Villalobos

Department of Systems and Computing Engineering,
Universidad de los Andes,

Bogotá, Colombia
{ha.florez39,mar-san1,jvillalo}@uniandes.edu.co

Abstract. In Enterprise Architecture (EA) projects, models are built
to represent business and Information Technologies (IT) elements, and
to abstract the relation between them in one enterprise under study. The
construction of EA models depends on information provided by different
kinds of sources, but sources could be insufficient or information could
be incomplete or incorrect regarding aspects of the enterprise. As a re-
sult, modelers must often create models based on low quality information
that could not properly represent the enterprise. Since EA models are
used as the base for the analysis of the enterprise, using models that
do not represent the enterprise correctly, there is a risk that the analysis
produces unreliable conclusions. This paper presents a proposal for man-
aging imperfect models in the EA context. An imperfect model is capable
of representing information that can be imprecise, inconsistent, vague,
uncertain, or incomplete; thus, when analyses are performed, they can
use this information to produce more reliable results. In this proposal,
imperfect models also include information about modeler decisions.

Keywords: Enterprise Architecture, Model Driven Engineering, Models
Imperfection

1 Introduction

Enterprises increasingly depend on Information Technologies (IT) and require
support in order to achieve their business goals. Moreover, the enterprise com-
plexity and constant evolution generate difficulties in the relation between the
business and IT. EA projects require the construction of one model that we call
enterprise architecture model (mEA), which is an abstract representation of one
simplification [1, 2] of the enterprise that includes enterprise elements and their
relations. The mEA is usually big because enterprises have a large number of
elements and is complex because they have a large number of typed relations
between their elements. One mEA is built by modelers through direct and in-
direct observation. Direct observation is the action in which modelers obtain
enterprise information without consulting sources. Indirect observation requires
the participation of sources (e.g., persons, documents, and meetings). In an EA
project, the mEA is used to analyze the enterprise. These analyses are performed



by domain experts called analysts, who manipulate the mEA in order to extract
useful information for evaluating the current state of the enterprise.

The model construction process is an observation of human process, sources
consulting, interpreting, and expression [3], so the construction of one mEA that
properly represents the enterprise has a high level of difficulty. The difficulty is
based on two main reasons: (1) the enterprise size and complexity and (2) several
uncontrolled factors that affect the modeling process [4] such as sources quality
and lack of information. Quality refers to the knowledge level of the sources on
specific aspects of the enterprise. Lack of information refers to the incapabil-
ity of the source for providing information on some aspects of the enterprise.
Because of this, in some cases it is impossible to build an mEA that correctly
represents the enterprise. For instance, consider the case where a model will be
used to document the business applications of an enterprise, and analyze their
availability. Then, one employee may assert that the availability (that must be
a number) of the BusinessApp X is between 92% and 95%, and the availavility
of the BusinessApp Y is High. The modeler must choose one numeric value for
the BusinessApp X between 92% and 95%, and a numeric value for the Busi-
nessApp Y that must be high (up to 100 in this case). In any cases, the values
selected by the modeler do not represent the enterprise correctly because he/she
cannot know the appropiate value. Later on, the analyst will use the model to
perform an analysis of the enterprise; however, since he/she will be using a mEA

that might not represent some enterprise elements or relations correctly; in such
case, the results should not be considered very reliable.

Model imperfection is inevitable in EA projects. Then, it is better to include
information in the model to represent those problems than to ignore them and
to assume that the model accurately represents the enterprise. Modeling the
imperfection implies creating another model that we call imperfect enterprise
architecture model (mζ), which is an approximation of the mEA with informa-
tion that can assess the imperfection. Thus, there is a distance between mζ and
mEA and the modeler must build the best possible approximation given the
quality of the available information. To establish the level of the information
validity, the imperfect information should be related with sources that provide
the information. In the construction process of the mζ , modelers consult sources
through observations (e.g., interviews, reviews, meeting acts, etc.) where each
observation provides facts. Through these facts, modelers make decisions to as-
sign values for imperfect attributes and relations. Finally, based on the mζ , it is
possible to create analysis methods while taking into account the imperfection.

The rest of the paper is structured as follows. Section 2 describes the modeling
process in the EA context. Section 3 presents our proposed taxonomy of imper-
fect sources, where we classify sources based on the quality of the information
provided. In section 4, we present our proposal for modeling the imperfection in
EA projects based on the sources classification. In section 5, we present our tool
for modeling imperfection and creating the mζ . In section 6 we present modeling
imperfection involving traces about decision making by modelers, for imperfect
attributes and relations. Finally, section 7 presents the conclusions.



2 Construction of Enterprise Architecture Models

In EA projects, it is necessary to construct one domain metamodel that we
call enterprise architecture metamodel (MMEA) representing the concepts of
the enterprise and the relations between them. Those concepts are typed ele-
ments which contain structural features. The MMEA is different for each specific
project, since it reflects the horizontal and vertical scope for the project. In this
paper, we assume that MMEA is correct and never changes during the project.

Normally, the mEA must conform to the MMEA. The mEA is made up of
several instances (Γ = {γ1, γ2, . . . , γp}) that conform to the correspondent
typed elements of MMEA. Each instance in Γ contains several structural features
(Φγi = {ϕγi,1, ϕγi,2, . . . , ϕγi,q}), which can be attributes (Aγi = {αγi,1, αγi,2,
. . . , αγi,r}) or typed relations (Bγi = {βγi,1, βγi,2, . . . , βγi,s}). The conformance
relation between mEA and MMEA establishes that Φγi

must respect the types
and structures defined for each metatype in MMEA. However, if modelers build
one mζ instead of one mEA, this mζ does not conform to MMEA.

The mζ can include imperfect information, where the modeler can decide
which attributes or relations are imperfect. To build the mζ , we use the dis-
tinction between ontological conformance that is based on the relation between
the model and metamodel in terms of their meaning, and linguistic conformance
that is based on the relation between the model and metamodel in terms of
their structure [5]. In addition, we achieve the linguistic conformance by the
construction of a generic intermediate metamodel that serves to represent any
type, attribute and relation; and the ontological conformance by the definition
of semantic rules [6]. Then, the mζ allows the creation of instances of a type
with regular or imperfect structural features. One structural feature is imperfect
regarding the MMEA, when its value does not adjust with the characteristics
established in the MMEA.

Figure 1 illustrates the proposed strategy. The mζ conforms linguistically
to one generic metamodel called Extended Metamodel of Imperfection (EiMM)
that serves to represent any type, attribute and relation, where attributes and
relations can be imperfect. The mζ does not conform ontologically to the MMEA

because attributes and relations of instances of the same metatype can have
different characteristics. We say that the mζ semi-conforms ontologically to the
MMEA. We introduce the ontological semi-conformance concept as the relation
between the mζ and the MMEA in which the mζ can include instances of the
metatypes in the MMEA, but the instances’ structural features can be imperfect
and may change some of their features. Given this, we can say that the mζ is an
approximation of the mEA. Furthermore, mζ also includes decision trace infor-
mation about the decisions that led to the construction of the imperfect model.
Decision trace information is related with sources that provide information about
aspects of the enterprise, observations that are the activities in which the mod-
eler can collect enterprise information, and decision details. This decision trace
information is structured through the EiMM that has types to represent all el-
ements involved in the decision making process. As a result, the mζ conforms
linguistically to EiMM and semi-conforms ontologically to the MMEA.
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Fig. 1. Strategy for Modeling imperfection.

3 Sources of Enterprise Information

In the construction process of one model, modelers must consult enterprise
sources (Ψ = {ψ1, ψ2, . . . , ψr}). One source ψi provides information to modelers
through Observations (Θψi

= {θψi,1, θψi,2, . . . , θψi,s}). One observation θψi,j

produces some knowledge about enterprise elements that we call Facts (Ωθψi,j

= {ωθψi,j
,1, ωθψi,j

,2, . . . , ωθψi,j
,t}). Each fact ωθψi,j

,k provides information about
instances, attributes, or relations, for building the model.

Enterprise sources could be imperfect because they can provide information
that does not properly represent some elements of the enterprise. We classify
sources based on the properties of the information provided as incorrect [4],
imprecise [4, 7, 8, 9], inconsistent [10, 11], vague, uncertain [7, 12, 13] or a
combination of some of them. In addition, it is possible that one source, which
should provide information, cannot provide information about one structural
feature. Then, the corresponding observation will not produce any fact. In this
case, we classify the observation as an incomplete observation.

Incorrect source. One source ψi is incorrect when one observation θψi,j

over one structural feature ϕγk,l establishes a fact ωθψi,j
,k that provides a value

that is not true or is not usable.
Imprecise source. One correct source ψi is imprecise when one observation

θψi,j over one attribute αγk,l that requires a specific numeric value, provides a
range of numeric values with a minimum numeric value (vmin) and a maximum
numeric value (vmax) (e.g., the CTO (ψi) in one interview (θψi,j) asserts that
the availability (ϕγk,l) of the BusinessApp X (γk) is between 90% and 95%).

Inconsistent source. There are the following cases in which one source ψi

or several sources {ψ1, ψ2, . . . , ψr} can be inconsistent.
Case A. Several sources {ψ1, ψ2, . . . , ψr} are inconsistent when one observation
of each source {θψ1,i, θψ2,j, . . . , θψr,k} about the same aspect of the enterprise
determines that one instance γl exists; however, some other observations deter-
mine that the instance γl does not exist.
Case B. Several sources {ψ1, ψ2, . . . , ψr} are inconsistent when one obser-
vation of each source {θψ1,i, θψ2,j, . . . , θψr,k} provides different values for one
structural feature ϕγk,l (e.g., the CIO (ψ1) in one interview (θψ1,i) asserts that
the availability (ϕγk,l) of the BusinessApp X (γk) is 92%, and the CTO (ψ2) in
one interview (θψ2,j) asserts that the availability is 95%).
Case C. One source ψi is inconsistent when several observations {θψi,1, θψi,2,
. . . , θψi,s} provide different values for one structural feature ϕγk,l. (e.g., the



CTO (ψi) in one interview (θψi,1) asserts that the availability (ϕγk,l) of the
BusinessApp X (γk) is 90%, but in other interview (θψi,2) asserts that is 92%).

Vague source. Vague sources are those that provide one linguistic value
among a set of linguistic values Ξϕγk,l = {ξϕγk,l,1, ξϕγk,l,2, . . . , ξϕγk,l,n} for one
specific attribute αγk,l. One correct source ψi is vague when one observation θψi,j

provides a linguistic value to one attribute αγk,l that requires one specific numeric
value (e.g., the CTO (ψi) in one interview (θψi,1) asserts that the availability
(ϕγk,l) of the BusinessApp X (γk) is “High” (ξϕγk,l,r)).

Uncertain source. One source ψi is uncertain when one observation θψi,j

over one structural feature ϕγk,l that requires a specific value, determines that
it can have a value with a certainty degree. The value with a certainty degree
must be a combination of a value with a probabilistic value ([v, P(v)]). (e.g., the
CTO (ψi) in one interview (θψi,j) asserts that the BusinessApp X (γk) supports
(ϕγk,l) the BusinessProcess A with a certainty degree of 80%).

Incomplete observation. One observation θψi,j of one source ψi that
should provide information is incomplete when the observation’s facts do not
have any value for one structural feature γl that requires a specific value. Con-
sequently, the value of the structural feature is indeterminated 	.

4 Modeling the Imperfection

Modeling the imperfection implies allowing the construction of approximate
models instead of exact models regarding MMEA. Then, the modeler does not
build a mEA, but builds a mζ . Given the facts obtained from one or several
sources {ΩΘψ1

, ΩΘψ2
, . . . , ΩΘψr

}, modelers have to make decisions in order to
assign values to the model’s structural features. There is a set of possible deci-
sions (Λ={λ1, λ2, . . .λu }) based on the information provided by the sources.
Some examples of the decisions that the modeler can make are the following.
λ1: Select all the values; λ2: Select a subset of the values; λ3: Select one value;
λ4: Select one value with a certainty degree; λ5: Select several values with a
certainty degree; λ6: Select a range of numeric values; λ7: Select one linguistic
value; λ8: Calculate one value; λ9: Do not select a value.

Decisions λ3 or λ8 can be used to remove the imperfection, but this means
losing information and potentially creating an incorrect model with respect to the
enterprise (e.g., the CTO (ψi) in one interview (θψi,j) asserts that the availability
(ϕγk,l) of the BusinessApp X (γk) is between 90% and 94%, but the modeler
decides assigning the value 92%). To be able to model the imperfection, it is
necessary to model the imprecision, inconsistency, vagueness, uncertainty, and
incompleteness.

Imprecise model. One model is imprecise if at least one attribute of one
instance has a range of numeric values instead of a single value. The range is
given by a minimum value and a maximum value instead of just one value. The
modeler can build an imprecise model due to the sources are imprecise (decision
λ6), or inconsistent cases B or C (decision λ6).



Inconsistent model. One model is inconsistent if at least one structural
feature of one instance has several values instead of just one value. The modeler
can build an inconsistent model due to the sources are imprecise (decision λ2),
or inconsistent cases B or C (decisions λ1 or λ2).

Uncertain model. One model is uncertain if at least one structural feature
ϕγk,l of one instance γk has a value, a set of values, or a range of values with a
certainty degree. The modeler can build an uncertain model due to the sources
are imprecise (decisions λ4 or λ5), inconsistent cases B or C (decisions λ4 or
λ5), or uncertain (decision λ4).

Vague model. One model is vague if the modeler decides to asign a linguistic
value instead of a numeric value to one attribute of an instance. The modeler can
build a vague model due to the sources are imprecise (decision λ7), inconsistent
cases B or C (decision λ7), uncertain (decision λ7), or vague (decision λ7).

Incomplete model. One model is incomplete if at least one instance’s struc-
tural feature does not have any value. It might happen because the modeler de-
cided not to assess any value because he/she does not have enough information.

5 A Tool for Modeling Imperfection

In order to achieve modeling imperfection, this proposal includes a tool to build
imperfect models (mζ). This tool is a graphical editor named iModeler based on
GraCoT (Graphical Co-Creation Tool) presented in Gomez et al. [6]. The editor
is based on one metamodel named iMM (Metamodel of Imperfection).

5.1 Metamodel of Imperfection iMM

iMM provides a basic linguistic framework for the definition of imperfect models
(mζ). Figure 2 presents iMM. This metamodel has the type called Model, which
serves as container for all other elements. The type Element serves to represent

Fig. 2. Metamodel of Imperfection iMM.



the element instances of the imperfect model. Each element in a model has an at-
tribute called typeName that serves to relate the element to a type in the MMEA.
The types CrossRelation and ContaintmentRelation serve to represent the
relations between elements. The type Attribute serves to represent the actual
values of attributes contained in elements of the mζ . Attribute values may only be
integers, doubles, strings, booleans, or dates. The types ImperfectAttribute,
ImperfectCrossRelation, and ImperfectContainmentRelation serve to rep-
resent, respectively, imperfect attributes and relations. Imperfect attributes may
contain a range of numeric values, a set of numeric values, a set of strings, a set
of numeric values with a certainty degree, a set of strings with a certainty degree,
a linguistic value, or no value. Imperfect cross and containment relations may
contain an instance relation with certainty degree or a set of instance relations.

5.2 iModeler Editor

The strategy described in section 2 has been implemented in a graphical editor
based on Eclipse Modeling Framework Project (EMF) and Graphical Modeling
Project (GMP) named iModeler. In addition, for the creation of iModeler, the
project EuGENia was used in order to create the required GMP’s components.
iModeler serves to create imperfect models (mζ) that conform to iMM. This edi-
tor is also capable of validating the ontological semi-conformance of the mζ with
respect to a MMEA providing assistance to the user. The mζ has the appearance
of an object diagram from UML (see Figure 3b), where each instance displays
its metatype from the MMEA, its attributes, and its relations. Imperfect at-
tributes are decorated with a black rounded square. Imperfect containment and
cross relations have respectively a filled and unfilled square in the side of the
source. Another important characteristic of iModeler is the way it handles prob-
lems. This is achieved using EMF’s validation elements, and our own validation
engine based on Epsilon Validation Language (EVL)

For example, the MMEA presented in Figure 3a has the types Enterprise,
BusinessApplication, and BusinessProcess. In the construction of the mζ ,

a)Metamodel

b)Imperfect model

Fig. 3. Enterprise modeling example.



the modeler decides to include imperfection in some attributes and relations.
The mζ (see Figure 3b) conforms linguistically to iMM and semi-conforms on-
tologically to MMEA. It has the following instances: 1) Enterprise as instance
of Element that contains all elements in the mζ ; 2) BusinessApplication

that represents the application bApp X, created by the containment relation
applications with the imperfect attribute availability with the range of
values [95,98] ; 3) BusinessApplication that represents the application bApp Y
with the imperfect attribute and relation: a) availability with the linguistic
value <High>, and b) supports with the instance that represents the process
bProc B ; 4) BusinessProcess that represents the process bProc A, created by
the containment relation processes; and 5) BusinessProcess that represents
the process bProc B. This example demonstrates several kinds of imperfection.
In bApp X, the attribute availability is imprecise; in bApp Y, the attribute
availability is vague, and the relation supports is uncertain.

6 Decision Trace on Imperfect Models

Modelers can include decision trace information into the mζ in order to represent
the way in which the information was gathered, and the decisions to construct the
model were made. The trace includes the enterprise sources, source consulting
through observations, facts produced by observations, and decisions related with
imperfect attributes or imperfect relations of the mζ .

In order to include all elements described above, we complemented the iMM
creating one metamodel named Extended Metamodel of Imperfection (EiMM)
(see Figure 4) for our tool iModeler ; thus, the mζ now conforms linguistically
to EiMM, The EiMM includes all elements presented in iMM and the following
additional types: 1) ModelExtension serves as container for all other additional
elements; 2) Source and its specializations DirectObservation, Document,

Fig. 4. Extended Metamodel of Imperfection EiMM.



Fig. 5. Extended Imperfect Model Example.

Meeting, and Person serve to represent sources; 3) Observation serves to rep-
resent interviews, document revisions, and meeting acts; 4) Fact and its spe-
cializations InstanceFact, AttributeFact, and RelationFact serve to create
registers of information obtained about instances, attributes, or relations of the
enterprise; and 5) Decision serves to specify the decision made by modelers
for imperfect attributes or relations. By means of the EiMM, iModeler allows
modelers to include all necessary decision trace information into the mζ .

Continuing the example presented in the previous section, the modeler de-
cides to include decision traces for the attribute availability of the bApp X
and for the relation supports of the bApp Y. Then, the modeler does an inter-
view to the CTO named “Peter R”, who asserts that the availability of bApp X
is 95%. However, in an interview to the CIO named “John Q”, the information
obtained is that bApp Y supports bProc B with a certainty degree of 80% and
the availability of bApp X is 98%. Consequently, the mζ includes the follow-
ing trace elements: 1) one instance of the type ModelExtension to include all
decision trace elements; 2) two instances of the type Person with information
about the CTO and the CIO; 3) two instances of the type Observation with the
information of the interviews; 4) two instances of the type AttributeFact that
specifies the availavility of bApp X ; 5) one instance of the type RelationFact

that relates the bApp Y with the bProc B ; and 6) two instances of the type
Decision with the results of the decisions made by the modeler for the im-
perfect attribute availability and the imperfect relation supports. Figure 5
represents the imperfect model with decision trace of the example.

7 Conclusions

In the Enterprise Architecture context, models are built using information pro-
vided by various and heterogeneous sources. These sources usually do not have
perfect information, so enterprise models might not represent the enterprise cor-
rectly; thus, analysis results based on the mentioned models can be incorrect.



Imperfect models represent and structure imperfect information while en-
abling modelers to keep all the information provided by sources about the el-
ements’ attributes and relations. Modelers can also include decision trace in-
formation. Based on the imperfect information and decision trace information,
analysts can perform better analysis processes with a higher level of reliability.

The solution strategy presented in this paper represents the imperfection in
EA models based on the creation of models that conform linguistically to EiMM
and semi-conform ontologically with the MMEA. The mζ is created using the
tool iModeler that supports imperfect attributes and relations, and also allows
the inclusion of decision traces.

In this work, we have focused on providing mechanics to properly manage
and keep the information about imperfection. It was necessary to conceptualize
these kinds of imperfection, while understanding the impact from the sources
in the quality of the models. Based on these results, we will start to study how
to analyze the enterprise, taking into account the mentioned imprecision while
providing better conclusions.
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Abstract. Enterprises with transparent boundaries, decentralized organizational 
structure, and constantly increasing requirements on IT flexibility, is a novel 
generation of organizations of 2020s. This paper elaborates on how the 
Enterprise Architecture (EA) can better support such organizations. We analyze 
three types of organizational structure: centralized, federated and decentralized. 
First, we identify the concepts that link organizational structure, IT Governance 
and EA.  Then we use these concepts to identify conceptual problems related to 
IT decentralization, and to propose solutions. We illustrate our findings with a 
real case of a Higher Education organization in Sweden. 

Keywords: Enterprise Modeling, Enterprise Architecture, IT Governance. 

1 Introduction 

According to [1], in the coming years enterprise software systems will not be able to 
continue to evolve along the beaten paths, because there is an urgent need for new 
directions in the ways enterprise software is conceived, built, deployed and evolved. 
This contention is becoming materialized even presently, when the boundaries of 
companies gradually fade away paving the road to liquid enterprises having fuzzy 
boundaries in terms of human resources, markets, products and processes which 
require adequate Internet-based Enterprise Systems.  

Decentralization of organizations and subsequent changes of their management 
require major changes in organizations’ processes and heavily involves the use of IT. 
Between traditional (highly centralized) and decentralized or “liquid” enterprise, 
many other organizational structures can be identified [2]. In these work, we analyze 
three forms of organizational structure: centralized, federated and decentralized. 

This work studies the conceptual differences between these organizational forms 
with focusing on how these differences affect creation, maintenance and evolution of 
the IT within the corresponding types of organizations. Our objective is to make an 
explicit link between the structure of an organization and its EA, ensuring thus better 
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support for federated and decentralized organizations. We envision an architecture-
driven corporate and IT governance involving adequately performed communication 
with a set of policies, multi-level decision making, knowledge management, 
automation of tasks by taking advantage of IT infrastructure, human management, etc. 

The main research question addressed in this paper is: How to integrate the 
decentralization concepts into EA methodologies? The proposed solution follows 
Design Science research framework [18], which suggests that an innovative solution 
is proposed to solve a problem of general interest. Following the framework, in our 
study (i) we identify a problem from the real world - a need to support the modern 
types of enterprises characterized by increasing decentralization and demand in 
flexibility and agility of their IT; (ii) then we define a relevant knowledge base for our 
research that is grounded on organizational science, and the enterprise architecture 
discipline; (iii) we build design artifacts: the two constructs to be used for reasoning 
about organizational structure in general, and IT organizational structure in particular; 
(iv) to evaluate the created artifacts,  we apply them in the environment of a Federated 
Organization in the Swedish Higher Education sector. 

This paper reports on the research in progress and will be organized as follows: in 
Section 2, we outline the theoretical foundations for this work and discuss the related 
works. In Section 3, we define a relationship between a structure of organizational IT 
and an EA: first, we present the concepts of center and steering forces that link 
organizational structure, IT Governance and EA; than we use these concepts to 
identify conceptual problems related to IT decentralization and to propose solutions. 
These findings are illustrated with a real organization case in Section 4, which is 
followed by our conclusions and the direction of future work in Section 5. 

2 Theoretical Foundations and Related Work 

In this section brief overviews of the topics and the results related to the research of 
this paper are presented.  

2.1 Centralized, Federated and Decentralized Organizations 

The organizational structure defines the rules according to which allocation of 
responsibilities and resources, coordination and supervision, is made for an 
organization (and - in case of IT - for the IT). Many popular organizational types are 
defined in the literature [3]-[6] In this work, we focus on three types of organizational 
structure: centralized, federated and decentralized organizations [2]. 

Centralized organizations lean towards a vertical style of coordination [7], 
characterized by formal authority, standardization, and planning.  

Decentralized organizations lean towards lateral coordination, characterized by 
meetings, task forces, coordinating roles, matrix structures, and networks [7]. An 
example of decentralized organization is a collaboration of partners working on a 
concrete set of problems (e.g. research collaborations, virtual labs) or forming in 
response to a particular customer need or market situation (e.g. virtual organizations, 



coopetitions [8]). Besides this collaboration, missions and objectives of each partner 
can be completely different and even concurrent.  

Federated organizations combine characteristics of centralized organizations (e.g. 
centralized planning, standardization, etc.) and decentralized organizations (e.g. local 
leadership, competitive local objectives, etc.).  One example of federal organizations 
is a research institution that is formed by multiple schools, centers, and labs.   

2.2 Enterprise Architecture (EA) 

The role of EA discipline is to provide the organizations with a roadmap for creation 
and evolution of their information systems. EA of an organization changes and grows 
together with the organization, its structure, vision and operating model [9].  
 

 
Fig. 1. Enterprise Architecture of an organization contains three interrelated parts: EA Method , 

EA Description  and EA Engine . 

EA “defines the underlying principles, standards, and best practices according to 
which current and future activities of the enterprise should be conducted” [10]. EA 
methodology and tools produce artifacts to specify the current state of a company’s 
architecture (“as-is”), the target architecture (“to-be”), identify how to best cross the 
gap between them (architectural roadmap), and set up the standards and rules to 
follow during this transformation (EA principles). These elements are often addressed 
in literature as EA description; the process that an organization has to execute in order 
to obtain its EA description is called EA method (Fig.1). A traditional EA project 
consists in implementing an EA method and producing an EA description. To assure 
that the organization will continuously follow the EA principles and achieve the 
designated goals (architecture “to-be”) a third element has to be defined: EA engine. 
The presence of this element in our model in Fig. 1 reflects the fact that EA is not 
static: it makes the organization change while changing itself over time. Dedicated 
structures and procedures have to be defined in an organization in order to 
continuously steer this organization towards its target architecture. 



2.3 IT Governance 

According to [17], IT Governance is a subset discipline of corporate governance 
focused on information systems and their performance and risk management. The 
discipline describes how people authorized over some domain of business should 
consider IT in the monitoring, control, and improvement of the business. Architecture 
governance is a key aspect of IT Governance – it is responsible to create and manage 
policies for the structure and content of IT in an organization, and to enable their 
reuse in the form of best practices. Service Oriented Architecture (SOA) governance 
is a well-known example where the architecture, i.e. SOA and further up an EA that 
incorporates SOA, drives IT governance to ensure service orientation.  

2.4 Peer-to-Peer 

In [2], we claim that the structured and disciplined approach to IT evolution not 
necessarily has to rely upon IT centralization: novel EA concepts are needed to ensure 
the harmonization of development and evolution of IT with the properties of 
decentralized and federated organizations. We argue that peer-to-peer is a relevant 
concept to decentralization in EA for two reasons. First, units in decentralized 
organization are able to contribute to the enterprise in a manner that is completely up 
to them.  This is similar to peers in a peer-to-peer system, where the peers participate 
in a voluntary manner. Second, the challenge that peer-to-peer systems overcome is 
similar to decentralized organizations: “to figure out a mechanism and architecture for 
organizing the peers in such a way so that they can cooperate to provide a useful 
service to the community of users” [11]. Therefore, we consider peer-to-peer 
principles [12], [13] applicable to EA for enhancing their support of decentralization. 

3 Organizational Structure and EA 

The objective of EA methodologies created in early 1990s was to align the IT 
capabilities with Biz needs via IT centralization. The main price to pay for IT 
centralization was the loss of flexibility and the inertia in decision making in IT. By 
that time, however, this was much less critical than to make the IT "disciplined" and 
to justify the investments in IT. Today, the flexibility in IT becomes more and more 
strategic. For modern organizations with transparent boundaries, it is simply 
impossible to centralize IT for literally independent partners.  On the other hand, it is 
still crucial to maintain "disciplined" approach in IT evolution so that the partners not 
only remain independent but could also efficiently work together as a "virtual whole”. 



 
Fig. 2. IT Organizational structure, IT Governance and EA form a triangle where EA relies 

upon the IT Org structure. 

The works presented in [4], [14], [15] and [16] focus on the relation between the 
structure of an organization and its IT. Following these works, we claim that the 
notions of Organizational Structure (in IT), IT Governance, and EA are interrelated: 
IT governance is defined by the IT Org. Structure and has to comply with the vision 
of Architecture to-be and the EA principles; EA principles, in turn, should reflect the 
style of IT Organizational Structure. This relations form a triangle as shown in Fig. 2. 

The question is: how EA should reflect the change in the IT Org. Structure in order 
to support the "disciplined" IT evolution? Upon which alternative mechanisms should 
EA rely when centralized strategic and resource planning is getting replaced by local 
planning; does central management replaced by the management on the operational 
level and centralized coordination and top-down decision making gives its way to 
self-organization and ad-hoc partnership? 

To answer these questions, we define the concepts of center and steering forces 
(Section 3.1), and using these concepts, we represent the three types of organizational 
structures (Section 3.2). Than we formulate the problem related to mismatch between 
the organizational structure and the EA in use (Section 3.3). 

3.1 Concepts for Reasoning about Decentralization  

We consider three generic forms of organizational structures: centralized, federated 
and decentralized. We focus on the elements of these structures that impact the 
definition (EA method) and then implementation (EA engine) of the EA principles 
driving the organization to its target architecture: the center and the steering forces. 

We define Center as a part of organization (a person, a group, or a unit), which 
plays the role of a leader, supervisor or coordinator, and possess some power to steer 
the other parts of the organization. Center can be implicit or explicit. Organizations 
with centralized IT (Fig. 3-a), have explicit center (e.g. EA department; EA steering 
committee etc). This center initiates, supervises and validates the changes in the 
organizational IT and in the EA itself. It steers all the organizational units by setting 
rules and checking for compliance. We can also say that there exist steering forces 
between the center and the non-central units. 



 
Fig. 3. Three types of organizational structure described with the notion of center and steering 
forces. Organizational units are depicted with filled circles. A circle in the centre stands for the 

“Center”. The arrows relating the circles depict the steering forces. 

Steering forces can be defined as explicit and implicit protocols, policies, rules 
and procedures regulating the flow of communication and control between 
organizational units. These forces can be characterized by their direction (top-down, 
bottom up, sideways) and their strength. In organizations with centralized IT, the 
strong steering forces connect the center with the other units forming a hierarchy 
(radial forces). In Fig. 3-a, a simple model with two levels of hierarchy is presented. 
These forces can be both top-down (supervision, decision making, task/resource 
planning) and bottom-up (local initiatives leveraged to the center for approval). 

In federated organizations (Fig. 3-b), the center remains explicit but the radial 
steering forces connecting the center with other units are weak since decision-making 
and prioritization in IT can be also done locally. On the other hand, sideways - 
steering forces appear in this model since more and more interactions are joint 
projects emerging locally, between units and without passing by the center.  

In decentralized organizations (Fig. 3-c), the center disappears (or becomes 
implicit) and neither overall commitment to a given set of EA principles nor 
centralized control over IT evolution can be ensured. The only type of steering forces 
that makes the organizational IT evolve is strong sideways forces.  

3.2 EA for Centralized, Decentralized and Federated Organizations 

Based on the conceptual representation of the three organizational types from the 
previous section, we explore how these characteristics of centralized, federated and 
decentralized organizations can be reflected by the EA methodologies. 
Centralized organization:  

EA Method should set up a structure aligned with the structure in Fig. 3-a: to 
define a project leader or a sponsor (center) that will occupy a high hierarchical 
position in the organization and will automatically provide the top-down steering 
forces (decision making, resource allocation); to identify data/process owners in the 
local units that would provide the bottom-up steering forces and actively participate in 
the EA creation; to assign responsibilities and define protocols that would help to 
reach a consensus about the EA description to produce (radial steering forces). 

EA Description has to focus on company-wide, long-term master plan for IT 
development that fits the global vision of the organization. EA principles have to 
define a single standard to be followed by all organizational units. 



EA Engine, similarly to EA method, needs an explicit center (controlling authority) 
and strong radial steering forces (protocols, instrumentalized processes and 
resources to ensure compliance with EA) to be defined. The center will steer the 
organization by promoting initiatives, making decisions and validating results.  The 
organizational units will leverage their initiatives to the organization level (bottom up) 
for further approval. 
Federated Organization: 

EA Method should set up a structure aligned with the structure in Fig. 3-b: define a 
project leader (center) who will ensure the alignment between the EA project and the 
objectives of the organization. Since the radial steering forces are weak and can only 
partially ensure communication and coordination of efforts between organizational 
units, no centralized control or validation of EA description can be achieved.  
Therefore, sideways steering forces have to be developed in to complement the lack 
of radial steering forces.  Within an EA methodology, new protocols for negotiation, 
information sharing and cooperative decision making have to be elaborated. 

EA Description has to focus on company-wide, short-term master plan for IT 
development that fits the global vision of the organization. EA principles should 
support variability in processes and resources instead of a single standard that “fits 
all”. For example: the central unit decides on generic process and resources, but the 
units implement their own variants. 

EA Engine should rely upon both center and local leadership and define two types 
of steering forces complementing each other. EA methodology has to specify tools 
and activities based, for example, on the peer-production principles, and supporting 
both centralized and user-driven (collaborative) change management.  
Decentralized Organization: 

EA Method should set up a structure aligned with the structure in Fig. 3-c, where 
no center is explicitly defined and only cooperation-driven sideways steering forces 
are enabled. While possibly maintaining their own, local EA, the partners in a 
decentralized organization has to be able to “connect” their architectures and to 
achieve interoperability. EA methodology should provide metrics for assessing the 
interoperability and alignment between local EA and global EA. 

EA description has to focus on local short-term master plans for IT development 
that are aligned with the objectives of an organization (a partnership). Organizational 
EA principles should support variability in processes and resources allowing the 
partners to implement their own variants of a given process with respect to their local 
architectures and local EA principles.  

EA Engine should rely upon strong sideways forces, where EA methodology has to 
specify tools and activities supporting user-driven change management.   

3.3 Mismatch Between the IT Organizational Structure and the EA on Place 

Based on the theory above, many practical problems related to the EA implementation 
can be explained by a mismatch between the IT organizational structure and the EA in 
place.  In particular, we identify two types of problems:  



─ Problem A: IT initiatives fail and decisions in IT become inefficient when 
federated/decentralized organization uses the EA that (still) relies on centralized 
coordination and control;  

─ Problem B: Poor or no strategic alignment can be guaranteed when 
centralized/federated organization relies uniquely on local leadership and 
implements solutions that require purely decentralized management.  

We reformulate these problems in terms of misbalanced steering forces in the 
organization. This leads us to a solution that can be summarized as follows: 

Problem A: A misbalance between the organization with weak or non-existing 
radial (top-down and bottom-up) steering forces and its EA that relies upon strong 
radial forces only; The solution is to revise EA Method and EA engine by involving 
sideways steering forces that would compensate the lack of radial forces. More 
concretely, the organization has to replace some (al for decentralized organizations) 
mechanisms of centralized control and coordination by their decentralized equivalents 
(e.g. cooperative decision making, peer-production etc) 

 Problem B: A misbalance between the organization with weak or non-existing 
sideways steering forces and its EA that relies upon strong sideways forces; The 
solution is to revise EA Method and EA engine by involving radial steering forces 
that would compensate the lack of sideways forces. More concretely, the organization 
has to reinforce the mechanisms of centralized control and coordination. 
In the section below we illustrate our theory on the case of an organization  for Higher 
Education reflecting a federated organizational structure. 

4 Case Study 

We have analyzed a prominent university for higher education in Sweden. As 
common, the university includes a number of units - faculties, and faculty 
departments. Nowadays, the units are becoming more independent than before due to 
several factors: 
• Geographical dislocation. Some faculty departments have been moved out of the 

main university campus. An example is the Computer and Systems Sciences 
department located in Kista, the leading Swedish IT cluster. This proximity enables 
cooperation between IT companies and students through mentoring programs, 
internships, graduate work opportunities, guest lectures, etc. 

• Decentralization of management. Coordination and decision-making are through 
delegation pushed down to the faculties and further to faculty departments. 
Concretely, the decisions are delegated by the principal to the faculty boards and 
deans, and to the faculty departments’ heads and their administrations. 

• Both formal and informal communication patterns.  Formal hierarchical 
communication from the faculty to its departments and informal direct 
communication between the departments are present. For example, the 
administrative tasks (e.g. registration for graduate courses, or postgraduate research 
etc) is primarily formal, whereas the course curriculum can be established between 
departments cooperatively, using informal communication links. 



According to the theory presented in Section 3, the organization above is a 
federated organization with explicit center and both radial and sideways steering 
forces defined. Below, we present some examples illustrating IT projects conducted 
by the university and the difficulties encountered. We will explain these difficulties 
using our theory and demonstrate that their origin is a mismatch between the 
organizational structure in place (federated) and the EA engine exploited for making 
decisions/developing solutions. 

Example 1: Room reservation (over-centralization). The central (university) IT 
department has purchased a packaged IS to be used for room booking university wide. 
Some departments already had their local solutions for room booking, which were 
better adapted for their needs. As a result of this initiative, the departments ended up 
paying for the new system (due to centralized budgeting) but kept their own system 
and refused integration (due to decentralized decision making).  
This example illustrates the Problem A from the previous section - A mismatch 
leading to inefficient and finally abandoned solution. The decision about purchasing 
the university-wide system relied uniquely on radial forces (centralized), whereas 
sideways forces (negotiation with departments, collaborative requirements gathering, 
etc) have not been exploited at all. 

Example 2: Publication cataloguing (over-decentralization). In the past, some 
faculty departments developed local IT solutions for cataloguing research 
publications. Over time, this multitude of local solutions became problematic due to 
numerous mappings and data inconsistencies. Recently, the university brought the 
decision to allow the faculties and their departments to continue to store and assess 
publications’ data in the way that suits best to them, while requiring a workable 
mapping to a central catalogue structure that follows the required standard regulated 
on the state level. The coordination and decision-making here exploited the sideways 
forces only.  Since the publications meant to reflect a common face of the university - 
their central management using radial forces was desirable.  

In organizations with the federated structure, the problems above can be avoided if 
the EA methodology properly integrates the decision-making patterns that rely on 
both radial and sideways steering forces. In the first example, the centralized EA 
principles have been implemented (whereas the real organizational structure is 
federated). The correct solution would be to exploit both radial forces and sideways 
forces (to involve the departments into cooperative requirements gathering, solution 
evaluation etc).  In the second example, in contrast, the decentralized EA principles 
have been implemented. The correct solution could be, for example, to centrally 
define a common standard for publications (radial forces) and to let the faculties 
implement this standard in the way that fits their local architectures. 

5 Conclusion and Future Work  

This paper outlined the challenges related to increasing demand in process flexibility 
and the emergence of novel generation of organizations with transparent boundaries. 
To meet these challenges, the IT structure of organizations has to change: the 
centralized organizations characterized by strong top-down coordination and control, 



now tend to move towards more agile (decentralized) structures, where new 
communication, coordination and decision making patterns are used. We claim that 
the structure of organizational IT not only defines the IT Governance style of the 
organization, but it also has to be explicitly reflected by the Enterprise Architecture of 
the organization and supported by an EA methodology. 

In this work we defined the concepts of center and steering forces and modeled 
organizations with different degree of centralization in their IT: centralized, federated 
and decentralized. Using these concepts, we identified the problems that result from 
mismatch between the organizational structure and the EA in place.  As we explained 
in Introduction, the work follows the Design Science IS research framework [18], in 
the problem definition, the use of relevant knowledge base, development of main 
research artifacts - the two constructs (center and steering forces) which allowed us to 
identify the problems related to a misfit between IT organizational structure and EA 
in use, and to evaluate in on an real case in the Swedish Higher Education sector. 

For the future work, we plan to elaborate on the proposed concepts and to identify 
metrics that would allow us to assess the centralization/decentralization more 
precisely (to measure the strength of steering forces, etc.). We also envisage to study 
the concrete mechanisms and patterns for communication, coordination and decision 
making in centralized, decentralized and federated organizations, and to see how they 
can be transformed into concrete EA principles or explicitly integrated into EA 
methodologies. For example, process variability as a mechanism to handle local 
differences while complying with global standards in federated organizations. 
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Abstract. The discourse of Enterprise Architecture is based on modeling and
performing ‘holistic’ (multi-layer) analyses. However, view centered methodolo-
gies offer a partial glimpse of the overall architecture, and current tools do not
bring an explicit method of navigating the underlying model. Considering that
we need a starting point for analysis and explore the whole model in order to drill
down on more specific analysis techniques, we compare overview visualizations
depending on topological properties of the model and a set of domain-specific
requirements. Four techniques are examined, and they visualize five Analytical
Scenarios that represent typical questions that could arise on a EA diagnostic.
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1 Introduction

Nowadays, as we are more capable of capturing all kinds of information, the need to
make sense of it is most compelling. Instead of facing the problem of collecting this
data, the main issue is to propose methods and models, which can turn it into reliable
and provable knowledge [1]. In complex domains we have seen the rise of experts (we
usually call them analysts), that process this information using certain reasoning pro-
cess, thus providing insights that generate knowledge and serve as input for decision
making.

In this aspect, Enterprise Architecture (EA) has been proven as a valuable tool for
aligning business strategies with Information Technologies projects and infrastructure.
A key function of EA is the static analysis of current architectures in order to drive IT
projects and close gaps. Given its broad scope –e.g. impact analysis vs. business pro-
cess analysis–, and the use of different techniques, ranging from ad-hoc to quantitative
analysis, it is important to point that no common definition of the term EA Analysis has
emerged [2].

However, we invite the reader to think of EA analysis as more than a static process
with a collection of techniques. We think that the analyst, his own experience and rea-
soning power are ‘the spice’ that give flavor to analysis, making sense of the information
of the enterprise, that means, turning it into reliable and comprehensible knowledge [3],
with the objective of providing valuable insights that support decision making at the dif-
ferent organizational levels. For this reason, making assessments of architectures is a
core competency for an architect.



As all the collected information from the different domains of the organization –the
EA model– is more detailed and complex, assessments are more difficult to perform.
Given the iterative and reflective nature of this analysis process, EA Frameworks such
as DoDAF emphasize on tool-assisted and tool-supported analyses whenever possible
[4]. However, in our previous work [5] we have seen that there is still no starting point
for analysis both in EA commercial products and in the research community. Most tools
offer queries and partial views as the only means to perform analysis, with little support
to ad-hoc analyses, and offering no traceability on their outcome and impact on the
architecture.

In decision-making, “the useful information is drawn from the overall relationships
of the entire [data] set” [6]. For this reason, a major challenge in EA is to find effective
techniques to visualize enterprise architectures as a whole. Overview/holistic visualiza-
tions of the architecture harness the cognitive power of the visual domain and make
more easy to find patterns and explore the architecture. This brings us to our research
question: How effective can be existing visualization methods when we apply them in
the context of EA analysis?

With the purpose of illustrating the different subjects at hand, we will provide the
results of our experimentation with four VA techniques, that are widely used in other
domains, to visualize the enterprise model of our case study. This experimentation is
supported by five Analytical Scenarios, which are typical questions that can be formu-
lated throughout the EA Analysis process. Each visualization is adapted to show the
maximum amount of information, taking care of following the Visual and EA Analysis
requirements defined in [5].

The structure of this paper is as follows: First, we will characterize enterprise mod-
els and their topology (Section 2) and introduce EA Analysis supported by Visual
Overview (Section 3). In Section 4, we will explain the Case Study and Analytical
Scenarios selected for this research. Finally, in Section 5 we will perform an evaluation
of the effectiveness of the selected techniques for overview analysis.

2 The topology of Enterprise Models

Enterprise Architecture has been supported by different paradigms of Enterprise Mod-
eling [7, 8, 9]. For this paper, we will adopt the following notion:

Definition 1. An Enterprise Model (EM) is a representation of the information in all aggre-
gate artifacts (including documents, diagrams, deliverables, or any structured piece of enterprise
knowledge) that are relevant for an enterprise [10], which may come from a variety of sources,
and is intended to be used by people different backgrounds.

Analysis methodologies over these models encourage the identification of critical
elements by examining their incoming and outgoing links [11], or in general, by assert-
ing topological properties of these models. Thus, visualizing the global structure of EA
models can lead to structural assessments of the model, such as discovering interesting
elements and groups, or following paths between them.

In order to support this kind of assessments, we make a bridge between EM anal-
ysis and studies in graph analysis and complex networks. This will allow us to take



advantage of existing properties of this kind of networks, and to formulate interesting
topological properties specific to EMs. A complex network represents a complex sys-
tem, where the relationships amongst the components of the system are usually more
important than the components themselves [12].

Our premise is that EMs are complex, and we can define their complexity in terms
of its number of relations, as it surpasses the number of elements of the model. We will
describe five properties of EMs inspired on this premise.

P1 - Enterprise models grow over time

While EMs are abstractions [13] that should be kept simple and small [14], our percep-
tion is that these models grow over time, given the incremental nature of EA projects,
and taking into account the role of EA as a continuous business function. Also, EMs are
an asset that represents enterprise knowledge and therefore should be managed [13].

As semi-automated mechanisms for collecting architectural information are more
widely used, enterprise model scalability becomes a critical issue. For instance, Binz
et al. point to the complexity of Enterprise Topologies –a snapshot of all services and
applications in an enterprise, together with their supporting infrastructure and relations
[15]– that may consist of thousands to millions of nodes.

P2 - Enterprise models are structured

One of the goals of EA is to provide alignment of the different business and technolog-
ical resources, by establishing relations between the elements on different architectural
domains.

(a) Detail of some domains on an EM (b) Weak Components of the model

Fig. 1. Force directed graphs consist of nodes whose position is given by a force model, consid-
ering the arcs that connect them. Nodes represent model elements, while arcs represent relations.

In EMs, this organizing structure is explicit: they conform to a metamodel that inte-
grates the different domains of the organization and offers a clear view on the structure
of and dependencies between relevant aspects of the organization.



Definition 2. An enterprise metamodel is the common language on which the enterprise model
is ‘spoken’ by the means of concepts, relations and constraints that bring consistency to the
architectural description.

Instead of a “one-size-fits-all” metamodel, recent approaches to enterprise model-
ing focus on integration [8], adaptability [16] and multi-perspective modeling [9] by
the integration of standards and reference models, complemented with domain-specific
models, specifically tailored to support the management tasks [17] and analysis needs
of the enterprise. Interesting dependencies for overall analysis are the ones that con-
nect the different domains/perspectives such as Goal, Process, Organization Structure,
Infrastructure or Application models (see Fig. 1(a)).

Definition 3. An enterprise domain is a subset of the enterprise metamodel that aggregates sim-
ilar concepts, forming communities that are connected between them by inter-domain relations.

Taking into account that we are interested in the relations between domains, un-
aligned/isolated elements are meaningless on their own. Therefore, a first step when an-
alyzing the model is to identify ‘islands’ or weak components, i.e. disconnected groups
of elements (see Fig. 1(b)).

P3 - Enterprise models are semi-hierarchical

Organizations are complex systems that are conformed of a number of parts which are
inherently hierarchical, i.e. they are composed of interrelated subsystems, and interact
in a non-simple way.

Under this light, EMs are semi-hierarchical, as each domain manages different lev-
els of detail on its concepts by composition (i.e. aggregation) relations. For instance,
Process Models are defined under a vertical scope, where each depth level also involves
more granular sub-processes and activities (see Fig. 2(a)).

An advantage of this property is that hierarchies are one of the most recurring in-
formation structures in computing, and offer a natural way for navigating the model.

P4 - Relation have their own semantic

EA Analysts need to find pathways between the different model elements, which is im-
portant when they want to assess the overall impact of a change in the architecture, e.g.
the cost of making changes to enterprise-wide software systems [17]. This assessment
is made almost intuitively: even without previous knowledge, most pairs of vertices in
complex networks seem to be connected by a short path.

Nevertheless, these paths are made by different kinds of relations, e.g. composition
and association relations. The latter provide a horizontal scope to the model, i.e. a ‘is
related to’ semantic, which is mostly given by their name, and depends on the meta-
type of their target. For instance, an Application may be used by a Role, which in turn
is responsible for some Resources, and belongs to an Organization Unit.

For this reason, it is common in analysis techniques to assign weights or other at-
tributes to relations, translating this abstract semantic to more quantitative means.



(a) Sunburst (b) Radial Graph

Fig. 2. Sunbursts offer an overview of the whole model, while being constrained by a circum-
ference. Radial graphs position elements in a circumference, while inter-domain relations are
displayed inside the circle.

P5 - Not every element has the same importance

Analyzing resilience of enterprises is important to discover points of failure under dif-
ferent domains, such as vulnerabilities in infrastructure security, core processes in busi-
ness process analysis, or even overly-coarse services that need to be decomposed. For
this reason, it is crucial to prioritize which elements have more influence in the topol-
ogy of the model. This is useful when an analyst wants to assess the connectivity of the
network: the removal of vertices or groups may affect, or even dismantle its structure.

In this aspect, several ranking algorithms exist to discover the relative importance of
elements (e.g. PageRank, HITS, SALSA) based on their occurrence and connectedness.
However, importance may be driven also by other semantic criteria that are based in the
metamodel, not in the model itself. For instance, when analyzing which processes are
supported by IT, we want to focus on Macro-Processes, Processes, and IT elements
such as Applications and Services (see Fig. 2(b), where these elements are given some
emphasis in size).

3 Giving a shape to the architecture

We often see the use of the term Analysis on different levels of granularity: as the overall
process and also as a concrete strategy or technique. On the remaining of this paper, we
will use the following definition:

Definition 4. EA Analysis: All of the processes that transform architectural data into useful in-
formation [4], which serves as a basis for bringing an assessment or concept.

In concrete, we are interested in the static analysis of this information, i.e. a snap-
shot of the architectural description, to offer a value judgment of a given state of the
architecture.



In previous work [5], we evaluated a set of tools that support EA modeling and
Analysis, and suggested that Visual Modeling Languages (VMLs) and queries are just
a localized/filtered view on the model. As DoDAF [4] points out, “Architectural views
are no longer the end goal, but are described solely to facilitate useful access to infor-
mation.”. Visual exploration of the whole model is mostly neglected, even tough it is
useful when a person simply does not know what questions to ask or when the person
wants to ask better, more meaningful questions [18].

Instead of using queries as the main way to inspect the model, our focus is on total
visualizations that provide an overview of the EM and help the analyst on finding new
properties of the overall set, thus we encourage top-down analysis for pattern discovery.

Definition 5. A visualization technique can be seen as the combination of marks [19, 20]
(atomic graphical elements, e.g. circles, squares, or lines), a layout algorithm, some visual at-
tributes (e.g. color, size, shape), a set of supported interactive operations and a mapping between
data and such visual attributes.

Considering the overwhelming number of visualization techniques available, in our
case is certainly complex to assess which ones can be applied for such a specific ap-
plication domain. For this reason, instead of approaching this problem with an existing
taxonomy, we employ a set of Visual Requirements (see [5]) as the criteria for selecting
interesting visualization techniques for showing the landscape of the architecture.

In our search for visualizations, we analyzed the different artifacts, views, view-
points, diagrams, pattern catalogs and tools from our domain (EA), and confronted them
with visualization taxonomies and tools/ frameworks. The selected techniques were: 1)
Force-directed Graphs, 2) Radial Graphs, 3) Treemaps, and 4) Sunbursts.

4 Analytical Scenarios for EA Visual Analysis

In order to evaluate and interact with each visualization, we visualized the EA model of
a fictional company from our EA Laboratory, Muebles de los Alpes.

The EA metamodel of this Retail/Manufacturing company incorporates concepts
from several metamodels (e.g. Business Motivation Model, ArchiMate, BPMN, TO-
GAF), as well as specifically tailored representations of standards, frameworks such as
Service Oriented Architecture, or even formalizations of domains such as Applications,
Information, Organizational Structure, Financial Management, and Human Resources.

The enterprise model was developed by a group of experts, and validated by dif-
ferent architects. It is based on the different architectural deliverables, and reflects the
current state of the organization, which is supported by a real set of IT components, such
as a CRM, an ESB, an ERP, in-house applications, and several infrastructure deployed
in the virtualized platform of our EA laboratory.

For the visualization of typical questions over EMs we designed five analytical sce-
narios that fall into three main categories that correspond to common concerns of archi-
tects, and are inspired on the properties described in Sec. 2 (see Table 1):

It is also noteworthy that the visualizations generated display patterns that are diffi-
cult to envision by other means (i.e. queries or views).



Fig. 3. Very small fragment of a Treemap, describing the impact of the change of a Business Pol-
icy on the Motivation Model, affecting several Process Model elements, such as Macro Processes
and Activities.

Table 1. Analytical Scenarios for EA.

Category Topic Question Strategy Technique
Business-
IT

Motivation
Realization

Which goals/objectives
are realized by IT?

Find paths between Motiva-
tion and IT elements

Sunburst (Fig.
2(a))

Alignment Process Sup-
port

Which processes are not
supported by IT?

Cross-reference processes
and applications

Radial Graph
(Fig. 2(b))

EA Man-
agement

Domain Con-
nectivity

What is the dependency
between domains/layers?

Display inter-domain rela-
tions

Force Graph
(Fig. 1(a))

Impact Anal-
ysis

What is the impact of a
change in the model?

Find all the shortest paths
from a given element

Treemap (Fig.
3)

Anomalies Structural
Holes

Are there isolated ele-
ments or groups?

Discover all the isolated
sub- graphs of the model

Force Graph
(Fig. 1(b))

5 Evaluation

Many authors [21, 22, 23] have studied the cognitive power of the different visual at-
tributes and their capacity to display different (e.g. quantitative, ordered, nominal) kinds
of information, and how we can combine these attributes for better results.

Based on the characterization of Bertin [6], and in order to measure the expressive
potential of a visualization technique, we propose a method for evaluating its global
effectiveness:



Table 2. Usage of the visual variables by each technique. Convention: Available, Used to differ-
entiate domains, Used by the technique, Does not apply.

Technique Color Size Position Shape Transp. Ang.pos. Orient. Texture
Force Graph
Radial Graph
Sunburst
Treemap

εv = Σ(Av ∗wA) (1)

where Av is the availability of a visual variable for a given visualization (see Table 2),
and wA is the weight -expressive power- of each variable. On the other hand, we de-
fined in previous work [5] a set of evaluation criteria for assessing the support for EA
Visual Analysis offered by some EA management tools and general purpose visualiza-
tion tools, in order to assess the gap between what is offered by the former and what is
possible by the latter. We incorporated a metric for each EA requirement, ending with
four quantitative and four qualitative criteria (see Table 3).

Table 3. Criteria for the evaluation of each EA Requirement and their associated metrics.

ID Measure Type Units Scale
C1 Domains differentiated/Total Domains Quantitative % differentiation 0-1
C2 Display of inter-domain relations Qualitative Scale 0-5
C3 Visual Effectiveness (εv) of the visualization Quantitative Effectiveness 0-3
C4 Easiness of selecting arbitrary elements Qualitative Scale 0-5
C5 Number of levels of detail supported Qualitative Level of detail 0-4
C6 Perception of similarity and grouping Quantitative Gestalt principles 0-8
C7 Level of differentiation of relations Qualitative Scale 0-5
C8 Has the visualization significantly changed

when applying different models?
Quantitative Yes/No 0-1

5.1 Results

Evaluation results are displayed in Fig. 4 by using a Parallel Coordinates visualization,
which provides a visual summary of the effectiveness of each technique.

We can see that graph visualizations point to convergent analysis, as their strong
points are when searching concrete elements and groups, displaying the dependency
between domains. At the same time, hierarchical techniques offer an interactive way of
exploring the model, facilitating abstraction of elements and offering divergent analysis,
where it is more important to characterize the architecture as a whole.



Fig. 4. Evaluation results.

6 DISCUSSION

A previous step before proposing new domain-specific visualization techniques is the
assessment of existing ones, in order to derive which aspects of each technique prove
useful in our context.

When addressing the visual analysis of complex systems by displaying the overall
structure, the analyzed visualizations employ different methods to show the ‘big pic-
ture’ of these complex systems. The visual patterns that they display point to structural
assessments of this information. These kind of conclusions are fundamental for the
analysis and evolution of the architecture, as well as a way to leverage the complexity
of EA Management.

However, this overview analysis is mediated by the concerns of the analyst. This
trade-off is reflected on the EA requirements, where some emphasize convergent analy-
ses, i.e. the discovery of interesting elements, while others on Divergent analyses, which
are a characterization of the architecture as a whole.

This study opens the door to more specialized research on EA visualization and
tooling, as well as the proposal of innovative visualization techniques for the field.
Other interesting research opportunities, such as the correspondence between visual
and architectural patterns need to be further developed, and a Visual Analysis tool for
EM has some requirements in the overall process that we didn’t touch, e.g. Provenance
(persisting previous hypotheses/analyses and annotations), Traceability of the analysis,
or even interactive visualizations specific for EA, as well as an architecture to support
all of these features, integrated with current EA modeling tools.
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Abstract. Large amounts of software are running on what is considered to be 

legacy platforms. These systems are often business critical and cannot be 

phased out without a proper replacement. Migration of these legacy 

applications can be troublesome due to poor documentation and a changing 

workforce. Estimating the cost of such projects is nontrivial. Expert estimation 

is the most common method, but the method is heavily relying on the 

experience, knowledge, and intuition of the estimator. The use of a 

complementary estimation method can increase the accuracy of the assessment. 

This paper presents a metamodel that combines enterprise architecture 

modeling concepts with the COCOMO II estimation model. Our study proposes 

a method combining expert estimation with the metamodel-based approach to 

increase the estimation accuracy. The combination was tested with four project 

samples at a large Nordic manufacturing company, which resulted in a mean 

magnitude of relative error of 10%.  

Keywords: Software migration estimation, Enterprise architecture modeling, 

Software engineering, Expert estimations. 

1   Introduction 

When having a software product portfolio spanning over hundreds of legacy systems, 

maintenance becomes a problem. Expensive hardware as well as lack of experienced 

developers in the environment drives the cost of maintenance each year. These legacy 

systems are often crucial to the businesses and cannot be phased out without proper 

replacement [1]. 

Even though new computing technologies have emerged on the market, a 

considerable amount of software still runs on legacy systems. It is estimated that 

around 200 billion lines of Cobol code are running in live operation and that 75% of 

the world’s business data are processed in Cobol [2,3]. With an estimated shortfall in 

Cobol developers in the 2015-2020 timeframe, as the older generation leaves the 

workforce, it is imminent that migration from the legacy mainframes becomes a 

priority for many organizations [3]. There are many difficulties involved in the 

migration process. Understanding the design and functionality of the legacy systems 
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may be troublesome due to the fact that many of these systems have poor, if any, 

documentation. Because of this, interaction from a system expert is often required [4]. 

These experts need to analyze the old systems to create accurate requirement 

specifications regarding technical functionality. This documentation is crucial for the 

developers and architects involved in the migration process. 

Because of the importance of these systems the replacement often needs to suit 

both new business objectives while maintaining functionality for legacy systems that 

have not yet been migrated. These factors all come into play when estimating the cost 

of a migration software project. A case study made by [5] showed that as much as 

72% of 145 studied maintenance projects used expert opinion as method for 

estimating software development costs. Another survey showed that out of 26 studied 

industrial projects 81% were based on expert estimates [6]. One of the problems with 

expert estimates is that these can be strongly biased and misled by irrelevant 

information, which can lead to over-optimism and inaccurate estimations. This often 

cause project over-runs and may be avoided with an unbiased estimation model [5]. 

There are claims that a combination of estimates from independent sources, 

preferably applying different approaches, will on average improve the estimation 

accuracy. Research has shown that a combination of model and expert estimates 

produces up to 16% better than the best single decision [7]. 

This paper proposes a metamodel based on the ArchiMate modeling language [8,9] 

combined with the COnstructive COst MOdel II (COCOMO II) [10]. In our case 

study we found that the estimation capabilities of the proposed metamodel together 

with expert estimation is acceptable. Therefore, we suggest that the metamodel should 

be used as a complement to expert estimations in order to provide more accurate 

assessment of migration projects. 

The remainder of this paper is structured as follows: Section 2 describes 

COCOMO II; Section 3 presents enterprise architecture modeling; Section 4 describes 

the proposed estimation metamodel; Section 5 presents the case study; and Section 6 

concludes the paper. 

2   COCOMO II  

COCOMO, COnstructive COst MOdel, was in its first version released in the early 

1980’s. It became one of the most frequently used and most appreciated software cost 

estimation models of that time. Since then, development and modifications of 

COCOMO has been performed several times to keep the model up to date with the 

continuously evolving software development trends. The latest version of COCOMO, 

called COCOMO II, had its estimation capabilities calibrated in the year 2000 with 

the help of information from 161 project data points and eight experts [10]. 

In the COCOMO II model, the final cost in person-months (PMs) is calculated as: 

                

 

   

 (1) 

Where A is a calibration constant that depends on the organizations practices and the 

type of software migrated. E is a constant used to scale projects depending on size. E 



reflects the fact that cost and size are not perfectly linear. EMs are so called Effort 

Multipliers. 

2.1 Scale Factors 

The constant E is derived using the following formula: 

            

 

   

   (2) 

Where SFs are five scale factors. These are precedentedness, development flexibility, 

architecture/risk resolution, team cohesion, and process maturity. Boehm et al. [10] 

selected these five factors that describe economies or diseconomies of scale in 

software projects. This is based on the theory that depending on these variables, the 

productivity in the project can increase or decrease as it gets larger. 

2.2 Effort Multipliers 

COCOMO II [10] contains seventeen so called Effort Multipliers (EM). These cost 

drivers affect the software development project in either positive or negative way. The 

EMs are divided into four categories: product factors, platform factors, project factors 

and personnel factors. They each have a different set of factors within their respective 

category. The product factors are; required software reliability (RELY), database size 

(DATA), product complexity (CPLX), developed for reusability (RUSE), and 

documentation match to life-cycle needs (DOCU). The platform factors are; execution 

time constraint (TIME), main storage constraint (STOR), and platform volatility 

(PVOL). The personnel factors are; analyst capability (ACAP), programmer 

capability (PCAP), personnel continuity (PCON), applications experience (APEX), 

platform experience (PLEX), and language and tool experience (LTEX). The project 

factors are; use of software tools (TOOL), multisite development (SITE), and 

requirement development schedule (SCED). 

3   Enterprise Architecture Modeling 

Enterprise architecture analysis has emerged during the last decade as an approach to 

assess different types of non-functional requirements in a company. Migration 

projects are common projects in an enterprise today, thus including cost estimation for 

these projects with enterprise architecture could appeal to architects. Research in the 

area has proposed a framework of enterprise architecture analysis using ArchiMate 

and a computational model “The Predictive, Probabilistic, Architecture Modeling 

Framework” (P
2
AMF) [11]. P

2
AMF can enable calculation on entities in for instance 

an ArchiMate model. This framework will be the basis of the metamodel used to 

enable COCOMO II estimations. 



3.1 ArchiMate 

ArchiMate is a modeling language intentionally resembling the Unified Modeling 

Language (UML) [8,9]. The reason of using ArchiMate as the basis of graphical 

notation framework is due to its generality, making it possible to extend existing 

metamodels with change project estimation as well as providing a solid ground for 

future adaptions.  

The ArchiMate language consists of three core concepts, namely the active 

structure, passive structure, and behavioral elements. The passive structure elements 

are elements on which behavior is performed while the active structure is the entity 

performing the behavior. These concepts are then specialized in each of the three 

layers specified in ArchiMate [8,9]; the business layer that offers products and 

services to external customers, the application layer that supports the business layer 

with application services which are realized by software applications, and the 

technology layer containing the infrastructure services needed to run applications, 

realized by computers, communication hardware and system software. The classes 

found in ArchiMate is for instance; business process, software application, and 

infrastructure service. 

3.2 The Predictive, Probabilistic, Architecture Modeling Framework (P2AMF) 

The Predictive, Probabilistic Architecture Modeling Framework (P
2
AMF) is a generic 

framework for system analysis [11] based on OCL and used in order to describe 

expressions in the Unified Modeling Language (UML). P
2
AMF is fully implemented 

in the Enterprise Architecture Analysis Tool (EAAT) [12,13]. The framework has 

been utilized to calculate the formulas in the COCOMO II model accordingly. 

The end result of this would be that the algorithmic formula used in the model 

would have a probability distribution indicating the probable cost range of the project 

rather than a specific mean value. This, in combination with the ArchiMate language, 

provides a strong basis for using the P
2
AMF for cost estimation. However, due to 

space limitations we have not made use of the probability distributions in this paper. 

4   The Proposed Estimation Metamodel 

This section presents the metamodel for migration project cost estimation. The 

metamodel is heavily influenced by COCOMO II [10] and the previously proposed 

metamodel by [14] and [15]. The most relevant parts of COCOMO II are included in 

the metamodel proposed while Lagerström’s previous work has served as an influence 

and guideline for the metamodel construction and is thus left out of this description. 

ArchiMate is in general used to describe the layers in enterprises’ architectures and 

to for example show what applications are used in what business processes. 

ArchiMate is tailored for describing as-is and to-be scenarios [8,9]. In this paper we 

present a specialization of ArchiMate that handles project specific factors. The project 



specific metamodel elements are then combined with the regular ArchiMate 

metamodel classes to calculate the migration cost estimate. 

The combined metamodel contains the seventeen effort multipliers as well as the 

five scale factors in a combination. The metamodel differentiates between the three 

ArchiMate layers as well as the new project specific metamodel classes (see Fig. 1): 

the business layer (in red) contains the class “Personnel;” the application layer (in 

green) contains the classes “ApplicationComponent,” “ApplicationFunction,” and 

“ApplicationService;” the infrastructure layer (in yellow) contains the class 

“InfrastructureService;” and the project entities (in blue) are 

“SoftwareDevelopmentProcess,” “SoftwareDevelopmentProject,” “Activity,” 

“Change,” and “EffortDivisor.” 

 

 

Fig. 1. The proposed metamodel for software migration cost estimation. 



5   The Case Study 

Our study was conducted at a large Nordic manufacturing company. The data points 

used in order to validate and calibrate the metamodel are projected as having been 

closed during the last six months and satisfy the constraint of having > 2000 SLOC 

produced in the project. The data was collected through interviews with managers, 

developers, and architects in the projects. Project reports were also used to validate 

the information elicited and as a source of the project costs (effort in person-

hours/man-months). In total we looked at four different migration projects. Due to 

space limitation we provide some more details regarding Project B (below) before 

presenting the analysis and results. The complete study can be found described in 

[16]. 

5.1 Project B 

This project was initiated for the purpose of replacing an old application with a new 

one running on the company’s standardized platform with included support and 

development agreements. The old application was based on old technology and could 

not run on modern PC’s such as the ones based on the x64 architecture. The software 

is used to determine variables of the propeller shaft used in vehicles produced by the 

company. It is only used by the experts in the area and the old application did only 

run on one PC. Overall, the project was deemed successful. Deviations in the project 

schedule occurred due to the complexity in the algorithms that were implemented. 

The project utilized a software development method working iteratively in sprints 

with demonstrations to customers after each of the sprints. The project had an 18% 

overrun of the estimated budget due to new requirements added to the migrated 

version of the software, which increased the scope of the project. The size of Project 

B was straight forward as it only consisted of migrating one application. The project 

resulted in 5,500 SLOC developed with the .NET platform. Table 1 presents the data 

for Project B. 

Table 1. Data for Project B. 

Scale Factors Rating Effort Multipliers Rating 

PREC NOMINAL RELY LOW 

FLEX LOW DATA VERY HIGH 

RESL HIGH CPLX VERY HIGH 

TEAM VERY HIGH RUSE VERY HIGH 

PMAT HIGH DOCU VERY HIGH 

 

Factors: 

         
                

TIME NOMINAL 

STOR NOMINAL 

PVOL NOMINAL 

ACAP VERY HIGH 



               

             

                 

           

Actual 

            
           

 

PCAP VERY HIGH  

PCON VERY HIGH 

APEX HIGH 

PLEX HIGH 

LTEX HIGH 

TOOL HIGH 

SITE VERY HIGH 

SCED NOMINAL 

5.2 Validation Method 

The validation consists of measuring the accuracy of the model. The accuracy is 

measured by using the Mean Magnitude of the Relative Error (MMRE) and the 

Magnitude of the Relevant Error (MRE) [17]. 
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Where E is the actual result and    is the estimate. 

A model has an acceptable accuracy level if 75% of the projects’ estimations are 

higher or equal to 75% [17]. This is called the prediction quality (PRED) and has 

been used frequently when comparing models and methods within the area of 

software estimation [14,18]. The prediction quality formula (formula 5) where n is the 

complete set of projects and k is the amount of projects that have greater or equal 

accuracy as q. 

        
 

 
   (5) 

An acceptable accuracy level for a model can be denoted PRED(0.25) = 0.75, 

meaning that 75% of the projects shall be within 25% of the actual result. 

5.3 Accuracy 

Even before calibration the model conforms rather well to the data gathered. The two 

largest projects, Project A and C are within the predictive quality margin of 25% 

(16% and 4%). Project B is not estimated accurately and has a MRE of 44%. The 

model underestimates the effort needed for the project which partly may be because 

of the additional effort needed due to the problems found in the old application that 

was migrated.  



Compared to the expert estimates the model produces competitive estimates. In the 

table the mean relevant error has been computed with four different measures. These 

are the model and expert estimates as well as two combinations of them. The two 

combinations are the result of the optimal combination between model and expert 

estimates for the specific purpose. Optimal predictive quality (Opt. pred) ensures that 

all projects are within 25% of the real effort outcome. The optimal mean relevant 

error (Opt. MRE) uses the combination that gives the lowest average MRE for the 

projects. 

Table 2. Results before calibration. 

Measured in hours MRE 

Project Model Estimate Real Model Expert Opt. pred Opt. MRE 

A 14794 9700 12700 16% 24% 15% 0% 

B 1494 2140 2648 44% 19% 25% 34% 

C 7748 6500 8060 4% 19% 16% 10% 

D 1315 918 1209 9% 24% 17% 6% 

Mean MRE 18% 22% 18% 12% 

 

Opt. pred is using 24% model and 76% expert. Opt. MRE is using 59% model and 

41% expert. Table 2 shows that heading for the optimal predictive quality in the 

model would lower the mean magnitude of relevant error, while the optimal MRE 

achieves a very good mean magnitude of relevant error. From the result it also can be 

seen that by combining the expert judgments with the model both increases the 

predictive quality as well as the MMRE. This is in line with previous research [7]. 

5.4 Calibration 

Calibrating COCOMO II with organizational specific data typically results in better 

estimates [10]. One way of calibrating COCOMO II to existing project data is by 

using the multiplicative constant A (see [10,16] for the exact calibration equations). 

The local calibration usually improves the prediction accuracy due to the use of 

subjective factors in the model. Further, the lifecycle activities in the projects covered 

by COCOMO II may differ from the ones in the particular organization [10]. 

The calibration resulted in an increased value of the multiplicative constant A used 

in the effort estimation from 2.94 to 3.23. As can be seen in  

 

Table 3, the calibration yields a lower MMRE for the model estimation. This is 

because the calibration is minimizing the sum of squared residuals in log space rather 

than the MRE. Opt. pred was achieved using 31% model and 69% expert, while Opt. 

MRE was achieved by using 46% model and 54% expert. 



 

 

Table 3. Results after calibration. 

Measured in hours MRE 

Project Model Estimate Real Model Expert Opt. pred Opt. MRE 

A 16250 9700 12700 28% 24% 8% 0% 

B 1640 2140 2648 38% 19% 25% 28% 

C 8510 6500 8060 6% 19% 12% 8% 

D 1445 918 1209 19% 24% 11% 4% 

Mean MRE 23% 22% 14% 10% 

6    Discussion and Conclusions 

The results of the case study validates that the combination of COCOMO II with the 

ArchiMate modeling language works as predicted and that the model estimates are on 

par with the managers at the case study company. The combination between model 

and expert estimates performs far better than single selections of model or expert 

estimations. Without calibration, optimal MMRE strategy achieved a MMRE of 12% 

with PRED(.25) = 75%. When adding the constraint of PRED(.25) = 100%, the 

MMRE rose to 18% which was slightly better than the expert estimates (22%) and on 

par with the model (18%).  

One question that might arise is: Why combining EA and COCOMO II and not 

only use COCOMO II? As we see it, there is a strength of using EA models as input 

together with project specific data. ArchiMate as-is and to-be models that already 

contain information can easily be re-used for every software migration project and the 

project specific information is the only part that needs to be up-dated. Also, many 

companies today struggle with maintaining their EA models since new projects alter 

the as-is architecture continuously. With this approach one could align the as-is and 

to-be models with all the on-going projects and automatically update the models once 

the projects are finished. Also, for architects it provides an instrument to work with 

when creating to-be models and assessing if future scenarios are appropriate for 

change projects. 

In this paper we have presented a metamodel for software migration project 

estimation. The metamodel was constructed based on metrics from COCOMO II, 

modeling elements from ArchiMate, and an analysis engine of P
2
AMF. The 

metamodel was tested in four cases at a large Nordic manufacturing firm. Our results 

show that the metamodel itself performs rather well but as COCOMO II suggests it 

performs even better when calibrated with data from the company under analysis. In 

software cost estimation research it has been shown that model estimates and expert 

estimates complement each other in a good way and that the combination often 

outperforms the two approaches. This was also the case in our study. Therefore, we 



conclude that our proposed metamodel is useful, especially after company specific 

calibration and in combination with expert estimates. 
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Abstract. This paper demonstrates an approach to requirements engineering 

with process models as the hub for a family of consistent sub-models. The 

process model taken as a starting point gives focus, and the different 

requirement perspectives are served through the enrichment of the process 

model in several dimensions. Different views into the model family give the 

well-known specification models; information models, exchange models, 

service models, etc. The family of related sub models are refined iteratively to 

describe the need for information (NFI), the need for services (NFS), a shared 

common information model (CIM) and refined domain information models 

(DIM). We call this family of interrelated sub models of information systems 

knowledge models, since they capture both the structure and the behaviour of 

the subject matter domain. Working in an integrated way with several models 

serves to enhance consistency and to test the quality of each particular model. 

Keywords: Process models, knowledge models, requirements engineering, 

enterprise models, information models 

1   Background 

This paper presents an enterprise modelling approach to requirements engineering 

discovered in our work in a project for a large Norwegian public sector organisation - 

LNOP. LNOP manages a substantial part of the national budget in Norway and 

administers a diverse set of schemes under precise regulations.  

LNOP was established as a merger between two existing organisations, each with a 

long history. The local authorities and central government cooperate through 456 

LNOP offices in municipalities and city boroughs. LNOP employs around 19,000 

people. Of these around 14,000 are employed by the central government, and around 

5,000 are employed by the local authorities. In addition to the local LNOP offices 

there are more than one hundred special units that perform centralised duties that 

would not be appropriate for front line local LNOP offices to perform. 

LNOP has a large portfolio of legacy systems, some of them originating as far back 

as 1976. In order to move to an efficient IT situation characterised by automation and 

self-service, LNOP launched a large, high-profile IT modernisation programme in 

2012, with projects involving several contractors, employing up to 300 internal and 

external staff members. 
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2   Overall Process 

The project utilizes TOGAF [1] as its enterprise architecture framework. To produce 

the different architectural artefacts in the specification process, the programme has 

chosen the modelling languages BPMN 2.0 [10] for process modelling and UML 2.0 

[11] for information and other modelling. This paper describes how we have 

combined process modelling and information modelling in a way that has been 

fruitful in the specification process. 

We know that there are enterprise architecture frameworks in the market, such as 

ArchiMate [13], with the aim to describe the different layers of architecture in an 

integrated and holistic way. We cannot see, however, that these cover the integration 

between process and information models with a purpose as described below. We are 

aware, however, that this may be achieved using other languages and styles, but the 

aim of this paper is to describe what we did in an actual project. 

To maintain consistency and control in a project with several contractors 

developing a number of applications, and a large portfolio of legacy systems, the 

project utilizes a service-oriented [2] [3] and model driven approach, specifying 

systems and their responsibilities and interrelations within a variety of architectural 

styles and models. For an example of service-oriented modelling methodology, see 

[4].  

An ambitious goal of the project is to develop a Common Information Model, 

which is a common model for the exchange of information between applications, old 

and new, creating an information exchange language for LNOP. The motivation 

behind this is to minimize the dependencies between integrated applications, 

following an accommodated version of the pattern called Canonical Data Model [5]. 

2.1   The Overall Process for the Development Project 

The goal of the project is to develop a number of new applications based on a 

common methodology. The agile method scrum [6] [7] is used as the development 

method. The business needs are specified on two levels, both administered in 

Atlassian JIRA [8] and documented in Atlassian Confluence [9]. The top level is 

called epic. Each epic is further specified by a set of user stories. Prioritising and 

planning is performed by means of the epics and the user stories.  

Suitable sets of user stories are identified to belong to the same application, and the 

specification and modelling necessary for development starts, resulting in a Solution 

Architecture under the responsibility of the LNOP, and a Solution Specification under 

the responsibility of the contractor responsible for application development. Contracts 

for the development of a small set of user stories are then entered into and developed 

through three-week development sprints.  



 
Fig. 1. The overall development process with phases and documentation products. 

 

The paper focuses mainly on the first three steps, the planning and specification 

phase and how to work with some of the models involved. 

2.2   Definitions 

NFI – Need for Information 

The information needed by business processes at a conceptual level as 

identified by process modellers.  

NFS – Need for Services 

The services needed by a process/activity. The service is required to 

provide information as identified by one or more needs (NFIs).  

CIM – Common Information Model 

The common information model specifies the common language used in 

the data exchange between all applications. Service information models are 

based on the CIM. 

DIM – Domain Information Model 

The information model is designed to support a given application domain. 

Parts of the model will cover information to communicate with other 

application domains – accordingly DIM and CIM are related.  

2.3   Planning and Specification – The Initial Way 

The project is organized as business requirement teams, process modelling, 

information modelling and solution specification teams. The requirement teams are 

responsible for identifying business needs, specified by epics and user stories.  

The process modellers identify and model the business process models, and based 

on business needs they identify corresponding information needs.  

The information modelling teams are of two kinds: One to develop the common 

information model and corresponding service information models, and another to 

develop the domain information models.  



The solution specification teams are also of two kinds: One to develop the solution 

architectures and another to develop the solution specifications.  

LNOP as client is responsible for all teams except for the domain information 

modelling teams and the solution specifications teams that are under the responsibility 

of the contractors.  

The common information model team is continuously developing the common 

information model, and provides the solution specification team with a dedicated 

representative. Architects on the client side and on the contractor side are both 

engaged in the specification phase, presenting their work to the client’s business 

experts for the field in question for adjustment and approval. 

Initially, each model and architecture product was made separately, often with 

different people and not enough communication between the teams working on 

different models. Much time has been spent in order to align the different models, not 

to speak of the time wasted in the establishment and planning step, or even the 

construction step, because the models were not consistent with each other. Working in 

an integrated way with more than one model serves both to enhance consistency and 

to test the quality of each model. 

3   The new approach 

Getting an overview of all the dependent activities and their relations has been one of 

the biggest challenges in the project. 

The approach so far has been to look at different dimensions of the project more or 

less independently, resulting in a fragmented world of documents and models. In 

addition, the size of the project has made it extremely difficult to get the necessary 

overview of how all designed artefacts are linked and related.  

To meet these challenges, we have developed a holistic approach that integrates 

models from different domains into what we like to call knowledge models. 

A knowledge model in our terminology must include the process dimension – it 

must describe what is going on (processes and tasks). In addition the processes must 

link to other dimensions, such as information, organisation and roles, competence and 

skills, products and services, etc. depending on the purpose of the model.  

The main thought is that process models are key – they represent the glue that 

directly or indirectly ties the different dimensions together, enabling us to build 

holistic knowledge models.  

The approach has been developed in an information systems development project, 

a project within the larger modernisation programme, in a team covering roles from 

LNOP and contractor, including technical and business expert members, as well as 

process and information modellers. The task of the team has been to give necessary 

specifications for the development of a particular application, already identified in 

earlier architectural work, provide the necessary models, in particular information 

models, and identify system context and dependencies to other applications. 

The outcome has been a holistic model that includes: 



 Conceptual views of the processes (business level) identifying the need for 

information (NFI) with links to a catalogue of concepts and terms 

 Logical views of the processes identifying the need for services (NFS), and for 

data exchange between processes/applications as a first step towards aommon 

Information Model (CIM), and for information structures to support the domain 

applications 

 Logical models that combine process and information constructs in the same 

diagrams to detail the data exchange models and application domain models  

3.1   The Conceptual Models 

We have developed a way of working to combine business process models (using 

BPMN) with Need For Information (NFI) and links to the concept catalogue. The 

technique keeps the process diagram simple by linking to separate diagrams that 

model the information needs and relate them to the terms. This allows the same 

information need to be referred several places in the process diagram.  

These process models are built by business analysts who know the business 

processes and have the knowledge to identify the information needed in the processes.  

Another important part of the project is to have a concept catalogue where the 

different terms and concepts are defined, enabling a common language between 

people from different disciplines. 

 

 
 

Fig. 2. Conceptual process model identifying Need for Information (NFI) with 

links to concepts / terms. 

3.2   The Logical Models 

Below we summarise properties regarding the various logical models involved in the 

approach. 



3.2.1   Need for Services  

The project is service-oriented and needs-driven.  Needs for Services (NFS) must be 

identified early in the specification process. This is achieved by building process 

models that identify the communication between applications and add logical entities 

that represent the NFS’es to the process models.  

 

 
 

Fig. 3. Need for services illustrated. 

 

The system in focus is the application being specified. The figure illustrates that 

other LNOP systems may require services from the application being specified, and 

also that the application itself has a need for services from other service providers at 

LNOP.  

By doing this for all processes in the application being specified, and for other 

LNOP applications to be developed, the central integration team of the project gets an 

overview of all the need for services both to be provided by these applications, as well 

as those needed by the applications themselves.  

In this process the central integration team will be able to identify if the same or a 

similar service may be needed by several of the LNOP applications and then they can 

harmonize the needs and specify one service realization that supports all similar 

needs.  

3.2.2   Identifying CIM as part of Data Exchange Process Modelling 

One of the main targets in the project is to establish a Common Information Model 

(CIM), requiring a special focus on data exchange, as the modelling language used in 

the communication between applications is required to be CIM.  

The Data exchanged is represented as UML classes, as a first step towards a 

physical representation. Detailing the attributes is not required at this stage. 

In Figure 4 we specify what data are exchanged between the two applications and 

how they are represented as UML classes. The classes define the protocol used in the 

communication between the two. As the customer requires that all communication 



between applications are according to a common language model, the UML classes is 

supposed to be a part of CIM. Accordingly the definition of the UML classes has to 

take into account the already existing parts of CIM, if there are any (sub-) models 

related to the task at hand. 

 

 
 

Fig. 4. Data exchange model. 

 

The simple model shown in Figure 4 also illustrates that our approach combines 

BPMN and UML artefacts in the same model in the same diagram. By doing so, we 

take the step from process models and information models that live their own lives, to 

a combined representation of the two that focuses on the role information plays in the 

process – we take the step from information to knowledge.  

3.2.3   Identifying DIM as part of Application Processes Modelling 

The Domain Information Model is identified as the need for data objects to support a 

given application. Our approach is to model the processes that the application is 

performing and identify their need for information in the same model.  

 

 
Fig. 5. Domain information model. 

 



This is illustrated in Figure 5, which shows a standard BPMN model that includes 

data flow, combined with UML classes that detail the data objects in the process 

model. By combining the two, the information modeller understands the role the 

information will play in the application and has a much easier task of providing a 

good result. Again we take the step from information to knowledge.   

3.2.4   Knowledge Models and Information Models 

The detailed knowledge models are a result of detailing the UML classes with the 

actual attributes both for the data exchange (CIM) models and the domain specific 

(DIM) models.  

 

 
Fig. 6. Process model combined with CIM and DIM models. 

 

Figures 4 and 5 show CIM and DIM as separate models. Figure 6 has combined the 

two to show how the Common Information Model and the Domain Information 

Model both relate to the process model. CIM and DIM will always talk about some of 

the same entities, but it is not required to be in the same way.  

There are no restrictions to how DIM represents data, but to avoid complex 

transformations it is recommended that the CIM and DIM representations of a given 

entity are as similar as possible. Working with both in the same diagram will make 

this easier to achieve. 

In addition to the combined knowledge models CIM and DIM will have their own 

diagrams showing them as standard UML class models. But these are primarily 

derived from the work done in the combined process and information models.  



 
 

Fig 7. Real-world example of a process model combined with CIM and DIM 
models. 

4   Conclusion 

The novelty of the proposed requirements engineering approach as well as the usage 

experience so far is summarised below. 

4.1   Related work / added value 

The new approach presented in this paper allows us to build knowledge models that 

support the development process from conceptual to logical design models, allowing 

us to combine several dimensions in the same view.  

The approach described is similar to the use of holistic and integrated (sub)models 

in enterprise modelling [12] [13], with two major differences. Firstly, the domain here 

is not “enterprise modelling” as such, but requirements engineering as part of 

information system development. Secondly, the approach is based on integrating 

industry-standard modelling languages (BPMN and UML); modelling languages that 

were not designed for each other, but which currently are being used in the industry at 

a large scale.  



4.2   Experience with the approach 

LNOP has four major streams of IS development, and the approach was crafted in one 

of these streams and later has spread to two of the other streams. For each of these 

streams, there is a set of model producers (representing the customer, partly staffed 

with contractors) and an audience of model consumers (from the contractors). In the 

originating stream, there were two full-time process modelers, and 7-8 information 

modelers (dealing with the CIM, for all streams). The model consumers roughly are 

split into two groups, service developers and application developers. Service 

development employs 3-4 developers at the customer side (related to CIM) and 4-5 

developers at the contractor side (related to DIM and consuming CIM services). The 

application developer model audience is between 10 and 20 developers per IS 

development stream. In principle, behind the scenes there is one central information 

model and one central process model that are adapted to their audiences in tens of 

“model diagrams” each representing a particular view of the underlying holistic 

models. These model diagrams are not “uncoordinated sketches”, they are all 

mutually consistent views of the central model. The described modeling approach for 

requirements engineering in LNOP so far has been considered vital for the purpose of 

coordinating requirements engineering and development work – within the streams 

and between the streams. 
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Abstract. Most real-world business processes involve a combination of both 

well-defined and previously modelled as well as unforeseen and therefor un-

modelled scenarios. The goal of comprehensive process management should be 

to cover all actually performed processes by accurate models so that they may 

be fully supported by IT systems. Unmodelled processes can be observed by the 

Process Observation system which generates models reflecting the recorded 

behaviour. Modelled processes may be of different natures: while so-called 

“automation” processes involve little human participation and mainly orches-

trate services and applications, so-called “knowledge-intensive” processes are 

based on human expert participation. Both types of models may be enacted by 

the Process Navigation system. This contribution introduces the integration of 

both systems which leads to an approach for supporting the full range from un-

modelled processes to both automation and knowledge-intensive processes as 

well as the transition from unmodelled to modelled processes. 

Keywords: Business processes, workflow, process observation, declarative 

process modelling, process mining. 

1 Introduction 

Business process management (BPM) is considered an essential strategy to create and 

maintain competitive advantage by modelling, controlling and monitoring production 

and development as well as administrative processes [1, 2]. Many enterprises and 

organizations adopt a process model-based approach to manage their operations. Ide-

ally, this involves surveying and modelling the as-is processes and designing to-be 

processes in a way so that they may be supported by BPM technologies. In reality, 

areas remain in which the as-is process may not be documented in a formal way so 

that they may not be supported by traditional workflow systems. As a consequence, 

these areas are then excluded from IT support. However, it is desirable that these 

unmodelled processes are supported by an IT system as well and that, ideally, this 

system offers suggestions for modelling these processes. This paper presents an ap-

proach for fluently covering both situations: the execution of modelled business proc-

esses and the support during unmodelled situations with a reconstruction of the actu-



ally performed process. Figure 1 gives an overview over the structure of the approach. 

The Process Observation (PO) system covers the support of unmodelled processes. 

Based on collected execution information, best practice patterns are provisioned to 

users. These patterns are emerging with progressing enactment as the data basis 

grows. On the other hand, the Process Navigation (PN) system executes modelled 

processes. We differentiate between so-called “knowledge-intensive” and “automa-

tion processes”. In Section 2 we will have a closer look at this differentiation. We will 

justify why the application of different modelling concepts, the declarative modelling 

approach for knowledge-intensive processes and the imperative modelling approach 

for automation processes respectively, is suitable. Both types of process models can 

be executed by the PN system. For supporting both modelled and unmodelled busi-

ness processes, the two components PN and PO must be integrated. Hence, PO makes 

use of collected information and generates executable process models. These models 

can finally be enacted by the PN system. 

 

 

Fig. 1. Different components and conceptual structure of the approach 

This paper is structured as follows: Section 2 outlines the basic principles of the 

execution component for modelled processes. Section 3 guides through the ideas be-

hind the observation component for firstly unmodelled processes. Section 4 shows 

how the two components are integrated. Section 5 outlines the related work on flexi-

ble process execution and process mining. Finally, section 6 concludes the article, 

goes into the current limitations of the approach and provides an outlook on planned 

future work. 

2 Navigating through Modelled Business Processes 

Generally, IT support for business processes requires a compromise between control 

and flexibility [3]. Current solutions for executing modelled processes primarily focus 

on control. They support processes with little human participation, predetermined 

paths and predictable choices that focus on orchestrating services and applications [4]. 
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We call this type of processes the “automation processes”. They are well understood 

and highly evolved solutions exist on the market. “Knowledge-intensive processes”, 

on the contrary, are driven by human participation, often contain unforeseen paths and 

mostly depend on human decisions. The goal of the PN system is to execute this type 

of business processes models. 

2.1 Declarative Process Modelling 

Following the terminology of programming languages, there are two paradigms of 

describing business process models: the imperative and the declarative style [6]. The 

imperative way corresponds to imperative or procedural programming where every 

possible path must be foreseen at design time and encoded explicitly. If a path is 

missing then it is considered not allowed. Classic approaches like the BPEL [5] or 

BPMN [4] follow the imperative style and are therefore limited to the structured type 

of processes. In declarative modelling, on the other hand, process models specify the 

possible ordering of events implicitly by constraints instead of explicitly specifying 

all the allowed sequences of tasks. As a result, Process Navigation relies on a declara-

tive representation for supporting knowledge-intensive business processes. 

2.2 Cross-Perspective Modelling 

Declarative modelling is based on constraints that relate events of the process and 

exclude or not recommend certain correlations. Both constraints and events must be 

able to involve all the perspectives of a business process like, e.g., incorporated data, 

agents performing the work and utilized tools [7]. On this way it becomes possible to 

express realistic correlations like, e.g., the actual performing agent of a step affecting 

the type of data used in another step [8]. 

2.3 Different Modalities and Explanation 

A business process usually consists of several “facets” like, e.g., a legal framework 

(mandatory, “must”) and best practice (recommended but facultative, “should”). Clas-

sic approaches like the BPMN only allow for describing one of these facets per 

model. Combining both of them in one model greatly enhances its documentary char-

acter and allows for a BPM system to act more flexibly. An action that, e.g., is con-

trary to best practice but conforms to the legal framework is offered but marked as not 

recommended. The BPM system may even explain why the action is not recom-

mended by tracing it back to the process model. 



2.4 Implementation of the Declarative Execution Core 

The PN engine interprets declarative process models and recommends tasks to par-

ticipants and manages process data. Therefore, it has to find next feasible actions 

based on the process constraints (model) and the already performed actions (log). 

Additionally, feasible actions need to be categorised into feasible but not recom-

mended and recommended actions. This task is represented as a planning problem and 

solved by the search-based optimisation framework JBoss Drools Planner. Based on 

the current event log, it generates all feasible next actions within the boundaries of the 

process’s hard constraints (e.g. legal restrictions) and scores these actions on the basis 

of the soft constraints (e.g. best practice). Each time an action violates a soft con-

straint this violation is serves for explaining to participants why the action is not rec-

ommended. The details of this implementation can be found in [9]. 

2.5 Imperative Execution Core and Adaptability 

As mentioned above, knowledge-intensive processes do not replace automation proc-

esses. Situations remain where an imperative style of description is best suited. To 

come up with this situation, the PN consists of two distinct execution cores for each 

paradigm on a common foundation layer. Both automation and knowledge-intensive 

processes may be executed by the same system and many common aspects like persis-

tence, transaction management and management of process data are shared. 

3 Observing and Analysing Unmodelled Business Processes 

Even though Process Navigation provides more flexibility to participants by support-

ing knowledge-intensive processes, the execution of business processes is still based 

on a predefined process model. In situations where no model can be foreseen the 

process must be performed without support. Comprehensive process management 

requires methods to overcome the separation of modelling and execution phase by 

applying observation and analysis methods of executed processes [10]. 

3.1 Observing Process Execution 

In order to support unmodelled situations, the “actually” performed process needs to 

be recorded. Process Observation (PO) [11] provides a solution where participants 

record, i.e., “digitize”, what they are currently doing, i.e., they provide information 

about the process they are performing. By providing information about the process 

steps as well as incorporated data objects, the system accumulates execution informa-

tion that can be used to automatically generate process models and dynamic guidance 

feedback for future process execution [11, 14]. Additionally, it is desirable that the 

observation of unmodelled processes is already supported by an IT system. We iden-



tify two different types of support mechanisms: structural and behavioural support 

functionality. 

Structural Support during Observation. Structural support mechanisms depend 

on process “skeletons” which consist solely of process steps. These serve as static 

guidelines, i.e., independent of the users’ behaviour. By starting a special process, 

these mandatory steps are displayed to the user. This way, participants can leverage 

“templates” and additionally complete process information with dynamically occur-

ring missing steps. Structural support mechanisms are implemented by adopting con-

cepts of Adaptive Case Management (ACM) systems [12, 13].  

Behavioral Support during Observation. Behavioural support functionality 

makes use of the recorded process execution information. PO discovers workflow 

patterns that provide guidelines through the process. As the data basis grows with 

progressing enactment, quantity and quality of discovered workflow patterns will 

dynamically change. We adapted association rule mining to analyse process execution 

logs [18]. The resulting association rules are used for guiding process participants 

through process execution. Therefore, the collected process execution information of 

the PO is periodically transformed to an input dataset for association rule mining. The 

transformation algorithm is described in [18]. Subsequently, the Apriori algorithm is 

applied to this dataset. The algorithm extracts a set of association rules. Rule (1), e.g., 

claims that every time process step B has been performed after step A, process step C 

followed (numbers represent time steps). 

 A(0) ∧ B(1) → C(2)  (1) 

The PO system manages currently extracted association rules. If a users’ behaviour 

satisfies the left-hand side of a rule, i.e., in this case a user performed step B after step 

A, the right-hand side of the rule is recommended, i.e., to continue by process step C. 

3.2 Evolution of Imperative Process Models 

Although, the PO system supports users by structural and behavioural guidelines, the 

development of complete process models, e.g., for documentation purposes or work-

flow management system (WfMS) deployment, remains the main goal. Therefore, the 

PO system extracts knowledge from event logs using process mining [15] techniques. 

In cases where the recorded information represents a structured process, where every 

possible path can be described clearly, the generation of an imperative process model, 

e.g., a BPMN model can be initiated. There are several well-known imperative proc-

ess mining techniques that can be used to generate this kind of model [15]. Since the 

PN system provides an engine component for imperative modelling languages like 

BPMN [9], extracted models can deployed and executed by the navigation system. 

The PO system allows for the evolution of complete process models that form the 

basis for future process execution with the help of a WfMS.  



3.3 Extraction of Declarative Process Models 

Imperative process mining techniques construct models explicitly encoding all possi-

ble behaviours [15]. In contrast to imperative modelling, declarative models concen-

trate on describing what has to be done and the exact step-by-step execution order is 

not directly prescribed. There are several process mining approaches that are discov-

ering declarative constraints. The approach of [16] is included in the PO system and 

enables the extraction of declarative process models that can be executed by the de-

clarative engine component of the PN system [9]. As the declarative models always 

consider all possible solutions, the number of paths through the model can become 

incredibly large [14]. This is why guidance through a flexible process model is neces-

sary [17]. Therefore, best-practice workflow patterns serve as guidelines through the 

process. The combination of declarative guardrails and best practice guidelines finally 

forms an all-embracing input for powerful execution support through the application 

of the PN system. 

4 Integrating Process Observation and Navigation 

For seamlessly supporting both modelled and unmodelled business processes, PN and 

PO must be integrated. The first task is to find a common data model for representing 

the entities of process models (e.g. processes, resources, data objects) and their logs 

(e.g. events, projects, values). Processes may be represented as BPMN or DPML (de-

clarative process modelling language) process models and may consist of sub-

processes. Further model entities are the resources that perform process steps and data 

objects that may be produced or consumed. When a process is executed an instance is 

created. Process steps may be activated, i.e., assigned to potential performers and 

completed by an actual performer. When a step is completed values of data objects 

may be consumed and/or produced. The PN component writes execution logs, i.e., 

events when executing processes and may read reconstructed process models for exe-

cuting them. The PO component also writes events when observing unmodelled proc-

esses and writes models after analysing event logs. 

4.1 Specialization of Process Steps 

One way of integrating navigation and observation is the refinement of a certain pro-

cess step that has been modeled as an atomic step in the first place. The participant 

selects the step and chooses to let his/her work to be observed. When the originally 

atomic step - which is now a composite process - is finished, PO analyses the oc-

curred events and generates a process model reflecting the recorded behavior. Here, it 

is necessary to choose a suitable mining method: less-structured work should be ana-

lyzed by declarative process mining while structured routine work should be analyzed 

by imperative mining methods. The resulting model of the composite process may 

now be embedded into the surrounding process model.  



 

 

Fig. 2. Specialization of process steps by the use of Process Observation 

Consider the example from Figure 2. At the beginning, a process participant is 

guided through a predefined process model, i.e., the workflow from step A to B, by 

the process navigation system. Being on the brink of performing step B, the user, who 

is an expert in his field, has the opinion that the abstract description of process step B 

could be refined. Future process performers should benefit from a more detailed de-

scription of the work to be done. This is why the user starts the PO interface where he 

has the possibility to record his activities, in this case two atomic process steps C and 

D, and preserve them for subsequent analysis. Finally, the user marks process step B 

as completed and returns to the navigation interface where he continues the prede-

fined workflow. The above scenario covers a situation where existing models could 

be refined by expert staff while performing the process. The described functionality 

becomes even more useful, when we consider the application in the field. Here, pro-

cess participants frequently find solutions to problems on their own. This knowledge 

should be preserved for future cases. 

4.2 Executing Modelled Parts in Free Situations 

Until now the integration of PO and PN manifested in the specialization or extension 

of already predefined models by observing the actual execution by the use of PO. 

Therefore, the PN system invokes the PO system when needed. However, there are 

also cases where predefined model parts can be used in free situations where process 

execution is completely carried out only with support of PO, e.g., the observation of 

whole processes that have never been modelled before. Here, users dynamically in-

stantiate processes from predefined templates, i.e., skeletons of process models with-

out any control flow information, and add newly occurring processes. In case that a 

sub-process has already been modelled before, the available process model can be 

executed with support of PN. Hence, the PO system invokes the PN system delivering 

the process to be performed. On this way, process participants can leverage a full 

WfMS in case of a predefined process model. 

5 Related Work 

The most recent approach in the field of declarative process execution is the Declare 

framework [19]. It is based on linear temporal logic (LTL) and therefore allows for 

relating process steps by temporal and existential constraints. These constraints may 

not contain statements on data, agents or tools. The only way of relating the temporal 
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order of steps to these perspectives is to make the constraints depend on certain condi-

tions. Such a conditional constraint only applies if its condition evaluates to true. 

Though a condition could then contain statements on data, agents and tools, the actual 

constraint remains limited to temporal order and existence of steps. The other per-

spectives cannot be constrained, which reduces the expressivity of the supported 

process modelling languages. For execution, the LTL formulae of a process are trans-

formed into a finite state automaton which will then accept every trace of events that 

complies with the formulae. In order to reach a technically feasible size of the 

automaton, only the completion of a step is considered. Though a distinction between 

optional and mandatory constraints is made in the theoretical preliminaries, distinct 

modalities are not supported because only one automaton is generated for the manda-

tory formulae. Both the LTL formulae and the automaton must be transformed and 

reduced for necessary optimization reasons. Due to that, it becomes impossible to 

draw a connection between the automaton’s transitions and the originally modelled 

constraints. Therefore, Declare cannot support traceability during execution as the 

proposed actions cannot be explained. In spite of the simplifications and reductions, 

the LTL-based implementation of Declare suffers from scalability issues [20]. Process 

models of realistic size lead to large automata which have to be generated completely 

before execution. There are several approaches that are very similar to Declare. In the 

work of Sadiq et al. [21] and also in the work of Wainer et al. [22], temporal con-

straints like, e.g., serial, order and fork are used to relate steps. As for Declare, these 

constraints may neither depend on nor influence perspectives like data, agents or tools 

and modalities are not supported either.  

Adaptive Case Management (ACM) reflects a more flexible approach to support-

ing work [12, 13]. Instead of predefining every possible process step or path, ACM 

systems allow participants to dynamically instantiate processes from templates as well 

as newly occurring processes when needed. There are already mature implementa-

tions of ACM, e.g., [17]. However, existing ACM approaches lack the use of recorded 

information for guidance feedback and process model evolvement and the integration 

with WfMS. A further process flexibility approach is the ADEPT framework [26] that 

enables participants to dynamically change process definitions at run time. However, 

the approach is still based on an imperative prescription of process models that is 

often not suitable to describe less-structured processes. The work at hand provides an 

approach to combine both worlds of process support. It relies on the recording, i.e., 

logging, of actually performed processes and the subsequent analysis of the accumu-

lated execution data. We already introduced an approach for manually generating 

process execution data in [11]. However, this solution was not operational enough, 

since users where not supported, e.g., by providing process templates. Through the 

integration of ACM-concepts, usability considerably increased. Latest pattern recog-

nition methods offer the possibility to extract complete process models [15] that can 

be deployed in WfMS. Van der Aalst et al. developed techniques and applied them in 

the context of workflow management under the term process mining [15]. There are 

several algorithms that aim at generating process models automatically and focus 

different perspectives of process data. Many of these traditional mining algorithms are 

imperative approaches [15]. These methods construct imperative models explicitly 



showing all possible behaviours. Other ways to mine for process models are declara-

tive approaches. There are several declarative discovery algorithms like [16, 23].  

In cases where no complete process model could be extracted, workflow pattern 

mining methods can be used to find unknown coherencies in process logs. Represen-

tatives are sequence [24] or episode mining [25] that extract frequently occurring 

fragments of processes. However, these methods are limited to the extraction of rules 

considering the execution order of processes. Other types of process information, like 

incorporated data or agents are neglected. 

6 Conclusion, Limitations and Outlook 

This contribution demonstrates how to support the full range from highly controlled 

to fully flexible processes by integrating Process Navigation and Process Observation. 

Previously modelled business process parts (usually office work) are executed by the 

Process Navigation engine while unmodelled process parts (usually field work) are 

supported and reconstructed by the Process Observation system. A drawback of de-

clarative models is that rule-based descriptions of processes generally are known to 

suffer from understandability issues [6]. One way of addressing this problem is to 

continuously simulate the execution of a process model. Therefore, a further objective 

is to develop a framework for the stepwise simulation of declarative process models 

so that their behaviour may be completely understood. Discovering workflow patterns 

using the Apriori algorithm may result in a high number of constraints. Many of them 

are trivial like, e.g., the fact that the performer of a process step is always a person. A 

future task is to reduce the number of constraints by identifying the trivial one. 
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Abstract. Use of software tools to support business processes is both a 

possibility and necessity for both large and small enterprises of today. Given 

the variety of tools on the market, the question of how to choose the right tools 

for the process in question or analyze the suitability of the tools already 

employed arises. The paper presents an experience report of using a high-level 

business process model for analyzing software tools suitability at a large ICT 

organization that recently transitioned to scrum-based project methodology of 

software development. The paper gives overview of the modeling method used, 

describes the organizational context, presents a model built, and discusses 

preliminary findings based on the analysis of the model.  

Keywords: Business process, requirements elicitation, software development, 

Scrum, project management, tool support, business process modeling. 

1 Introduction 

This paper is an experience report from a project that had both practical and research 

objectives. The project was conducted at a large ICT organization that recently went 

through reengineering of their software development process. The reengineering 

concerned transforming this process: 

 from a traditional phase-based development approach with local software 

development teams 

 to working in an iterative manner using the Scrum project management 

methodology and employing geographically distributed teams that have cultural 

differences and may work in different time zones. 

The following two practical objectives were identified for our project: 

1. Gain better understanding of current software development practice and map this 

understanding to a model 



2. Use the model to analyze the suitability of project structure and software tools 

currently supporting the development process and find potential improvements 

both in the structure as well as the tools themselves. 

For completing these tasks, we used a business process modeling technique from [1]. 

A model build with this technique is expressed in terms of a small number of steps 

(phases) of the process and relationships of different kinds between these steps. Some 

of these relationships are well known, e.g. input/output relationships [2]; others are 

new, like weak dependencies and team intersections. [1] suggests using such a model 

for choosing an appropriate cloud service to support the process in question. In this 

paper, we apply the model from [1] for different purpose, see 2 above. In connection 

to using modeling technique from [1], the following two research objectives were 

identified for the project: 

1. Test the technique suggested in [1]. In particular, we wanted to see whether a high-

level process model suggested can be built for a relatively complex process. 

2. Test whether such a model can be used for a different purpose than originally 

suggested. 

The rest of the paper is structured in the following way. In Section 2, we describe the 

project and its organizational context. In section 3, we give a brief overview of the 

framework suggested in [1]. In Section 4, we present a high-level model of the 

software development process built based on the framework. In Section 5, 6 and 7, we 

analyze tools used for supporting the process and give our suggestions for 

improvements. Section 7 summarizes the findings and draws plans for the future. 

2 The project 

In order to achieve our objectives as outlined in Section 1, we studied the software 

development process in one of the Product Development Units (PDU) of a large ICT 

organization. The product under development was a complex, commercial-grade 

telephony switching software solution. The organization in question has recently 

transitioned from a waterfall-like, phase-based software development approach to 

more flexible iterative development process, using the Scrum framework for project 

management. Given the novelty of this transition to a new development approach, 

there was vested interest in potential findings of our study not only from us 

researchers, but also from project managers from the development unit, who were 

interested in using our results to enhance the performance of the development process 

for future product development. 

In order to gain understanding on how the development process worked, we started 

with brainstorming sessions between the members of the research team, without 

involving external stakeholders. Our research team had access to relevant 

documentation on the development process such as project plans, process workflow 

charts, and software development tools documentation. 

The results of the aforementioned brainstorming sessions allowed us to form an 

initial hypothesis around how the process worked. We formalized this hypothesis into 

a mental model, focusing on identifying the actors participating in the development 



process and the interactions between them. The intention was to use this hypothetical 

model as support to our discussions with representatives from the development units. 

Through those discussions, the model would be refined and finalized. Table 1 list and 

describes the different actors in the development process. 

Table 1. Description of actors and job roles in the product development  

Actor Description Job Role 

Project 

Management 

(PM) 

Project management is responsible for coordinating 

geographically distributed software development teams 

by ensuring that each team’s deliverables are finished on 

time. A sub-project manager is responsible for 

communicating requirements from project management 

to the leader of each team, and receiving feedback on the 

team’s progress from the team leader. A Total Project 

Manager holds regular meetings with sub-project 

managers to stay informed on the progress of individual 

teams. 

Total Project 

Manager, Sub-

project 

managers 

System 

Management 

(SM) 

System management has a broad technical perspective of 

the product under development and is responsible for 

extending the business requirements drafted from 

external stakeholders to technical requirements to be used 

by software development teams. 

System 

Manager 

Feature Team 

X (FT-X) 

Feature teams are geographically distributed software 

development teams. Each team develops a specific part of 

the product (one “feature”). A team leader is responsible 

for facilitating communication between the feature team 

and a representative from PM. 

Scrum Master, 

SCRUM team 

member 

Release 

Management 

(RM) 

Release management is responsible for integrating all 

features delivered from the feature teams into a complete 

product and authorizes the software for commercial 

release by doing quality assurance (“acceptance testing”). 

Quality 

Assurance 

(QA) Manager, 

QA-team 

Using data from Table 1, we identified a number of individuals representing different 

actors and interviewed them. The interview questions concerned the type and quality 

of interactions of the actor being interviewed with other actors, in order to identify 

potential issues hindering the efficiency of these interactions (for example a sub-

optimal performance of a tool leading to inefficient communication).  

3 Overview of the high-level business process modeling 

According to [1], a high-level business process model consists of the following 

elements (syntactical units of the modeling language): 

 Steps that represent work-packages to be completed in the process, each step 

having a unique name. 



 Relationships between the steps. Relationships are typed and there can be more 

than one relationship between a pair of process steps, different relationships 

belonging to different types. Depending on the type, relationships can be 

symmetrical, or asymmetrical. In case of asymmetrical relationships there can exist 

up to two relationships for a given pair of steps. An example of an asymmetrical 

relationship between the steps is the input/output relationship. If a relationship 

exists between steps A, B it means that there is formalized output from step A that 

is used as input for step B, but not the opposite. 

 We introduce two ways of depicting a model for a particular business process, 

namely using a graphic notation or relationships matrices. 

 In the graphical form, the model consists of a set of diagrams, one for each type of 

relationships. In a diagram, steps are represented as rectangles (boxes) that have 

step names as labels inside them. Relationships are represented as lines between 

the step boxes.  

 In the matrix form, the model consists of a set of square matrices, one for each type 

of relationships, where both columns and rows correspond to the process steps. 

Intersection between a row and a column in a matrix shows a relationship between 

the two steps. The type of content in the cells depends on the relationships type.  

In this paper, we mostly use the matrix form for depicting a model, as it is easier to 

work with matrices in a formal way. Some relationships are basic, i.e. they are 

determined when building a model. Other relationships are derived to be used for 

determining requirements on tools to support the process. A derived relationships 

matrix is obtained via transforming a matrix of one of the basic relationships, or via 

merging two or more other matrixes.  

We assume that the number of steps chosen for building a model is rather small 

(under 10, preferably 5 or 6), so that the whole model is compact in both its matrix 

and graphical form. Having a small number of steps means that each step represents a 

rather large work package, which on its own can be split in smaller steps later. 

A detailed description of the relationship matrices, which constitute the semantics 

of our modeling language, is presented in the next session wherein we describe the 

model built for our case.  

4 The model described 

4.1 Steps 

We identify seven steps in the PDU software development process as illustrated in 

Fig. 1 (together with input/output relationships, see section 4.2).  The central and most 

complex part of the diagram in Fig. 1 is the development of separate software 

modules (part of the total software product, also known as “features”) and their 

integration coordinated by project management. Due to the size and complexity of the 

product, software development is split to parts and assigned to different teams across 

the world. These parts are also known as product features, representing a subset of the 

functionality of the complete product. Each team delivers their own feature; hence the 



teams are given the name “feature teams”. Feature teams periodically deliver their 

part of functionality to Release Management for integration with other features. Note 

that in some cases, there exist inter-dependencies of features; in this case, a feature 

developed by one team may depend on a feature developed by another team. In such 

cases, one team has to wait for the other to deliver, which can cause delays to the 

release schedule (see section 4.2). 

Fig. 1. Software development steps and input/output relationships (partial view). 

For reasons of simplifying the model (see Fig. 1), we present only two feature 

development steps (features A and B, developed by feature team A and B 

respectively).  In a realistic scenario, there can be more than two such steps; however, 

we consider the abstraction to two steps sufficient to capture feature teams 

interdependencies, wherein feature B depends on feature A. The rest of this 

subsection describes the steps in our model in greater details: 

1. BR: Business (product) requirements –   The business requirements are created as 

a result of a process involving identification of a business opportunity, discussion 

on its commercial viability, and ultimately drafting of a formal business 

requirements document stored in a product management tool. 

2. TR: Technical (design) requirements – business requirements are converted into 

design requirements using the expertise of the System Management group (see 

Table 1). The outcome is a list of technical requirements stored in a requirements 

management tool. Typically, from one high-level business requirement, a number 

of technical requirements are created. 



3. AR: Assigning requirements to feature development teams – the technical 

requirements are analyzed and their implementation is assigned to various teams. 

The process of analysis and assignment is done in meetings with participants from 

the feature teams, as well as project and system management. At the same time the 

schedule of delivery to Release Management is designed, with the intention to 

meet the deadlines set by the project timeline. 

4. FD-A: Feature A development – this step represents the internal process of a team 

developing feature A. In case of feature dependencies, team A has to deliver both 

to the Release Management team for integration with other deliverables, but also to 

team B – for integration with their own deliverable, which depends on feature A. 

Feature team A in this case would receive bug reports – if any – on their 

deliverable from both team B as well as the release management team. 

5. FD-B: Feature B development - this step represents the internal process of a team 

developing feature B. In this case, the team expects to receive some part of 

functionality of feature A from feature team A before it can deliver to integration. 

There is an open line of communication via a bug reporting system towards feature 

team A in case bugs are discovered. 

6. IC: Implementation Coordination – This step contains the activities of project 

management, which is responsible for coordinating development among feature 

teams and the release management team. Project management receives feedback on 

the development progress from the feature teams and communicates task 

prioritization based on the current project status and needs. Project management 

therefore ensures that release management receives the software deliverables from 

feature teams in time and maintains an open line of communication with release 

management, which reports back on whether the integrated feature set meets their 

quality requirements or there are any residual defects (e.g. bugs, missing 

functionality) found in one or more of the deliverables. 

7. RM: Release management (integration) - In this step, a set of engineers forming 

the RM team integrates all deliverables from the feature teams. After integration, 

the RM team tests the product feature set in a process known as acceptance testing. 

If integration is successful and acceptance testing meets the quality criteria of the 

RM team, then the integrated feature set can be released to the customer (in what is 

known as Product Release – PR). In any other case, the product release schedule 

towards the customer is delayed and the issues observed in acceptance testing are 

submitted through an online bug tracking system to the feature teams (project 

management is also notified). 

4.2 Input/output relationships in detail 

Input/output relationships show dependencies of one step on the results achieved in 

another. In graphical form, the dependencies are represented as arrows between the 

steps, where the text attached to an arrow explains the nature of the output from one 

step serving as an input into another (see Fig. 1, 2).   



Fig. 2. Detailed view of the input/output relationships between the last 4 steps of the software 

development process under study. Relationships missing from Fig.1, are presented in bold. 

They show a feature inter-dependency scenario, where feature B is dependent on feature A. 

Table 2. Input/output relationships as a matrix 

Output 

 

Input 

BR TR AR FD-A D-B IC RM 

BR        

TR *Product 

req. spec. 

      

AR  *Design 

req. spec. 

     

FD-A   *Feature A 

req. spec. 

,Schedule 

  Priorities Bug reports,  

Preliminary 

integration. 

FD-B   *Feature B 

req. spec., 

Schedule 

Early 

versions 

of code 

 Priorities Bug reports, 

Preliminary 

integration 

IC   *Split  

schema, 

Schedule 

Status 

info 

 

Status 

info 

 

 Status info 

RM   *Split  

schema, 

Schedule 

*Code 

and 

instruct.  

*Code 

and 

instruct.  

Schedule 

changes 

 

 



In matrix form, input/output relationships are shown in the following fashion: Cell 

(a,b) in the matrix, where a refers to a column and b to a row, specifies what result 

(i.e., output) from column step a (if any) is used as input to row step b. In addition to 

the name of result, a cell can be marked with asterisk (*) indicating that the result is 

required for step b to be started the first time. The input/output matrix as shown in 

Table 2, represents formalized casual relationships between the steps that are 

analogues to input/output connections in IDEF0 specification [2]. In addition to the 

formalized relationships, there could be informal input/output relationships between 

the steps, which are explained in Section 4.4. 

4.3 Parallel execution and dependencies 

The parallel execution matrix shows whether two steps are allowed to be executed in 

parallel. If ongoing activity inside step a does not forbid carrying out activity in step b, 

then both cells (a,b) and (b,a) are marked with x (the matrix is symmetrical). If none 

of the steps can run in parallel, the parallel execution matrix will be empty. This 

would be the case if the system development process in our example was carried out 

in successive phases (e.g. waterfall model). In our case, Business requirements, 

Technical requirments and Assigning requirements are executed in the sequential 

fashion, while Feature A,B dvelopment, Implementation coordination and Release 

management run in parellel. Due to the lack of space, we do not show this matrix. 

[1] suggests combining the input-output matrix with parallel execution matrix to 

get a new view on complexity of the process. Table 3 is produced by merging Tables 

2 and a corresponding parallel execution matrix according to a simple rule: cell(a,b) 

get crossed in the new table only if the cell is non-empty in both input-output matrix 

and parallel execution matrix. As only the last four steps are completed in parallel, 

we show in Table 4 only dependencies between the last four steps (all other cells 

will be empty. We will refer to the merged matrix as to parallel dependencies matrix.  

The cross in cell(a,b) in this matrix means that steps a and b can run in parallel at the 

same time as b is dependent on results from a. 

The parallel dependencies matrix shows the potentially weak points in the process 

that require special consideration, otherwise the process will not run smoothly. 

Table 3. Parallel dependencies  between the last four steps of the model 

 FD-A FD-B IC RM 

FD-A   x x 

FD-B x  x x 

IC x x  x 

RM x x x  



4.4 Weak dependencies 

Weak dependencies show whether one step might require information from another 

step that is not part of the relationships formalized in the input/output matrix. For 

example, IC may want to inspect the source code of a troublesome module to 

determine the severity of the problem when re-scheduling delivery. Cell (a,b) in this 

matrix specifies what kind of information from step a might be needed to complete 

step b. A part of the weak dependencies matrix for our systems development process 

is given in Table 4. This part concerns the most troublesome spots in the development 

process – the one that have parallel dependencies. 

The concept of weak dependencies reflects the needs for informal communication 

in the frame of a process instance. It is not always possible to include everything that 

might be needed for the next step in the formal results, as different instances might 

require completely different information from the previous steps. It is better to start 

looking for this information on the demand basis, i.e., when there is a need for it. 

Table 4. Weak dependencies 

 FD-A FD-B IC RM 

FD-A  Explanations of 

code behavior 

 Explanation of test 

results/bug reports 

FD-B Details on the status 

Explanations of test 

results/bug reports 

  Explanations of test 

results/bug reports 

IC Details on the status  Details on the status  Details on the status 

RM Explanations of 

code behavior 

Explanations of 

code behavior 

  

4.5 Teams and their relationships 

The teams matrix shows the presence of collaborative teams and their relationships. 

The presence of teams is shown in the diagonal of the teams matrix :cell (a,a) is 

marked with the light gray color if the team for step a consists of more than one 

person. The non-diagonal elements show whether the teams participating in different 

steps intersect. If the teams for steps a and b intersect but not coincide, we mark both 

cells (a,b) and (b,a) with the light gray color. If the teams coincide, we mark these 

cells with the dark gray color. We also use the lighter gray color if the intersection is 

very “thin”. In our case, all steps have teams, and many teams intersect. The 

composition of the teams in terms of Table 1 is as follows (due to the lack of space, 

we do not present the matrix itself): 

 BR team = External stakeholders (see Section 4.1) + SM 

 TR team = SM + PM + representatives of FT-X, and RM 

 AR team = SM + PM + representatives of FT-X, and RM 

 FD-A team (FD-B has the same structure) = FT-X + Subproject-manager from PM 

 IC team = PM 



 RM team = RM 

By merging the weak dependencies matrix with the teams matrix (Section 4.5), we get 

a view on the needs for inter-step collaboration. The part of the merged matrix for the 

last four steps is shown in Table 5. The cells with weak dependencies but without 

grey background warrant special attention when considering tool support. They mean 

there are needs for informal exchange, while teams do not intersect. Even the non-

empty cells with the background color very light may require special attention as 

intersection may not be strong enough to serve as the only channel for informal 

exchange. As can be seen from Table 5, in our process, there are a number of empty 

cells with the white background, or only a slightly gray one. This requires special 

attention when analyzing the tools used for process support. 

Table 5. Weak dependencies merged with Teams matrix 

 FD-A FD-B IC RM 

FD-A  Explanations of 

code behavior 

 Explanation of test 

results/bug reports 

FD-B Details on the status 

Explanations of test 

results/bug reports 

  Explanations of test 

results/bug reports 

IC Details on the status  Details on the status  Details on the status 

RM Explanations of 

code behavior 

Explanations of 

code behavior 

  

5 Requirements on tool support 

Our previous research on business process support services lists a number of 

capabilities to be expected from process support tools [1]. In this paper, we will 

consider only three of them, namely: (1) Information Logistics Support (ILS), aimed 

at providing process participants with all information they need to complete their 

work without being overwhelmed by the details that are not relevant; (2) intra-step 

collaboration support aimed at providing a team working on the same step with 

means to store/retrieve intermediate results and communicate internally 

synchronously and/or asynchronously; (3) inter-step collaboration support for 

providing the teams, or individuals working on different steps with means to access 

intermediate results obtained in each other’s steps and communicate between them 

synchronously and/or asynchronously. 

ILS is important to have when there are input/output dependencies between the 

steps the teams of which do not coincide and can be provided in two ways: (a) by 

sending the results to the next step team, e.g., via email; (b) by providing a shared 

space where the results are stored and made available for the participants of the next 

step.  The second type of logistics is more appropriate when there are loops in 

input/output flow and/or there are parallel dependencies. Loops can be detected via 

analysis of the input/output matrix (see Section 4.2). Presence of loops is identified by 



symmetrical non-empty elements in this matrix (or a derived matrix with transitive 

input/output relationships [1]).  

In our case, Table 2 shows several loops (they are also visible in Fig. 1 and 2). 

Presence of loops indicates that the same input can be provided several times which is 

best handled by a shared space with version control. Parallel dependencies identify 

that input can be sent in portions, and the next portion can negate what has been sent 

in the previous one. When such disrupted input is expected, prompt notification of the 

new portion arrival is needed. This can be arranged via shared spaces supplemented 

by notification mechanisms. Table 2 shows a number of parallel dependencies which 

should be taken care of by process support tools. 

Intra-step collaboration support is required when there is a team in at least one 

step. The presence of step teams can be seen in the teams matrix (see Section 4.5). As 

was mention in Section 4.5 there are teams for each step identified in our process, 

which warrants the needs for intra-step collaboration support.  

Inter-step collaboration support is required when there is informal information 

exchange between the steps the teams of which do not intersect, or their intersection is 

too “thin”. These situations can be identified by analysis of the derived matrix 

acquired by merging the teams matrix with the weak dependencies matrix, see Section 

4.5. Table 5 includes non-empty elements with white background (no intersection) or 

very light background (“thin” intersection), showing importance of intra-step 

collaboration support for our process. 

6 Tools in use 

General Purpose Tools (GPT) such as email, word/spreadsheet processors and instant 

messaging are used when necessary while the specialized tools listed below have 

specific functions: 

 AB – Automated Build, continuous integration tool for building snapshots of code  

 BR – Bug Tracker, an in-house developed bug reporting tool 

 DE – Development Environment for authoring code. 

 FT – Tool for function and unit test - automated test framework  

 FS – Secure file server, for feature teams to deliver code to Release Management 

for integration or to other feature teams in case of feature inter-dependencies. 

 PPM – Product and Portfolio Management tool for project management. 

 RC – Requirements Composer for defining and following up the requirements. 

 ST – Automated System Testing tool for regression testing 

 TM – Test Management Tool for documenting test cases  

 ST – Scrum Tool for backlog management. 

 RP – Version control system, for collaborative code development in feature teams. 

The mapping of tools to teams that use them is summarized in Table 6. The diagonal 

shows which tools are used in each step, other cells show the tools used for 

transferring input/output (Table 2) or as channels for weak dependencies between the 

steps. Thus, the non-diagonal part of Table 6 comprises two matrixes: one describes 



tools used for ILS (input/output), while the other is related to intra-step collaboration 

(weak dependencies). 

Table 6. Tool usage 

 BR TR AR FD-A FD-B IC RM 

BR PPM       

TR PPM,GPT RC,PPM      

AR  RC RC,PPM     

FD-A   RC DE,FT,FS, 

RP,ST,TM 

GPT GPT BR,FS 

FD-B   RC FS,BR,GPT DE,FT,FS, 

RP,ST,TM 

GPT BR,FS 

IC   RC GPT GPT RC,PPM BR,GPT 

RM   RC FS, GPT FS,GPT GPT AB,BR,ST,TM 

7 Analysis of tools in use 

Through analysis of tools, we found lack of support for weak dependencies between 

IC on one hand, and features teams and RM on the other (see the IC-row in Table 5).  

In order to learn about the status of the features development, project management 

manually checks with each feature team their progress (i.e. through e-mail or phone 

conversations), and records information on it in a spreadsheet. Because of the 

subjective nature of the progress reports, the project manager we have interviewed has 

to invest additional time to keep track of progress for some of the teams. To improve 

support for weak dependencies, a tool that provides integrated picture of the teams 

activities seems necessary. Such a tool could analyze activities around different 

requirements assigned to a team, e.g. code compilations, bug reports, etc. and give 

warnings on suspicious too much activity or luck of such. 

8 Concluding remarks 

In this paper, we applied the theoretical framework for selecting software tools for 

business process support from [1] to a real case of software development process in a 

multinational telecommunications provider. From our analysis, we found that the 

software development process was missing a tool for communicating the progress of 

software development from the features teams to Implementation Coordination which 

could result in delayed release schedules. In this way, we got a partial prove of 

applicability of the framework to complex processes and its usefulness. 
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Abstract. ERP systems were fundamental in achieving efficiency gains
in traditional manufacturing companies. In order to make the benefits of
ERP utilizable by IT service providers, their processes need to be opera-
tionalized in ERP. IT service management (ITSM) frameworks describe
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1 Introduction

Information Systems researchers have intensively discussed the industrialization
of IT [1]. Standardization is one of industrializations core concepts achieving
efficiency gains in value creation.

Enterprise Resource Planning (ERP) systems have been fundamental in tra-
ditional industries in order to support standardization. They are packaged appli-
cation systems, support all processes and functions of an enterprise on a common
database, and provide managers with a comprehensive view of the company’s
state [2, 3, 4]. ERP systems such as SAP’s ERP usually ship with predefined
processes that are proclaimed to be best practice and serve the standardization
concept.

An IT service is ”a service provided by an IT service provider. [It] is made
up of a combination of information technology, people and processes.”[5] The IT
service industry consists of providers offering such services.

This paper argues that ERP systems, as they have supported companies of
traditional industries in their value creation, are also suitable to support certain
members of the IT service industry. In particular they can further standard-
ization with a common process model. IT service management is ”the imple-
mentation and management of quality IT services that meet the needs of the



[customer’s] business. ITSM is performed by IT service providers through an
appropriate mix of people, process and information technology.”[5]. IT service
management represents the core of IT service providers’ business which therefore
should also be the core business concept of a provider’s ERP.

The ERP envisioned will address the needs of members of the IT service
industry that exhibit, in their service production, a high degree of standard-
ization and automation with resulting economies of scale. These providers will
often serve external customers offering large quantities of the same service. IT
providers offering very individualized services, e.g. some specialized software de-
veloping, are not seen as users of such an ERP system.

An IT service management framework implemented in an ERP will serve
the goal of standardizing processes within IT service providers. However, no
academically researched reference model of an ERP system for the IT service
industry taking an IT service management framework as a basis exists [6].

There are a number of IT service management frameworks that define the
processes of IT service provider’s core business. They provide process descrip-
tions which could serve as a basis for creating the predefined processes that are
part of ERP software.

The ITSM frameworks’ processes are mostly defined using natural language,
but, if they shall be operationalized by implementing them within an ERP sys-
tem they need to be formalized. This paper defines formalizations as models
and meta-models, but also as taxonomies and ontologies as they can formalize
natural language definitions [7]. Thus, the first research question of the paper is
the following. RQ1: What is the current state of the art of formalizations of IT
service management frameworks?

Many authors describe the IT Infrastructure Library (ITIL) as the worldwide
de facto standard for IT service management (e.g. [8]), which was also confirmed
by the framework’s documentation itself [9]. Often ITIL is called best practice
and some authors even go as far as awarding it generic reference model status
[10]. However, ITIL is a framework of common practices [11] which lacks scientific
foundation [11, 12]. Thus, because more than twenty other frameworks exist
[6] that are related to or intended for ITSM, the second research question is:
RQ2: Which ITSM framework should be chosen as a basis for describing ITSM
processes in an ERP for the IT service industry?

The identified works will provide starting points for the conceptualization of
an ERP system. However, only some points are addressed. Thus, the task of the
third research question is the following. RQ3: In what areas is further research
necessary to build an ERP for the IT service industry?

The following section presents the literature review that was conducted to
answer the research questions. These answers are developed in section 3. The
paper ends with a conclusion section.



2 Literature review

Seuring and Müller describe how a literature review can be conducted in four
steps [13]: collection, descriptive analysis, category selection and material eval-
uation.

2.1 Material collection

In material collection the scope of the search has to be set: finding publications
that contain formalizations of ITSM frameworks. Thus, articles’ abstracts should
contain the abbreviation or full spelled word IT service management as well
as the different defined types of formalization. ITSM is strongly related to IT
Governance, therefore, the term was included as well.

To gain up-to-dateness publications not older than five years were searched,
setting the timeframe to 2007–2013. Databases were selected that have a good
coverage of information systems and computer science topics. Not all potentially
relevant journals and conferences are covered this way. However, the references
in identified relevant papers were also analyzed. Thus, the limitation of ignor-
ing outlets is alleviated. Checking the references also limits the constrainedness
of scope set by the timeframe. The parameters of the material collection are
summarized in table 1.

Keywords: ((ITSM OR ”IT service management” OR ”IT Governance” OR
”IT-Governance”) AND (model OR ”meta-model” OR meta-model OR meta-
modelling OR ”meta-modelling” OR taxonomy OR ontology)

Timeframe: 2007 – 2013

Databases: ACM Digital Library (ACM), AIS Electronic Library (AIS), Direc-
tory of Open Access Journals (DOAJ), EBSCOhost (EBSCO), IEEE Xplore -
Digital Library (IEEE), SciVerse ScienceDirect (SVSD), and SpringerLink (SL)

Table 1. Material collection: keywords, timeframe, and databases

Papers had to be published in a journal or conference proceeding and be
written in English. When all the articles were retrieved their abstracts were
read, and irrelevant papers were sorted out. After the remaining papers were
read in depth irrelevant papers were sorted out again. Papers were excluded
whose topic was curriculum related, or which were introductory articles such as
prefaces or editorials. Some authors formalize relevant content, Ebert et al. [14]
for example present an IT service model, but do not base their work on an IT
service management framework. These papers are also considered irrelevant.

Table 2 shows the number of papers that were analyzed in the different stages.
The high rate of irrelevant publications may be explained by the very general

word model. Also some IT Governance publications were not relevant. Searching
the references of the identified publications from table 2 identified six relevant
papers [22, 23, 24, 25, 26, 27]. The structured literature review was extended



Source Collect Abstract Full text Papers

ACM 7 1 1 [10]
AIS 35 7 2 [15, 16]
EBSCO 13 1 0 -
DOAJ 3 0 - -
IEEE 106 36 4 [17, 18, 19, 20]
SVSD 4 2 1 [21]
SL 135 2 0 -

SUM 303 49 10

Table 2. Relevant papers in each stage: Collecting the papers, reading the abstracts
and reading the papers’ full texts.

by an unstructured search which found two additional papers on Google Scholar
(GS) [12, 28]. Furthermore, several different management frameworks exist which
include or are primarily designed for ITSM. A comprehensive collection of these
frameworks was identified in [6]. These were analyzed for containing ITSM for-
malizations. IBM Tivoli Unified Process [29] was selected from amongst the 24
frameworks because it formalizes ITSM processes with workflow diagrams.

The descriptive analysis of a structured literature review will often feature a
trend analysis of the number of papers identified per year in the search frame.
However, due to the small number of found papers such an analysis is not per-
formed here. The next section will describe the category selection and subsequent
material evaluation.

2.2 Category selection and evaluation

In total, twelve works were identified that report on a formalization of an ITSM
framework. The difference between sixteen identified papers and twelve works
exists because Valiente et al. and Goeken and Looso report in different papers
on the same model in different stages. A first result, as demonstrated by table 3
which categorizes the works by ITSM framework, is that considerable academic
effort has been invested into the modelling of ITIL. Alongside ITIL, COBIT and
ISO/IEC 20000 have also been researched.

The results also show that different versions of the framework were used,
but only Huang et al. appear to have used a version of ITIL that was outdated
at the time of publishing their paper. As none of the works are based on the
newest versions of the frameworks, they need to be updated if applicable. The
update from ITIL v3 to ITIL 2011 only comprises error corrections that are
not substantial [30]. However, changes made in the update from COBIT 4.1 to
COBIT 5 include newly added processes and the improvements are described as
considerable [31]. The revisions made to ISO/IEC 20000 include alignment to
other standards, change of terminology, and clarification of concepts [32].

Consequently, different versions of the ITSM frameworks have to be consid-
ered when updating the process model of an ERP system in order to align it



Authors Framework Framework version Articles

Goeken and Looso COBIT COBIT 4.1 [23, 24, 15]
Spies COBIT COBIT 4.1 [19]
Braun and Winter ITIL ITIL v2 [10]
Jäntti and Eerola ITIL ITIL v2 [25]
Huang et al. ITIL ITIL v2 [18]
Valiente et al. ITIL ITIL v3 [27, 28, 20, 21]
Strahonja ITIL ITIL v3 [26]
Goeken et al. ITIL ITIL v3 [12]
Baiôco et al. ITIL ITIL v3 [22]
Rohloff ITIL ITIL v3 [16]
IBM primarily ITIL ITIL v3 [29]
Brenner et al. ITIL, ISO/IEC 20000 ITIL v3, ISO/IEC

20000:2005
[17]

Table 3. Papers categorized by author and by ITSM frameworks

with the perhaps revised practices. This will come with challenges when pro-
cesses were customized.

2.3 Limitation

This study is limited because it searches in a limited timeframe and a limited
number of publication outlets. However, the analysis of the references of the
relevant works somewhat alleviates this. In addition, the search was restricted
to abstracts. This was done because databases have different search fields, but
with all databases abstract based search was possible and therefore it seemed
to be more consistent not to look in different parts of the paper in different
databases. However, more relevant papers might be found if title and keywords
fields would also be included. Last, the keywords represent a set of formalization
terms which might not be exhaustive. This was tried to be addressed with the
very general term model.

Now, considering the previous section ITIL, COBIT and ISO/IEC 20000 are
only three frameworks of over 20 frameworks. Thus, the results section starts
with answering the second research question.

3 Results

3.1 Choosing an ITSM framework

Considering the results depicted in table 3 it seems clear which ITSM framework
the authors whould choose: ”ITIL, of course, maybe COBIT and maybe ISO/IEC
20000”. Why would they be right, considering that there are alternatives and
ITIL, COBIT and ISO/IEC 20000 have not been scientifically conclusively eval-
uated? The three frameworks are based on extensive industry experience and
have all undergone a rather extensive review and maturement process. They can



be seen as proven practice solutions to manage the IT services of a firm. There
might be other good or better frameworks. But these are the most widely ap-
proved and most widely adopted frameworks which exist to date. Thus, when
conceiving an ERP for the IT service industry, which is supposed to be adopted
by a lot of firms, a framework should be chosen that is close to what companies
are already doing. Alternative approaches should however be analyzed in order
to improve ITIL, COBIT and ISO/IEC 20000 if applicable.

Ensuing RQ2 comes the question of why COBIT and ISO/IEC 20000 should
be used when ITIL is used. To answer this it is helpful to first look at the
frameworks themselves. According to the first book of ITIL’s documentation [5],
ITIL shall provide guidance to IT service providers for their ITSM practices.
It underlines the wide pervasion but also makes clear that organizations need
to adopt ITIL according to their needs because it is not a standard. The au-
thors of COBIT [33] underline the governance and management character of the
framework. In contrast to ITIL it calls itself a holistic framework for enterprise
IT, not specifically for ITSM. With the standard ISO/IEC 20000 [32] organi-
zations can get certified that they manage their IT services according to the
requirements outlined by the standard. The three frameworks are not mutually
exclusive. COBIT is in parts based on and aligned with ITIL and ISO/IEC 20000
[33]. Whereas COBIT describes more what to do, ITIL describes how to do it
[33]. ISO/IEC 20000 can be seen as a smallest common denominator of what is
necessary to manage IT services. These assessments are also substantiated by
looking at the randomly selected process of capacity management. Its descrip-
tion covers 22 pages of prose text in ITIL [34], four structured pages featuring
bullet-lists and tables in COBIT [35], and a half of a page in ISO/IEC 20000
with requirements list and limited prose text. According to Sahibudin et al. [36]
ITIL and COBIT cover the same processes except incident management.

Thus, as the frameworks are not mutually exclusive they can all serve different
aspects of building an ERP for the IT service industry. This will be elaborated
on in the next sections.

The following section answers the first research question.

3.2 Current state of the art of ITSM formalizations

Table 4 shows the different works with their type of formalization, the scope,
and the type of disclosure. The scope column describes if an individual process
or multiple processes are formalized. In order to conceptualize an information
system it is necessary to have full access to the formalization. Thus, the fourth
column describes to what extent the formalization is disclosed.

Goeken and Looso, Goeken et al. and Strahonja build meta-models of CO-
BIT and ITIL. Amongst the three, Goeken and Looso’s work is the one that is
most broadly covered which is why it is presented here. They justify their choice
because COBIT is structured and attempts to provide a holistic view on IT man-
agement. Goeken and Looso develop their meta-model in order to improve the
scientific basis for ITSM frameworks. The model, which is presented in extended
entity relationship notation, describes the structure of COBIT processes. This,



Authors Formalization Scope Disclosure

Goeken and Looso meta-model cross-process full
Spies ontology cross-process partial
Braun and Winter meta-model IT service full
Jäntti and Eerola conceptual model problem management full
Huang et al. meta-model incident management full
Valiente et al. ontology cross-process full
Strahonja meta-model cross-process partial
Goeken et al. ontology cross-process partial
Baiôco et al. ontology configuration management partial
Rohloff process model cross-process partial
IBM process model cross-process full
Brenner et al. information model cross-process partial

Table 4. Papers categorized by type of formalization, by scope, and by type of disclo-
sure.

for example, enables the addition of compliant new processes. The meta-model is
built by adhering to a set of established modelling principles which Goeken and
Looso extend by three principles of their own, particularly developed for meta-
models. Among the found literature, theirs is the most extensive description of
methodology used for creating a formalization.

Both Valiente et al. and Spies use ontologies. While the former authors for-
malize ITIL, Spies formalizes COBIT. They further define constraints and are
consequently able to add semantics to their ontology. The work by Valiente et
al. is more extensive which is why it is discussed in detail.

Valiente et al. develop their ontology of ITIL because the framework lacks
semantics needed for automated processing. They integrate their ontology with
the general purpose ontology OpenCyc. The full ontology is disclosed in [28]. By
additionally defining constraints they can achieve semantic model consistency.
Using the Semantic Web Rule Language, they define, for instance, that if an
incident management activity is coordinated by a specific process, then that ac-
tivity must be coordinated by an incident management process:

itil:Activity(itil:ICTD IM Activity) ∧ itil:Process(?p) ∧
itil:coordinatedByProcess(itil:ICTD IM Activity,?p)

→ itil:IncidentManagement(?p)

This enables them to define or test processes according to ITIL compliance.
Valiente et al. validate their approach at a Spanish IT service provider who
implemented the IT incident management process.

Jäntti and Eerola, Huang et al., and Baiôco et al. build conceptual models,
a meta-model and an ontology for problem management, incident management,
and configuration management. Rohloff builds process models for all ITIL v3
processes, but only discloses the model of one process as an example. IBM Tivoli
Unified Process (ITUP) however, provides process models for all IT service man-



agement processes of ITIL and fully discloses them. According to the authors,
ITUP is also closely aligned with several other ITSM frameworks, but the main
source is ITIL. ITUP has no scientific foundation, but its authors claim that it
is based on extensive industry experience. Thus, when using ITUP in a scientific
context, it should be scientifically evaluated.

Braun et al. developed a meta-model of an IT service in order to integrate
IT service management with enterprise architecture. The meta-model could be
used as a data model, but, Brenner et al. provide a more convincing approach
although they do not fully disclose their work. They adapt and extend the Shared
Information/Data Model which is related to the enhanced Telecom Operations
Map (eTOM). Their information model is developed to be compliant with ITIL
and ISO/IEC 20000. It is intended to be used by companies that share processes
and therefore need to exchange information in a standardized way.

Some work has been conducted in order to formalize ITSM. One difficulty is
that the ITSM frameworks comprehensively cover their domain. The identified
formalizations often only cover certain processes or aspects of the frameworks.
Also, complete and soundly scientific evaluated formalizations are rare. Amongst
the identified work the one by Valiente et al. stands out in these regards.

In the next section the third research question is answered: What future work
needs to be done in order to build an ERP for the IT service industry?

3.3 Future work in conceptualizing an ERP for the IT service
industry

Scheer describes five views that need to be considered when developing infor-
mation systems [37]: organization, data, control, function, and output. When
conceptualizing an ERP system these views offer a structure for determining
what needs to be conceptualized. The identified literature partially fits to three
of these views.

An information system is designed to support an organization. Different users
have different duties, needs, or may have different authority levels. Therefore,
access rights and functional roles need to reflect the organizational structure.
COBIT provides structured and extensive information on process responsibilities
and could consequently serve as a basis for this part of the ERP.

In the data view an information model for all relevant data must be devel-
oped. Here, the proposal from Brenner et al. [17] provides a promising founda-
tion. Brenner et al. chose ISO/IEC 20000 for their data model. This was a good
choice because a standard compliant data model will serve cross organizational
collaboration and a common understanding of ITSM concepts.

The control view connects the organizational, the data, the functional and
the output view into a sequential and logical series of process steps. Considering
the analyzed literature, two alternatives exist for integrating ITSM processes as
”best” practices into an ERP system.

The first is utilizing complete formalizations of ITIL such as done by IBM
[29]. This has the advantage that the processes can be used as is. It has, however,



been stated that ITIL should not be implemented by dogmatically following the
guidelines [5, 38] but also considering the individual firm’s requirements.

An alternative is presented by Valiente et al. [21] who formalize the knowledge
of ITIL in an ontology and define constraints by which they can add further
semantics. For an ERP system this approach could be used in order to allow
customers to define their own processes that would be compliant with ITIL.
Of course this means that when taking the system into operation an initial
investment has to be put into implementing the processes.

As mentioned in the previous section the identified works lack the compre-
hensiveness of the formalized ITSM frameworks. Thus, the first open research
gap is to evaluate and consequently extend the proposals for completeness.

The function view is described in ITIL: How are the services composed? What
functions are required to provision a certain service? These questions need to be
answered for firms individually, but a general formalization is still required. A
potentially fitting concept might be the universal service description language
(USDL) [39] which holds ready appropriate concepts.

Furthermore, the output view has not been addressed yet. Two aspects are
how to publish and bill services. Again the possibilities of the USDL should be
investigated here. It also needs to be considered how far the value creation (in this
case the service provision) should be integrated into the ERP system. Different
tools exist to support provisioning and it needs to be determined how much of
their functionality the ERP system shall provide. This question is closely linked
with potentially missing competitive advantage when an IT service provider uses
standard software, because the more standardized the more difficult it is to have
a competitive edge.

The mentioned starting points for the individual views all represent mere
conceptual work. Also, their compatibility has not been evaluated. Thus, these
concepts should be implemented and their combination tested. Also it needs
to be decided how everything should be fit together. Will the control view for
example be implemented by a monolithic system or could it be distributed on
different systems via a service oriented architecture?

The last section concludes the paper.

4 Conclusion

In order to conceptualize an ERP for the IT service industry, this paper ar-
gues that ITSM frameworks must be formalized in order to operationalize them
within ERP. A literature review was conducted in order to capture the respec-
tive current state of the art. Meta-models, ontologies, conceptual models, and
process models were used for formalizations. Interesting approaches towards for-
malization include the work by Valiente et al. and Brenner et al.. Valiente et al.
provide means, via an ontology and a rule set, to determine if an ITSM process
is ITIL compliant. Brenner et al. use an information model which was closely
aligned with the eTOM framework to adapt it to ITIL and ISO/IEC 20000.



Their model can serve as a data model for an information system supporting
ITSM.

The paper also comes to the conclusion that ITIL, COBIT and ISO/IEC
20000 are the frameworks that should be focused on when developing an ERP
system for the IT service industry.

This study identified the following points which need future work. The iden-
tified work needs to be evaluated for completeness. Furthermore, for the output
view foundation the following needs to be determined: How can an IT service
provider describe its services and functions adequately? How can the output of
an IT service provider be supported? How comprehensive shall an ERP solution
be in order to enable IT providers to maintain their competitive edge through
individual IT solutions? Additionally, how can the different views be fitted to-
gether in an architectural framework?
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Abstract. This study reports on the experience of enterprise modeling within 

the ERP (Enterprise Resource Planning) system implementation project in an IT 

company in Poland. The project was complex due to project-intensive company 

organization and resulting information requirements, comprehensive logistic 

and service processes, and the necessity of ERP integration with specialized 

service applications. The study seeks to analyze the role of enterprise process 

modeling during the initial phases of large-scale implementation projects. It 

discusses modeling process from the perspective of human resources, tools 

employed, and process organization. Conclusions highlight both mistakes and 

best practices observed in the modeling process. Main findings indicate that the 

strategic significance and risk of modeling process increase along the scale of 

company’s activities and complexity of processes and environment. 

Keywords: ERP, implementation, modeling, pre-implementation analysis. 

1   Introduction 

ERP system adoptions run the risk of failure which grows with the complexity of a 

company’s business processes and scale of operations. Among critical success factors 

for this kind of projects, the significant roles are played by an adequate definition of 

requirements, project team experience, and involvement of the adopting company 

resources [4]. Considering model approaches to the ERP lifecycle, it appears that the 

pre-implementation analysis is the main stage which ends in the agreement and 

definition of the requirements for the target system [10, 14]. In consequence, we may 

conclude that a good pre-implementation analysis is a critical precondition for a 

successful ERP adoption project. 

During pre-implementation analysis, the modeling of enterprise and its business 

processes is performed [1, 3]. The importance of these activities grows along the level 

of changeability of a company’s economic setting. This particularly refers to 

transition economies, i.e. economies in transition from communist style central 

planning system to free market system [11]. The fast changing business environment 

in transition economies results in the necessity to treat enterprise modeling as a 

separate project with a separate contract and agreements [15]. 



The goal of this study is to report on the experiences in enterprise modeling and 

pre-implementation analysis performed within the ERP adoption project conducted in 

a company from IT industry in Poland, a transition economy. The focal company is 

characterized by a project-oriented management approach, complex internal 

processes, and extensive range of internal IT systems. This study provides details on 

the modeling process and discusses observed best practices and mistakes. This report 

concludes with the discussion of the effectiveness of the whole adoption project and 

possibilities of its improvement through good practices applied during the modeling 

and analysis stage. 

2   The Case Company and ERP Implementation Background 

A company from IT industry, named “IT Firm” in this report, is the focal organization 

in this study. A company providing implementation services in the considered ERP 

adoption project in named “ERP Supplier”. IT Firm specializes in computer system 

integration and company activities include the following: 

 System integration – IT Firm is a nationwide integrator of computer systems and 

its activities and services include analysis of customer needs and resources, 

systems design, pilot project implementations, final project implementations, 

acceptance tests, and post-implementation maintenance. 

 Building automation systems – IT Firm offers a majority of currently available 

systems used in modern buildings and provides technical consultancy, integrated 

design, and project implementation and maintenance. 

 IT services and outsourcing – implementation and maintenance of the ICT 

infrastructure of the company’s clients, on a both standard and outsourced basis. 

The company has 18 branches scattered over the whole country and offers its 

services to companies and institutions operating in public administration, banking 

and financial sector, telecommunication, manufacturing, trade, and service. The 

company employs 400 people. 

IT Firm is a project-driven organization and its activities are divided into projects 

conducted for the company’s clients and governed by the signed contracts. The key 

information required by the company’s management refers to the projects 

profitability, which requires the granular and multidimensional cost and profit 

accounting. For the purpose of this study we will call various dimensions of cost and 

profit accounting (i.e. projects, organizational units, product and service types etc.) 

controlling cross-sections. The data gathered within an organization (payroll, 

purchase and sale invoices, etc.) have to be classified (recorded) simultaneously into 

all controlling cross-sections that are important from the perspective of managerial 

analysis. The company needed the reporting mechanism able to present the 

aggregated data in multidimensional controlling cross-sections. IT Firm, before 

making a decision on the implementation of a new software solution, was using an 

ERP system which did not have any dedicated module for project management or 

analytical tool satisfying the requirements of a project-driven approach. As a result, 

improvement in project reporting became the first goal of the new system 

implementation. 



The second goal included the optimization and integration of business processes 

within the whole organization. The most difficult area involved services, with a 

special focus on so called service logistics. The company employed a dedicated portal 

to manage service requests, accessible by both customers and company’s employees 

from various departments such as service, logistics, and call center. Using service 

portal, a client registers its service requests and then is able to track their status. The 

service portal was not integrated with the ERP system which resulted in process 

discontinuity and excessive workload required in order to meet service deadlines. In 

consequence, optimization and integration of IT processes and systems became the 

second goal of the new system implementation. 

3   Enterprise Modeling Process in IT Firm 

3.1   Implementation Methodology 

The implementation methodology, adopted in the project conducted in IT Firm with 

the support of ERP Supplier, is based on three pillars: 

 international project management standard PRINCE 2 [2, 8], 

 agile project management methodologies such as SCRUM [12, 13], 

 flexible architecture of the system being implemented and the provider’s extensive 

experience gained during a few hundred implementation projects in various 

industries. 

The implementation methodology hinges upon three basic rules: 

 phased approach to project planning and control, 

 project tasks progress monitoring on the basis of project products, 

 prototyping during the phase of user requirements implementation. 

The whole implementation project cycle is depicted in Fig. 1. Next sections shortly 

describe two aspects of the methodology: main stages of the project run (Pre-

implementation analysis and Requirements implementation) and project task 

verification rules. 

 Pre-implementation analysis – involves specification of processes, with a map of 

top-level processes as a starting point for creating a hierarchical list of processes. 

Next, the processes are being decomposed into the elementary processes. 

 Requirements implementation – is the longest stage of the project and is 

conducted together with trainings, which is imposed by the prototype approach. 

This approach involves creating prototypes of elementary processes defined at the 

analysis stage. The prototype is delivered to the Key Users for testing. Then, after 

introducing corrections to the prototype, repeated testing takes place and such an 

iteration repeats until the final acceptance of the prototype, which becomes part of 

the new final solution.  

The project stages and methods of progress verification illustrate the key role of 

pre-implementation analysis, which should include appropriate definitions of 

processes being implemented in the new solution. Processes become project products 



that, in the next stages, form a framework for the project schedule and control 

mechanism. 

 

Fig. 1. Implementation project stages in IT Firm 

3.2   Implementation Project Run 

ERP system selection process in IT Firm started in 2006. In May 2007, a decision on 

enterprise system implementation had been made. The chosen system has been 

produced and implemented by the ERP Supplier. Two elements determined the 

system choice: (1) an extended project management module integrated with the other 

modules and (2) the overall system flexibility caused by its multi-layer architecture 

and a range of software tools enabling system customization. The general project 

schedule covered a one year time period with a productive start scheduled for 

January 1, 2008. 

The general project schedule was divided into the following stages: 

 Project preparation (PP) 

 Analysis of business requirements (ABR) 

 Implementation, divided into functional areas 

 Logistics and sales 

 System adaptation 

 System testing 

 Productive start 

 Stabilization 

 CRM (with similar sub phases as in the case of logistics and sales) 

 Finance and accounting, fixed assets, HRM 

The analytical works started in June 2007. In practice, phases PP and ABR have 

been merged. During the first meeting, project managers from both sides agreed the 
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rules of project team composition, methods of communication and control, and the 

schedule for the first month of analytical works. A project initiation document (PID) 

has been prepared, which was presented during the first meeting of the analytical 

team (kick-off meeting). 

3.3   Analytical Team 

The project team involved the following stakeholders: 

 Steering committee – a body of top management representatives from both 

companies delegated to the project supervision. In the analyzed project, the 

committee has been lead by a vice-president of IT Firm, who also served as a 

project sponsor. The supplier’s side was also represented by a person from top 

management – a director of operations in ERP Supplier. 

 Project manager – was responsible for supervision and coordination of activities 

conducted by units involved in the project from the IT Firm’s side. Project 

manager was responsible for communication in the project team and with the 

steering committee. Project manager, together with project coordinator, made 

operational decisions in the project. In the analyzed project, project manager role 

was played by a director of IT department in IT Firm. 

 Project coordinator – was responsible for supervision and coordination of 

activities conducted by units involved in the project from the ERP Supplier’s side. 

In the analyzed project, project coordinator role was played by a director of 

implementation department in ERP Supplier. 

 Key users – a team of specialists from various areas of IT Firm involved in all 

stages of the project and responsible for verification of all solutions being 

implemented (project products). In the analyzed project, key users were recruited 

among managers of departments and teams working in the areas affected by the 

implementation project.  

 Key developers – employees of ERP Supplier with broad implementation 

experience in individual functional areas. Responsible for creating and delivering 

project products. A team for analytical support was involved among ERP 

Supplier’s representatives. Its members were responsible for implementation 

methodology, analytical tools, and documentation. 

3.3   Analytical Tools 

A document named Pre-implementation Analysis (PA) was the main product of the 

analysis stage. It was a model of information system in the organization managed 

with the help of the new IT system. In the analyzed case, PA also included 

organization- and project-related elements (e.g. schedule). The adopted approach to 

enterprise’s information system was based on the structural analysis and design [16] 

where models of data and processes were the most important elements of the system. 

PA document was divided into the following parts: Analysis organization, 

Organizational characteristics, Map of processes with proposed solutions, Project 

organization, and Schedule. 



Process model. Process model included Data Flow Diagrams (DFD) and process 

specification. 

 Data Flow Diagrams (DFD) – depicts the system as a grid of information processes 

connected by data flows and data repositories. In the analyzed project, the 

modeling process started at the topmost level (level 0) which illustrates all main 

information processes of the organization (see Fig. 2). Next, each main process is 

decomposed and detailed until the elementary process. 
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Fig. 2. IT Firm’s DFD 0 

 Process specification – each elementary process was defined with the help of a so 

called process card. Specifications were created in natural language; however, 

thanks to a formalized layout of the process card, they were unambiguous and 

precise. On the whole, IT Firm’s model included 82 processes specified in this 

way. 

Data model. The most important tools in data model included data dictionaries. 

 Data dictionaries – included: element name, description, type, necessity, and 

default value. The field “description” was especially important as it defined and 

clarified the understanding of attributes in the analyzed organization. 



3.4   Analysis Run 

During the preparatory stage of the project, the project team was divided into domain 

teams created for the following areas: service, logistics, sales/CRM, finance, and IT. 

The adopted division turned out to be not adequate as, from the very beginning, 

people from service and logistics areas worked together. The schedule assumed 

meetings of teams at the same time and place so that mutual experience could be 

exchanged. However, in time, such a discipline disappeared and in consequence area 

teams worked according to their individual schedules and often in distant regions of 

the country. 

Activities in the area of service and logistics. The team met on a regular basis 

and adopted the most detailed analytical perspective. The IT Firm’s logistic team had 

a previous experience in business process modeling gained in past projects, when they 

used MS Visio and created process diagrams similar to BPMN notation [9]. This 

experience was very useful during the analysis and definition of company processes 

using DFD and process cards. The logistic team was very involved and motivated 

which resulted from the large scale of the team activity, as they had to handle a few 

thousand of service requests per month. In fact, a very difficult aspect of service-

logistic activities was connected with the necessity of using two separate software 

tools. Customers, servicemen, call-center workers used the service portal for 

registering and handling requests. Logisticians, in turn, were handling materials and 

service equipment in the ERP system. In consequence of the analysis, the required 

interface was defined. 

Activities in the area of finance. The financial team adopted an assumption that 

only processes relevant for the activities of financial department have to be modeled, 

such as cash register, bank transfers, and chart of accounts. The logistic team adopted 

an opposite assumption and presumed that the financial team is responsible for the 

definition of accounting schema and business rules binding logistic and accounting 

operations. In consequence, these connections were defined just during the project 

run, which was sometimes connected with changes in processes. Overall, the 

requirements overlooked origin of data and impact of other areas’ requirements on 

controlling processes. It was assumed that members of other teams would handle 

controlling-related issues in their processes. Overall, processes were defined at a very 

general level and did not reach elementary level. 

Activities in the area of sales/CRM. The sales/CRM team worked separately 

from other groups due to its distinct location. Before the project start, this area 

employed the largest number of nonintegrated software solutions, mainly desktop 

applications. In consequence, the vision of a uniform, integrated solution was very 

difficult to develop. The team did not put any effort into a detailed modeling of the 

client acquisition process and preparation of offers or contracts depending on a 

client’s business background. The process definition was restricted to a text-based 

description linked to the abovementioned sales procedure and other official 

regulations. The data structure analysis nor process decomposition was not 

performed. 



4   Discussion and Lessons Learned 

The discussion of findings has been conducted using an approach similar to the 

perspectives employed in the previous section, i.e. human resources, tools, and 

analytical process run. We arrived at this decision considering the three main 

components of information systems: organization, management, and technology [5] 

and also drawing from product development and operations management area [6]. 

4.1   Human Resources 

Project management staff empowerment. In the analyzed project, the 

empowerment of the chief of the steering committee, who was also the project 

sponsor, played a very significant role. The appointed person was a member of the 

company board, which assured access to company’s resources. The project manager, 

who was an IT director, assured an effective project organization and good 

communication with the ERP Supplier’s team. Nonetheless, the key users’ 

empowerment raises doubts because, despite having adequate knowledge, they did 

not have a crucial influence on organizational changes or team members’ availability. 

Knowledge exchange between the analytical and implementation teams. The 

key determinant of the overall ERP implementation success is connected with 

transferring knowledge about the organization from the analysis stage to further 

stages. This transfer may refer to explicit knowledge (e.g. analytical documents) and 

tacit knowledge (e.g. gathered in the analysts’ minds) [7]. The applied 

implementation methodology, proposed by ERP Supplier, assumed that the key 

developers were also leaders of the area teams. Such a solution turned out very 

beneficial during the later phases as the key developers started to get to know people, 

organization and their problems right from the beginning of the project. 

Coordinating the effects of analytical works. The role of the project manager 

was to manage the organizational aspects of the project. She was not responsible for 

the quality of the final product, which was the PA document in the investigated case. 

Building on the experience of the analyzed project, the suggested recommendation is 

to empower the project manager with authority to control the final effect of conducted 

works. 

4.2   Tools 

Modeling organizational and system structure. The formal organizational structure 

was missing in the PA document. Such a structure is a basis for developing roles and 

user rights in the system. Skipping roles in process modeling prevents the analysts 

from discovering possible organizational responsibilities and interdependencies which 

may result from differences between allocated and actually performed organizational 

duties. 

Process modeling. In the applied process modeling, the context level was missing, 

where the organization should be modeled as a black box with emphasis put on 

objects from the environment handled by the information system. The most 



convenient tool for illustrating and negotiating system behavior, used by many system 

analysis and design frameworks, are context diagrams [16]. In practice, lack of this 

perspective leads to overlooking major system stakeholders. In the analyzed case, 

missing context level resulted in lack of answer to a fundamental question: for whom 

the system is being built? 

Modeling inter-system interfaces. Interfaces between information systems are 

usually difficult and risky elements; therefore, they should be carefully modeled 

during the analysis stage. In the investigated case, the modeling was restricted to the 

textual description what the resulting changes were in the service system when a 

particular process activity occurred in the ERP system. A data exchange mechanism 

useful for software developers was not modeled, although the system was supposed to 

work in an on-line mode. Building on the experiences of the analyzed study, the 

authors suggest to develop a prototype of a partial interface in order to verify if the 

project assumption were satisfied. 

4.3   Analysis Run 

Phased approach and budget. In the investigated project the pre-implementation 

analysis was a separated stage; however, its results could not have had impact on the 

project budget and time. The authors’ suggestion therefore is to keep an 

implementation contract not signed until the analysis stage is finished, even with the 

possibility of canceling the whole project. 

Domain-based analytical works. The division of the analytical team on the basis 

of business areas might not match the developed process model. It is difficult to 

prevent such a situation; however, it is beneficial to be aware that the initial division 

might be subject to change. Learning from the investigated project, it is suggested to 

delegate “inspectors” of the analysis integrity. In the discussed case, such inspectors 

might have been recruited from the controlling or project management departments. 

5   Conclusion 

This study investigated experiences of enterprise modeling gained during the complex 

implementation of an ERP system in a company operating in IT industry in Poland. 

Such projects bear significant risk of failure which increases with growing complexity 

of a company’s business processes and scale of operations. The performed analysis 

indicates that the risk of failure is inversely proportional to the quality of a developed 

enterprise model and this relationship is influenced not only by technical factors, but 

also by human-related and organizational elements. The investigated case illustrates 

that the following factors had the most significant influence on the modeling quality: 

 too general level of process definition, 

 unclear definition of interfaces between the ERP system and legacy systems, 

 lack of consistency in the application of the adopted methodology, 

 lack of supervision over the whole modeling process. 



In general, this study’s findings suggest that the properly conducted pre-

implementation analysis is a very significant instrument in minimizing risk of 

implementation project failure. Therefore, increased resources invested in a high 

quality analysis are strategically justified and should pay off. 

References 

1. Berio, G., Vernadat, F.: Enterprise modelling with CIMOSA: functional and organizational 

aspects. Production Planning & Control, 12(2), 128--136 (2001) 

2. Bradley, K.: Understanding Prince 2. Spoce Project Management Limited, Dorset (1997) 

3. Dalal, N.P., Kamath, M., Kolarik, W.J., Sivaraman, E.: Toward an Integrated Framework 

for Modeling Enterprise Processes. Communications of the ACM, 47(3), 83--87 (2004) 

4. Finney, S., Corbett, M.: ERP implementation: A compilation and analysis of critical success 

factors. Business Process Management Journal, 13(3), 329--347 (2007) 

5. Laudon, K., Laudon, J.: Essentials of Management Information Systems. 10th Edition, 

Prentice Hall, Upper Saddle River, New Jersey (2012) 

6. Morgan, J.M., Liker, J.K.: The Toyota Product Development System: Integrating People, 

Process and Technology. Productivity Press, New York, USA (2006) 

7. Nonaka, I., Takeuchi, H.: The Knowledge-Creating Company: How Japanese Companies 

Create the Dynamics of Innovation, Oxford University Press, Inc., New York (1995) 

8. OGC: Managing Successful Projects with PRINCE2® 2009 Edition. The Stationery Office, 

London (2009) 

9. Panagacos, T.: The Ultimate Guide to Business Process Management: Everything you need 

to know and how to apply it to your organization. Theodore Panagacos (2012) 

10. Ross, J.W., Vitale, M.R.: The ERP Revolution: Surviving vs. Thriving. Information Systems 

Frontiers, 2(2), 233--241 (2000) 

11. Roztocki, N., Weistroffer, H.R.: From the special issue editors: Information technology in 

transition economies. Information Systems Management, 28(3), 188--191 (2011) 

12. Schwaber, K.: Agile project management with Scrum. Microsoft Press, Washington, USA 

(2004) 

13. Schwaber, K., Sutherland, J.: Scrum Guide, Scrum Org, http://www.scrum.org/Scrum-

Guides (2011) 

14. Somers, T., Nelson, K.: A taxonomy of players and activities across the ERP project life 

cycle. Information & Management, 41, 257--278 (2004) 

15. Themistocleous, M., Soja, P., Cunha, P.R.: The Same, but Different: Enterprise Systems 

Adoption Lifecycles in Transition Economies. Information Systems Management, 28(3), 

223--239 (2011) 

16. Yourdon, E.: Modern Structured Analysis. Prentice Hall (1989) 



Methodology of Building ALM Platform for Software 

Product Organizations 

Ivo Pekšēns 

 

AS Itella Information Mūkusalas 41b, Rīga, LV-1004 Latvija 

ivo.peksens@itella.com 

Abstract. This work investigates Application Lifecycle Management (ALM) 

and elaborates a methodology for building an ALM platform for organizations 

dealing with manufacturing of software products. The meaning of platform is 

defined and available ALM platforms on the market are analyzed as a part of 

the methodology execution. Emphasis is put on basic principles coming from 

PLM – Product Lifecycle Management which are about integration of different 

parts and roles in an organization with the purpose of better information 

exchange that positively impacts business agility, performance and visibility. 

Keywords: Application Lifecycle Management, Software products, Tool 
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1   Introduction 

Application Lifecycle Management (ALM) is a term coined in various sources, 

(examples [1], [2], [3]) around Information Technology (IT) industry during the last 

decade, but no two definitions are the same. Often the scope of ALM is narrowed 

down to software development activities only, including maintenance at best. A more 

detailed investigation (examples [4], [5], [6]) shows that ALM is very similar to PLM 

– Product Lifecycle Management which covers much broader scope – from idea till 

end of life of the product. The question is – if software is a product why cannot ALM 

cover the same scope as described by PLM, especially taking into account the 

maturity of the latter? (Term PLM is rooted in manufacturing and has been widely 

used for years describing the whole lifecycle of the physical/hardware products). 

The idea behind PLM is to solve the problem of un-integrated work of different 

roles and parts of an organization that collaborate on product throughout its lifecycle 

[7]. The main elements of the solution are product information flow, visibility and 

availability that make the work integrated and effective which is crucial for product 

innovation in today’s fast pace business world. 

The ALM platform in short encompasses all the technical means that enable the 

above stated qualities of the information throughout the software product lifecycle. 

While it is possible to build such a platform from existing tools and systems, market 

offers out-of-box ALM solutions [8], [9], [10], [11] specifically addressing the 

software product lifecycle management. Vendors like IBM, Microsoft, Hewlett 

Packard and others are the key players in this market niche. 



Organizations participating in software business usually have some set of tools in 

place therefore obtaining an out-of-box ALM platform is a huge responsibility and 

requires a thorough fit-gap analysis  prior to making the decision. 

This article describes the elaborated methodology for building the ALM platform 

based on current state of an organization producing software products. At the end, 

execution (partial) of the methodology with fit-gap analysis method to four ALM 

platforms available on the market is presented. 

2   Structure 

The elaborated methodology consists of two parts: 

 ALM Readiness check – describes/defines target organization’s product lifecycle 

against ALM Reference model; 

 ALM Tool investigation – investigates tools that support the described product 

lifecycle and evaluates them accordingly to ALM Reference Requirements 

(derived from the ALM Reference model). 

Figure 1 illustrates the mapping of the methodology foundation (ALM Reference 

model and ALM Reference requirements) to the product lifecycle and its tools. 

 

 
 

Fig. 1. The mapping of the methodology foundation to the product lifecycle. 

2.1   ALM Reference model 

In order to build the ALM platform, reference points are needed. Investigation of the 

information about IT industry shows that there is a lack of independent, objective 

guides/methods for ALM type of solutions. Variety of sources [12], [13], [14], [15], 

[16], [17] has been researched and none of it describes the whole lifecycle of the 

software product in a clear, concise way. For this reason originally constructed ALM 

Reference model for building ALM platform is presented that defines and integrates 

ideas from various approaches into one common model that covers the whole 

lifecycle of a software product very similar to how PLM does [7]. See Figure 2. 



 

Fig. 2. ALM Reference model. 

Birth/Growth/End-Of-Life block is either a starting, improvement or end-of-life 

point for the product. Depending on organization, this may be a small set of few 

separate products reaching to huge program and product portfolio management 

processes that are targeted in this block. This block maintains product’s full 

information that is updated on frequent basis. 

Business model block is the place where product’s feasibility is validated before 

the actual product development is started. It is included in the model as extension to 

classical project management. It is proposed to function according to innovative way 

of creating business models as proposed by A. Osterwalder [18]. Its main benefit is in 

being a visual one-pager style look [19] at the project/product/idea from many 

perspectives which leads to much more precise validation of financial information. 

R&D block represents Research & Development phase of the model which 

includes finding the right technology and running software development according to 

some of known software development approaches [20]. 

Production/CRM block is the last phase which mainly includes processes like 

Release and Customer Relationship Management (CRM). Challenges in here are 

release strategy choice, actual release management, customer feedback incorporation 

into development and similar. The key idea of this block’s relation with block 1 is 

getting the real production statistical data and CRM data as input into block 1 for 

correct and timely decision making about the fate of the existing products 

(termination, further development, new product). 

Analytics is the core of this model as it is meant as continuously analyzing part of 

processes and information in other blocks. It can be divided into internal and external 

parts. Internal is any type of analytics solution up until enterprise level business 

intelligence implementations [21], whereas external is interface to something as Big 

Data
1
. 

                                                           
1 From http://visual.ly/big-data: “Big Data is data that is too large, complex and dynamic for 

any conventional data tools to capture, store, manage and analyze. The right use of Big Data 

allows analysts to spot trends and gives niche insights that help create value and innovation 

much faster than conventional methods” 

http://visual.ly/big-data


Main feature of the model is Integration which makes all parts of it work as one 

system. This way it achieves high agility and visibility of information under 

processing. 

2.2   ALM Reference requirements 

In order to execute partially the methodology with fit-gap analysis method, twenty 

nine ALM Reference requirements are derived from the ALM Reference model that 

represent the model’s blocks in more details. See Appendix: ALM Reference 

requirements
2
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Fig. 3. ALM Readiness check flowchart – first part of the elaborated methodology. 

3   ALM Readiness check 

Figure 3 shows the first part of the methodology as introduced in Section 2. Its goal is 

to verify if the target organization that wants to build an ALM platform is ready for 

this undertaking. The ALM Readiness check identifies and reveals the software 

product lifecycle inside the organization and if necessary aligns it with the defined 

ALM Reference model. The result of this check is a clear description of the product 

lifecycle, for example, in a widely used swim lane format. 

                                                           
2
 Some of requirements are not shown due to space limitations. 



 

 

4   ALM Tool investigation 

The second part of the methodology – ALM Tool investigation is based on the fact 

that all processes need tools in order to be executed; therefore it deals with the 

investigation of the technical means, which are mainly software application tools that 

support the execution of identified software product lifecycle. See Figure 4. 
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Fig. 4. ALM Tool investigation flowchart – second part of the elaborated methodology. 

As it can be seen (Figure 4), Activities 10 and 11 references to OSLC
3
 and Tasktop

4
. 

The reason for that is their knowledge in integration of diverse set of vendors/tools 

                                                           
3 http://open-services.net/ - Open Services Lifecycle Collaboration - An open community 

building practical specifications for integrating software. 

http://open-services.net/


that produce software product manufacturing tools and applications for use by IT 

industry players. Emphasis is on the fact that ALM platform might be either one 

complete solution from one vendor like, for instance, IBM or it can consist of various 

tools made by various vendors. The key thing is to make them all work integrated, so 

they can be called the ALM platform. ALM Reference requirements representing the 

ALM Reference model can be considered as an instrument to verify the conformity of 

the tools that form the ALM platform to the proposed ALM Reference model. 

5   ALM platform analysis 

For execution (partial) of the elaborated methodology, test organization is introduced 

that has passed the first part of the methodology and has one vendor ALM platform 

in-house. This way the second part of the methodology gets executed that deals with 

the tools. Four participants were chosen according to Gartner [12] and Forrester [13] 

recommendations and those are IBM Rational, Microsoft Visual Studio ALM, Rally 

Software ALM and Atlassian based ALM ([8], [9], [10], [11]). Analysis approach is 

based on information investigation which is available mainly on the vendor websites. 

Neither real world testing, nor customer feedback survey was used. Fit-gap analysis 

method was used with the twenty nine requirements as described in section 2.2. 

Tables 1 – 7 show ALM platform analysis scores. 

Table 1. ALM platform overall analysis score. 

 Fit Partial fit Gap 

IBM Rational 12 8 9 

Microsoft Visual 

Studio ALM 
11 6 12 

Rally ALM 11 7 11 

Atlassian ALM 5 7 17 

Table 2. ALM platform Birth/Growth/End-Of-Life block analysis score. 

 Fit Partial fit Gap 

IBM Rational 1 1 1 

Microsoft Visual 

Studio ALM 
0 2 1 

Rally ALM 2 1 0 

Atlassian ALM 0 1 2 

                                                                                                                                           
4 http://tasktop.com/ - Commercial organization, specializing in software development tool 

integration. 

http://tasktop.com/


 

 

Table 3. ALM platform Business model block analysis score. 

 Fit Partial fit Gap 

IBM Rational 0 1 2 

Microsoft Visual 

Studio ALM 
0 0 3 

Rally ALM 3 0 0 

Atlassian ALM 0 0 3 

Table 4. ALM platform R&D block analysis score. 

 Fit Partial fit Gap 

IBM Rational 10 3 1 

Microsoft Visual 

Studio ALM 
10 2 2 

Rally ALM 5 4 5 

Atlassian ALM 4 4 6 

Table 5. ALM platform Production/CRM block analysis score. 

 Fit Partial fit Gap 

IBM Rational 1 2 2 

Microsoft Visual 

Studio ALM 
1 0 4 

Rally ALM 1 1 3 

Atlassian ALM 1 1 3 

Table 6. ALM platform Analytics block analysis score. 

 Fit Partial fit Gap 

IBM Rational 0 1 3 

Microsoft Visual 

Studio ALM 
0 2 2 

Rally ALM 0 1 3 

Atlassian ALM 0 1 3 

Table 7. ALM platform integration feature analysis score. 

 Fit Partial fit Gap 

IBM Rational 1 3 0 

Microsoft Visual 

Studio ALM 
1 0 3 

Rally ALM 2 2 0 

Atlassian ALM 0 2 2 

 



Overall (Table 1) the highest score goes to IBM Rational and none of the platforms 

completely conforms to the proposed ALM Reference model. Tables 2 – 5 show 

scores for other blocks. Integration feature (Table 7) the highest score goes to Rally 

Software ALM. 

6   Conclusions 

Emphasis was put on looking at software products similarly as it is done in other 

areas, for example, car manufacturing. The reasons for this are to underline that the 

making process of software products is very much alike. Integration of tools and 

information flow becomes very crucial in this case. The elaborated methodology for 

building the ALM platform is model based, the latter being introduced also as part of 

the work. The reason for this is shortage of such models as shown by the research. 

Although this is an original work, the model itself is put together from already 

available information about the subject of software based products. The methodology 

itself consists of two parts – product lifecycle definition and lifecycle tool 

investigation. As our work shows, in majority of cases, ALM platforms are built on 

top of existing tools not obtained as out-of-box solutions. Nevertheless, testing the 

model and reference requirements on ALM platforms available on the market allowed 

us to conclude that none of those conform the model for 100%. The reasons behind 

this might still be very diverse interpretation of what is ALM by different vendors 

resulting into delivery of appropriate solutions as well as shortage of solid, industry 

accepted knowledge about ALM the same like it is about PLM. 
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Appendix: ALM Reference requirements 

1 ALM Reference model: Birth/Growth/End-Of-Life  

1.1 Product profile There must be support for seeing general product 

information - name, status (idea, development, 

maintenance, ending), versions, lifespan and similar. 

Multiple products (portfolio) support is mandatory. 

1.2 Product backlog There must be a centralized storage of product backlog. 

It must be possible to filter it, based on various criteria 

(proposed, approved, denied, etc.). Important attribute 

of each entry is its financial value. 

1.3  Product roadmap There must be a way of describing product roadmap 

and product releases with names, dates and possibly 

other information. 

2 ALM Reference model: Business model  

2.1 Idea validation It must be possible to validate idea of a new product. 

Approach like “Business model generation” can be 

used. This feature must allow modeling business value. 

2.2 Release validation It must be possible to validate any new release of an 

existing product similar to 2.1 and it also must be 

linked. This feature must allow modeling business 

value. 



3 ALM Reference model: R&D 

3.1 Release backlog Depending on the method used, here must be a 

possibility to create subset of requirements from the 

product backlog according to product roadmap. 

3.2 Waterfall methodology 

support 

It must be possible to run development projects 

according to waterfall method. 

3.4 Iterative  methodologies 

support 

It must be possible to run development projects 

according to iterative methods. 

3.5 UML and other 

diagramming for 

requirements definition 

It must be possible to complement requirements with 

diagrams in different notations. 

3.6 Source control Various types of source control must be supported by 

the platform. 

3.7 Programming language 

independence 

This part of platform must also be vendor independent - 

thus allowing performing work in variety of 

technologies (.NET, C/C++, Java) or it must be easily 

extensible to accommodate different frameworks. 

4 ALM Reference model: Production/CRM 

4.1 Release management There must be possibility to manage several releases of 

the product. It must be clearly visible in which state is 

each release. Besides, generation of release notes must 

be possible as well. 

4.2 Production deployment It must be possible to deploy the finished release into 

the production environment or mark the release as 

ready to manufacturing (RTM) in case of 

shippable/embeddable product. 

4.4 CRM It must be possible to use the same environment that is 

used for R&D also for handling support requests as 

well as perform CRM activities. This part of ALM 

platform must be integrated with ERP system of the 

enterprise or any other that holds customer/partner data. 

5 ALM Reference model: Analytics 

5.1 Connections Analysis block of the solution must take data from 

other blocks around it. If there is no built-in Analytics 

sub-system, that supports integrated work of blocks 1-4, 

it must declare options on connectivity with other 

analytic solutions/enterprise systems. 

5.2 Social media monitoring Analysis block must be social networking friendly. It 



must be possible to search in public social media data 

according to keywords. Example of such solution is 

“Hoot Suite” 

5.3 Web data monitoring It must be possible monitor and search information in 

public web according to keywords. 

5.4 Existing data warehouses There must be possibility to connect and make use of 

existing data marts, databases and other sources of data 

for analysis purposes. 
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1   Introduction  

The goal of an enterprise model is to support analysis of an enterprise and to model 

the relevant business processes and how they relate to the rest of the enterprise such 

as how the work is organized and resource utilisation. Enterprise models and model-

ling have been defined by several authors; e.g. Fox and Gruninger describes an enter-

prise model as a computational representation of the structure, activities, processes, 

information, resources, people, behaviour, goals and constraints of a business, gov-

ernment, or other enterprise [1]; Bernus defines Enterprise Modelling as a collective 

name for the use of models in Enterprise Engineering and Enterprise Integration [2]; 

and Vernadat defines Enterprise Modelling as a consistent set of special purpose and 

complementary models describing various facets of an enterprise to satisfy some pur-

pose of some business users [3]. All these definitions suggest that Enterprise Model-

ling involves modelling several aspects of an enterprise and how they relate to one 

another. In particular bringing in the business perspective together with the IT per-

spective is an important role of Enterprise Models.  

This paper considers the practice of Enterprise Modelling where theory and 

knowledge are applied in a practical manner to make sense for an enterprise. This is 

important to ensure that the knowledge is applied in an appropriate way to gain opti-

mal results from the modelling. 



As part of our teaching and research, we take an Action Research [4] approach to 

investigate the best way to teach Enterprise Modelling to Information Systems stu-

dents. A traditional cycle of planning, action and reflection has been considered. Our 

aim has been to improve the curriculum and teaching approach and practice by re-

flecting upon the previous years' courses and making improvements for the next year. 

Our focus has been on how the students applied the theory that they had learned to 

create Enterprise Models and how they ensured that their models served their intend-

ed purposes.  We believe that in order to teach modelling to university students, they 

have to practice modelling as a part of their education. 

In this paper, we describe how Masters students at a university studying Infor-

mation Systems (IS) adapt to Enterprise Modelling. The paper will present our expe-

rience from three years of teaching Enterprise Modelling. We discuss the design of a 

course for teaching Masters students studying Information Systems to gain knowledge 

and acquire the competences necessary to do Enterprise Modelling in business situa-

tions. In particular, we discuss the design of the course which is based on theory and 

practical aspects and engaging students by encouraging them to model their own cas-

es. The main aim of this paper is to validate our teaching approach and to obtain feed-

back from the students to improve our teaching practice and to identify best practices 

for teaching Enterprise Modelling. 

Feedback from the students has been obtained using a questionnaire at the end of 

the course. The results of the questionnaire are presented and discussed in this paper. 

(The paper [5] presented results from 2011 and 2012. Note that a preliminary analysis 

of the data from 2013 was presented at EMMSAD 2013, but is not provided in the 

paper.)  The rest of this paper is organized as follows: Section 2 provides a back-

ground of teaching Enterprise Modelling; Section 3 describes the Enterprise Model-

ling course on which the paper is based upon; Section 4 describes the observations 

from earlier years of teaching; Section 5 describe some examples of models created 

by the students, Section 6 presents and discusses the feedback from the questionnaire 

and Section 7 summarises the paper. 

2   Background 

Enterprise modelling requires an understanding of the enterprise or business situation 

that is modelled. Thus the course aims to bridge the students’ understanding of how 

IT supports business and other situations and the role that IT plays in organizations. 

The enterprise perspective takes into account the business requirements that will de-

termine the investments to be made by the enterprises to deliver their products and 

services. This may require IS support for the enterprise to be able to perform their 

processes effectively and to meet their customers’ needs. These may pose require-

ments on the IS support, thus driving the IS needs for an enterprise. This is illustrated 

in Fig. 1. 



 

Fig. 1. Enterprise and IS perspectives 

Enterprise modelling courses are offered at a few other universities too. For exam-

ple, at University of Duisberg-Essen in Germany
1
, the course on Enterprise Modelling 

teaches specific modelling methods such as ER and UML and includes presentation 

by students. A course offered at Jonkoping University
2
 in Sweden includes practical 

hands-on modelling seminars in groups, group modelling sessions, and review semi-

nars of the group assignment. The course reported in this paper is a Masters and PhD 

course in the Dept. of Computer and Information Science at NTNU. At this stage of 

their studies, the students have had courses in programming, computer science topics, 

databases, software engineering, potentially including model-driven software engi-

neering, and information systems, and have experience in modeling with UML and 

BPMN. 

3   Course Design 

The main aim of the course is to prepare our IS students to be ready to do Enterprise 

Modelling when they finish their Masters course. It is a Masters course attended by 

both Masters and PhD students for one semester. During 2011 and 2012, the course 

had 15 participants per year. In 2013, 21 students took the course, 3 of whom were 

PhD students. The students are mainly from the Dept. of Computer and Information 

Science who had already taken courses in IS-related subjects, which focused on sev-

eral modelling techniques such as UML and BPMN. A few students are international 

Masters students and a few are from other faculties such as Mechanical Engineering. 

The course consists of lectures spread over 11 weeks, and a mandatory modelling 

assignment. Attending the lectures was optional.  

The course aimed at bridging the theory and practice of Enterprise Modelling and 

the design of the course are influenced by this. Some of the modelling techniques that 

                                                           
1(http://www.wi-inf.uni-duisburg-essen.de/FGFrank/index.php?lang=en&groupId=1& 

contentType=Course&generalModuleNumber=test2) 
2 https://hj.se/sitevision/proxy/jth/student/...html/.../TVMD28.pdf 

http://www.wi-inf.uni-duisburg-essen.de/FGFrank/index.php?lang=en&groupId=1&contentType=Course&generalModuleNumber=test2
http://www.wi-inf.uni-duisburg-essen.de/FGFrank/index.php?lang=en&groupId=1&contentType=Course&generalModuleNumber=test2
https://hj.se/sitevision/proxy/jth/student/...html/.../TVMD28.pdf


were taught in the course include i* [6] and IDEF0
3
. The course is based on two main 

activities: 

1. The theory part of the course which consisted of traditional lectures. The curricu-

lum is based on a collection of articles. The main topic included modelling meth-

ods for stakeholder and the early phases on requirements modelling, Product Mod-

elling, Process Modelling, Enterprise Modelling and Enterprise Architecture. The 

lectures were given by the course teacher and two guest lectures were given by 

others.  

2. The practical part of the course which consisted of an individual modelling as-

signment where the students had to analyse a situation, create a model, present it to 

the class and write a report. 

In this paper we focus on the practical part of the course consisting of the model-

ling assignment. The approach taken was that students learn Enterprise Modelling by 

applying the theory to practice. The practical part of the course is designed to support 

learning by doing [7] and reflection [8]. Following Kolb's experiential learning cycle, 

the students have a concrete experience by creating their models. 

Enterprise modelling requires an understanding of the enterprise or business situa-

tion that is modelled. In practice, Enterprise modelling is conducted as a team includ-

ing the modelling expert, who conducts the modelling and the domain expert, who has 

in-depth knowledge and experience on the situation or the modelling domain [9]. 

Enterprise modelling involves externalisation of knowledge, sometime knowledge 

that is tacit. Therefore, modelling experts and facilitators require experience support-

ing the externalisation of tacit knowledge [10] from the domain experts. In the course, 

we didn't have any domain experts. Since the students worked individually on their 

assignments, they had to act as the domain experts. The students were asked to select 

their own case for the modelling assignment for a number of reasons; they needed a 

case for which they could act as the domain expert as well as the modelling expert, to 

ensure a close affiliation between the modeller and the knowledge and ownership of 

the knowledge to support their learning. To find a realistic case for the students, it was 

decided that it is best for the students to find their own case that was meaningful for 

them. 

The students were required to present their models to the class 3 weeks before they 

had to submit the final model and the report. This part of the assignment supports the 

reflection part of Kolb's experiential learning cycle [7] where the students reflect on 

what they have modeled as well as make an attempt to articulate their models in a 

manner that is understandable for the audience. The students then receive feedback 

from their peers as well as the teacher. Through this, the students also learn providing 

constructive criticism. 

The students were required to use the Metis Enterprise Modelling environment
4
, 

which provides a visual space and metamodels for creating Enterprise Models. Metis 

was introduced at the beginning of the course and time was allocated during every 

lecture to provide modelling support to the students as required. Specific requirements 

were set for the assignment; they were required to describe their cases in detail, to 

                                                           
3 http://www.idef.com/IDEF0.htm 
4 A product of Troux Technologies. 



identify the users and stakeholders of the model, to describe the purpose of the model 

and to use this to define how they will evaluate their model to ensure that the model 

fulfilled its purpose, to create a model that included at least five aspects of an enter-

prise (e.g. processes, organisation, applications), use the functionalities provided by 

Metis to selectively view the contents of the model (e.g. user-specific views of the 

model), to evaluate their model and to describe the lessons learned from the model-

ling experience. Metis allows users full-fledged meta-modeling to introduce new 

modelling concepts and notation to the metamodel, i.e. enhance the modelling lan-

guage; thus the students were asked to describe how they had enhanced their 

metamodel wherever appropriate. This was to assess if they were actually capable of 

appropriately represent a real-world situation as an enterprise model. 

The students were graded based on the combination of the modelling assignment 

and a written exam, where the modelling assignment counted 35% and the written 

exam counted 65%.   

4   An Example Model 

In 2013, two thirds of the students chose their own case, while the others chose the 

suggested case of developing a mobile app for language learning. Although the latter 

case was suggested by the teacher, all the students had adapted their cases according 

to their own understanding. The students who had chosen their own case brought 

ideas from their own experiences and had identified a need for modeling the case. 

One student modeled the roles and responsibilities for Abakus Linjeforening, the 

organization set up by Computer Science students to arrange various activities for 

themselves. This organisation is structured as eight committees, each with their roles 

and responsibilities. One of the challenges experienced by them is ensuring that their 

new members, several each year, are able to quickly get to know how Abakus works 

and their roles and responsibilities and who they should contact for whatever they 

need. Thus, a model was created to show these explicitly and one that could be use to 

educate the new members of Abakus. The model shows the different committees, 

their leaders and goals and the processes that are connected to them. The complete 

model is shown in Fig. 2.  

Another student modelled an online booking system for a physical therapy clinic to 

design one to simplify the booking process for the patients and to decrease the secre-

tary's workload, while another modelled the processes in a retail chain of stores that 

he used to work in to see where the problems are and in the hope to raise the aware-

ness of the management. All the students found their models useful for their situations 

and sometimes identified issues that they had not foreseen prior to the modelling ex-

ercise. Almost all the models were of sufficient complexity, addressing at least five 

domains of the enterprise (e.g. process, goals, organisation, people and documents) 

and how they related to one another. The students displayed good knowledge of the 

domain and had clear purposes for their models. They were able to use various view-

ing capabilities such as selected views and relationship matrices to use their models. 

An automatically generated relationship matrix from selected contents in the model, 



of the committees in the Abakus organisation and the people that lead each committee 

is shown in Fig. 3. 

 

 

Fig. 2. Example model: Overview of Abakus 

 

Fig. 3. Example model - a relationship matrix for the Abakus model 

5   Feedback from Students 

In 2013, we have focused on validating our approach to the design of the course, in 

particular, the practical part of the course which includes the modelling assignment. 

Feedback from students was obtained through a questionnaire presented to them at the 



end of the course. 20 students submitted assignments, 18 took exams, 13 responded to 

the questionnaire (72% of students that took the exam). 

The questionnaire was developed using the SurveyMonkey tool and made available 

to the students online. The questionnaire was developed to obtain students' feedback 

on the following: 

 General view of the assignment. 

 Assignment design and presentation. 

 Ability to relate the practical work with theory and the real world. 

 Confidence in modelling. 

6.1 General view of the assignment 

The students were asked: Did you find this course useful? On a scale of 1-3, where 1 

is "Not useful at all", 2 is "useful" and 3 is "Very useful", 8 (62%) responded that was 

useful and 5 (38% responded that it was very useful. Some of the comments provided 

by the students in the open part of the questionnaire are: “The course gave me insight 

in the world of modelling. There were a bit more to it than I first thought, so this 

course has kind of "opened my eyes"”, “Gave me more insight in how to model enter-

prises” and “The course considers "the bigger picture", and you learn to think about 

how (initiality) seperate domains are related. I found this very useful”.  

6.2 Assignment design and presentation 

The design of the assignment was validated by asking the following questions:  

 Did you find the composition of practical work and lectures suitable? 

 Did you find it helpful that you were able to select your own case for the modelling 

assignment? 

When asked: Did you find the composition of practical work and lectures suitable?, 

on a scale of 1-3, where 1 is "Not suitable at all", 2 is "Suitable" and 3 is "Very suita-

ble", 10 (77%) responded that it was suitable and 3 (23%) responded that is was very 

suitable. The students found it helpful that they could select their own case to model; 

6 students (46%) responded that it was helpful and very helpful while only 1 student 

(8%) responded that it was not helpful at all. 

The students provided their views in the open part of the question: some were very 

positive, e.g. “Selecting my own case, let me select something I was motivated to 

model”, “This made the assignment awesome in my opinion:) I could select something 

that I was already a domain expert in. Then I could just keep focus on the modelling 

task”. There were some students that found it a bit challenging or various reasons, e.g. 

“It was hard to come up with good ideas about the case, when I did not have anything 

from the real world I felt I could use” and “I think this has both advantages and 

drawbacks. I felt that selecting my own case ensures that it's a case I find interesting 

and feel motivated to model. But at the same time it was hard to make sure that it 

applied to what we learnt and understand....”. 

The presentation was validated by asking the following questions: 



 Did the presentation clarify things for you? 

 Did you receive useful feedback from the class that helped you improve your mod-

el? 

 Did you receive useful feedback from the teacher that helped you improve your 

model? 

 

 

Fig. 4. Clarification through presentation 

An overview of the responses to the above questions is presented in Fig. 4. 92% of 

the students responded yes when they were asked if the presentation clarified things 

for them. 84.6% of the student agreed that the feedback they received from the teach-

er was helpful while 15.4% disagreed with that. 30.77% agreed that the feedback they 

received from their peer students was helpful while 53.84% disagreed with that and 

15.4% said that they did not know. One of the aims of the presentations were also to 

encourage peer reviews among students and  to learn to understand others’ models as 

well as to be able to present one’s own models. However, there was very little feed-

back provided by the students during the presentations. 

6.3 Relating the practical work with theory and the real world 

Validation of the relation between the practical work and the real world and theory 

were done by asking the following questions:  

 How well do you think you were able to relate your case to the real world? 

 How well do you think you were able to relate your case to the theory taught dur-

ing the course? 

An overview of the results when asked how well they were able to relate the case 

that they had chosen to model to the real world and the theory that was taught in the 

course is shown in Fig. 5. 9 students (69%) responded that they were able to relate 

their cases to the real world while 4 students (31%) responded that they were able to 

relate their cases to the real world very well. In the open part of the question, one of 

the students responded with the following comment: “It is highly related to the real 

world such that I am thinking of trying out my model in my work later on :)”.  



 

Fig. 5. Ability to relate modelling cases to the real world and theory 

When asked how well they were able to relate their cases to the theory that was 

taught in the course, 12 students (92%) responded that they were able to relate while 1 

student (8%) responded that s/he was able to relate the case to the theory very well. 

None of the students responded that they were not at all able to relate their cases to 

the real world or the theory. Some of the students comments in the open part of the 

question are: “Quite a few of the theory lacks the fundamental "why" question. In 

other words, why do we need this modeling language is not answered…..” and “As 

often is the case, the real world has many more "grey" areas than the theory teaches, 

but absolutely saw the link between theory and practice”. 

6.4 Confidence in modelling 

The students were asked the following question with an open response: 

 How confident do you feel in using modelling as an approach in your future work 

related to software design and development?  

Three of the students explicitly stated that they were “very” and “pretty” confident 

of modeling and three stated explicitly that they will continue modeling and would 

use it in their future work. Five of the students expressed that they had learnt from the 

modelling assignment and would know how to create an enterprise model. Three stu-

dents expressed explicitly that they were not confident in modeling after this course. 

Some of the comments from the students include: “I think It was good to learn and I 

am searching for the next field to apply this knowledge rather than storing this 

knowledge as garbage in brain“, “I would continue this work in my future work”, 

“Not too confident, but I do believe with more experience that I should be able to 

create good models” and “Not very much more confident than before the course”. 

6 Summary 

In this paper, we describe how Masters students at a university studying Information 

Systems adapt to Enterprise Modelling. The paper describes an overview of the 



course and the rationale for the design of the course. A questionnaire was used to 

obtain feedback from the students and the results of the questionnaire are presented. 

The course was designed to ensure that the students gained practice in Enterprise 

Modelling and to act as a bridge between the IS courses and the business perspectives 

of enterprise modeling. 

The results of the questionnaire show that the students found the course useful and 

the ratio of theory and practical parts of the course was suitable. The course included 

a presentation of the modeling assignment which the students found helped them 

clarify their cases and how to model an enterprise. In particular, almost all the stu-

dents found that it was helpful that they had the possibility to choose their own cases 

for modeling. The students also responded that they were able to relate the practical 

part of the course to the real world as well as the theory taught. The students respond-

ed that they had gained confidence in modeling and some indicated that they would 

do modeling in the future. 

Based on this feedback from the students, we aim to continue improving our course 

design and teaching approach. In particular, we aim to conduct further studies to un-

derstand the process the students follow during their modelling work and explore 

modelling in a team. 
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Abstract. In this paper we are concerned with the degree to which mod-
eling languages explicitly accommodate conceptual distinctions. Such
distinctions refer to the precision and nuance with which a given mod-
eling concept in a language can be interpreted (e.g., can an actor be a
human, an abstraction, or a collection of things). We start by elaborat-
ing on the notion of conceptual distinctions, while also providing a list
of common modeling concepts and related distinctions that are relevant
to enterprise modeling. Based on this, we will then analyze a number
of conceptual modeling languages to see whether they accommodate the
explicit modeling of (potentially important) conceptual distinctions –
that is, whether they have specific language elements to model concep-
tually distinct entities with. We conclude by discussing what impact our
findings may have on the use (and creation) of modeling languages.

Keywords: enterprise modeling, modeling languages, conceptual dis-
tinction, conceptual understanding

1 Introduction

Most concepts common to conceptual modeling languages and methods (e.g.,
goal, process, resource, actor, etc.) can be interpreted in a number of concep-
tually distinct, yet equally valid, ways. For example, in the context of business
processes, one may choose to interpret actors as being human beings who take
decisions and execute actions. At the same time, however, interpreting them as
being abstract agents or dedicated pieces of hardware might be equally valid in
another context. One could also choose to interpret actors as being a collection
of things that, together, execute some actions (e.g., an organizational depart-
ment composed of many employees, a cluster of computers) instead of being a
single thing executing an act. Depending on the context of the domain to be
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search Centre Henri Tudor, Radboud University, the University of Luxembourg and
HAN University of Applied Sciences (www.ee-team.eu)



modeled, the stakeholders and other modelers we interact with, and the goal of
the model itself, we often choose among the different possible interpretations.
These different interpretations of the same concept can lead to a host of semantic
considerations. For example, if an actor is a human being, one can never be as
sure that s/he will behave as expected compared to, say, a computer.

It is important that such different interpretations can be modeled distinctly.
It would not do well for the overall clarity and semantic quality of a model if
we conflate semantically different interpretations (e.g., human beings, abstract
entities and material objects) under the same banner (e.g., ‘actor’) and pretend
that they are one and the same thing. Yet, this is often the case with model-
ing languages. Frequently, the designers of a modeling language define a type
(e.g., actor) and allow it to be instantiated with a wide diversity of entities
(humans, hardware, abstract and mathematical entities) which have no com-
mon ontological basis. Sometimes modeling languages do accommodate (some)
of these conceptual distinctions, but then do so only implicitly. That is, in their
specification or meta-model they assume a particular interpretation. As such, all
instantiations of a model are then implicitly assumed to abide by that interpre-
tation (e.g., all actors in the given model are assumed to be human things, all
goals are assumed to be hard goals). An example of a language doing so is the i*
specification as found in the Aachen wiki [10], which defines agents (the acting
entities) as having “a concrete physical manifestation”. This implicitly makes
it semantically incorrect to use abstractions (e.g., agents as they are commonly
understood) and furthermore, perhaps ontologically incorrect to use composite
agents – market segments – as the composition itself is not physically manifested.

It is more useful if a modeling language accommodates such conceptual dis-
tinctions explicitly, to the extent needed in relation to its expected and planned
use. That is, instead of relying on the underlying semantics to define every con-
cept they allow (or perhaps require), to use a notation that explicitly encodes
information about our interpretation – and do so by providing distinct notational
elements for all the important different conceptual distinctions. This can mean
for instance, having exclusive (visual) elements to represent such distinct con-
cepts by (e.g., the amount of ‘stick puppets’ in in ArchiMate actor type denoting
whether it is a single actor or a collection of them). This is important from a
cognitive point of view as it improves the quality of the notation by ensuring
there is no notational homonymy. These points (and more) were argued for by
e.g., Moody in his work on a general “physics of notation” [14]. Several modeling
languages have been analyzed to estimate their cognitive quality in terms of this
framework (e.g. i* [15], BPMN [7], UCM [6], and UML [13]). However, most of
these analyses are aimed at the semantics of the (visual) syntax, and forego a
more detailed analyses of the semantics of the individual elements of meaning
themselves. By this we mean that they analyzed the semantic quality of the
formalization of the syntax (i.e., which elements interoperate in what way), but
spent less attention to the question what the elements arranged by this syntax
actually means to the users of the language (e.g., what is this element called
‘agent’, what thing does it really represent). From a quality perspective, impor-
tant related issues are semiotic clarity (one-to-one correspondence between se-



mantic constructs and graphical symbols) and perceptual discriminability (sym-
bols should be clearly distinguishable) [14].

Thus, in this paper we will specifically look at the cognitive quality of a num-
ber of modeling languages and methods in terms of the semiotic clarity of their
semantic constructs. These constructs can be both visual (for visual notations)
and textual (for textual notations), but both require a proper correspondence
between semantic constructs and symbols used for them. To do so we will pro-
vide an initial (likely non-exhaustive) overview of different aspects of enterprises
that are explicitly modeled today, and show to what degree relevant conceptual
distinctions can be explicitly modeled in the languages and methods used for
them. The goal of this work is not to provide detailed individual analyses of
all the languages involved, but to explore whether there is a trend in modeling
languages to support enough distinctions or not, and provide advice on basis of
that for modeling language use and design in general.

2 Aspects of Enterprises and Associated Languages

Enterprises are large socio-technical systems encompassing many aspects (e.g.,
business processes, value exchanges, capabilities, IT artifacts, motivations, goals),
which themselves are often the domain of specialized (groups of) people. As these
models are produced by different people, often using different languages, inte-
gration is a vital step in order to have a coherent picture of the enterprise [11].
Ensuring that different conceptual distinctions are modeled explicitly is thus
especially important in this context, as much information can be lost in this in-
tegration step, leading to enterprise models that are no longer correct or complete
in regards to the semantics intended to be expressed (and possibly only done
so implicitly) in the models made of each of the distinct aspects. Traditionally
processes and goals received a lot of attention in terms of explicit models and
dedicated modeling languages and frameworks, while recently more and more
aspects are being considered equally as important to deal with. Other aspects
such as motivations and goals, value exchanges, deployment and decision mak-
ing now have dedicated, often formally specified, modeling languages available.
This increases the amount of languages (ideally) capable of explicitly supporting
conceptual distinctions important to the individual aspects that are in use, but
perhaps at the cost of fragmenting the modeling landscape itself. Table 1 gives
a brief overview of some current languages and the aspects they are, or can be
used for.

3 Conceptual Distinctions for Aspects & Languages

The different aspects that are focused on in enterprise modeling, typically have
a number of (not necessarily overlapping) specific conceptual distinctions, which
are important to be aware of. For example, a motivational model describing the
things to be achieved by an enterprise and the reasons for wanting to achieve



Table 1: A cross-section of aspects of modern enterprises and some modeling languages
used, or usable to represent them.

Aspect of an Enterprise Related languages

Architecture ArchiMate [24] (1.0, 2.0), ISO/DIS 19440, ARIS

(Business) Processes BPMN [17], (colored) Petri nets, IDEF3, EPC [1]

Design decision-making EA Anamnesis [19], NID [5], OMG DMN (proposed,
seemingly unfinished)

Deployment of IT artifacts ADeL [18]

Goals & Motivations i*, GRL, KAOS [2], TROPOS [8], AMORE [21], Archi-
Mate [24] 2.0’s motivational extension, OMG BMM [16]

Management of IT artifacts ITML [4]

Strategy & Capability Maps TBIM [3], OMG BMM [16], Capability Maps [22]

Value exchanges e3Value [9], REA-DSL [23], VDML (under development)

them is likely to require more detail (and thus fine-grained conceptual distinc-
tions) for what goals are than, say, a model describing the related process struc-
ture. Such distinctions can be for instance whether goals absolutely have to be
achieved, whether the ‘victory’ conditions for achieving it are known, whether
the goal itself is a physical thing to be attained or not, and so on. On the other
hand, a model describing the process undertaken to achieve a certain goal (e.g.,
bake a pizza) might require conceptual distinctions like whether the actors in-
volved are human entities or not, whether it is one or more actors responsible for
ensuring the goal’s satisfaction, and so on. Thus, not all conceptual distinctions
that are relevant to one aspect (and the modeling language used for them) will
be as relevant (and necessary to model explicitly) for other aspects. In order to
systematically talk about whether the selected modeling languages accommo-
date different conceptual distinctions we need both a set of common modeling
concepts and a set of distinctions to analyze. We base ourselves on an analysis
of modeling languages and methods commonly used in (enterprise) modeling as
reported on in [12].

Table 2: This table gives an overview of a number of relevant conceptual distinctions
for common modeling. For each of the concepts, we list relevant conceptual distinctions,
show what they are useful for, and what languages support modeling them explicitly,
might support it, or (where relevant) make a specific implicit interpretation.

Dimension Useful to . . . Supported by . . .

actor



human Distinguish between actors that
can be more fickle than pure ra-
tional agents.

BPMN through the explicit use of
a ‘Human Performer’ resource type,
VDML does contain a ‘Person’ sub-
type of Actor which is specified to be
human, but does not distinguish in
the visual notation between types of
Actors.

composed Distinguish whether an actual
entity acts or whether a group
of them does, which impacts re-
sponsibility judgments for ac-
tions

ArchiMate, TROPOS via ‘composite
Actor’, somewhat as well with dif-
ferentiation between ‘role’ and ‘posi-
tion’, e3Value somewhat through dif-
ferentiation between actor and mar-
ket segments, VDML distinguishes
between an ‘actor’ being a singular
participant, and modeling ‘collabora-
tion’ or ‘participant’ as potentially
multiples.

material Know whether an actor phys-
ically interacts with the world
(and can thus be affected by
it directly – think hardware vs.
software)

i* assumes that an agent is an actor
“with a concrete physical manifesta-
tion” (iStar Wiki)

intentional Know whether an actor is con-
sidered an explicit part of a sys-
tem, i.e., is expected to act or not
on certain things, in contrast to
actors from outside the systems
scope which may act but were
not regarded or thought of to do
so

Implicit in most languages, men-
tioned as such in TBIM, depending
on interpretation could be argued to
be explicit in OMG BMM with dif-
ferentiation between internal and ex-
ternal influencer.

specific Knowing whether an actor is a
specific thing (i.e., an instantia-
tion) or a general thing (i.e., a
role)

Supported by some (e.g., Archi-
Mate), through type/instantiation
dichotomy, explicit in TBIM by
the claim that an agent “represents
a concrete organization or person”
ArchiMate, implicit in e.g., e3Value
and RBAC by automatic use of roles
(types).

event

intentional Distinguish between events that
should, or will happen given a
set of circumstances, and events
that happen (seemingly) unpro-
voked.

Arguably explicitly supported by
BPMN through the use of ‘None’
type triggers for Start Events.



goal

composed Distinguish between complexity
level of goals, i.e., whether they
are an overarching strategy or di-
rectly needed goals.

TBIM explicitly models composite
goals as ‘business plan’ types, implicit
in some other languages focused on
strategy/tactics (e.g., OMG BMM).

material Distinguish between objects and
their representations, i.e., is the
goal to achieve an increment in
the integer on a bank account, or
to hold an n amount of currency.

necessary Distinguish between goals that
have to be attained and those
that should.

specific Distinguish between goals for
which the victory conditions are
known and not, i.e., hard vs. soft
goals.

Most goal modeling lan-
guages/methods/frameworks (e.g.,
i*, GRL, KAOS, AMORE) support
this explicitly.

process

composed Distinguish between black
(closed, singular) and white
(open, composed) boxes.

Arguable either way for BPMN with
the use of pools, which can function
as black boxes, however, those do not
allow for linking sequence flow to it,
and are thus self-contained.

intentional Know whether they are part of
an intended strategy or some-
thing that has to be dealt
with (i.e., negative environmen-
tal processes)

specific Know whether the structure is
(supposed to be) clear (deter-
ministic) or not (fuzzy).

resource

natural Know whether a resource re-
quires a ‘fabrication’ process.

Somewhat related, TBIM explicitly
models resource types as being either
animate or not.

human Know whether resources can act
on their own and produce issues,
e.g.., be unreliable, not always
generate the same outcomes

material Distinguish between objects
and their representations, i.e.,
whether a given resource a
collection of paper and ink blobs
or the information contained
within them.

Explicit in ITML through the use of
hardware/software dichotomy.



restriction

natural Distinguish between restrictions
we cannot do anything about
and those we can.

intentional Distinguish between restrictions
we stipulate from those that
arise holistically (whether good
or bad).

Some languages implicit, e.g., EA
Anamnesis, and BPMN through use
of ‘Potential Owner’.

necessary Distinguish restrictions that can
be broken from those that can-
not.

(supported by some GPML, e.g.,
ORM 2.0).

specific Distinguish restrictions for
which we know when they are
broken and not.

result

natural Know whether a result requires
some kind of ‘fabrication’ pro-
cess

material Distinguish between an object
and its representation, i.e.
whether the physical pizza or
the status update in the IS
saying a pizza was baked is the
result of a given step in the
pizza making process.

specific Know whether a result is (sup-
posed to be) clear (determinis-
tic) or not (fuzzy).

Arguably supported in BPMN
through the use of ‘None’ type End
Events.

4 Discussion

Around half of the conceptual distinctions we analyzed were explicitly supported
by at least one modeling language, with some cases being arguable either way.
Languages used for specific aspects do seem to explicitly accommodate some ba-
sic (and often widely accepted) necessary conceptual distinctions. For example,
the de facto used language for process modeling, BPMN, has explicit support
for differentiating between human and non-human actors, which can be im-
portant to know for critical steps in a process. Most modeling languages used
for motivations and goals also accommodate the distinction between goals with
well-specified victory conditions and those with vague or unknown conditions
by means of separate hard and soft-goal elements. These explicit distinctions in
the notation are likely correlated with the conceptual distinctions being widely
accepted as important and having become part of the basic way of thinking.
However, taken overall, there does not seem to be a consistent or systematic



pattern behind what language explicitly accommodates (or lacks) which concep-
tual distinctions.

As such, there are a number of conceptual distinctions for which we found no
explicit support by any modeling languages. For example, we found no support
for explicitly modeling goals and results as being material things. It also did
not seem possible to explicitly model goals as being a logical necessity in the
investigated languages. The distinction whether results were things that natu-
rally occurred or fabricated was also not supported. When it comes to processes
we found no support to model them explicitly as being intentional, and distin-
guishing between specific (i.e., well-defined) processes and processes more fuzzy
in their structure. Modeling resources as being humans was also not supported,
while this is likely not an unthinkable interpretation – effective management
of ‘human resources’ being important for large enterprises. Finally, we found
no explicit support for modeling restrictions as naturally occurring and specific
things. We will discuss some of these distinctions in more detail.

4.1 Some unaccommodated conceptual distinctions

Surprisingly, we found no explicit support for differentiating between goals with
varying levels of necessity and obligation. While many common methodologies
(e.g., the MoSCoW technique of dividing requirements into must, should could,
and would haves) call for such distinctions, many modeling languages conflate
them all into a single kind of goal. Arguably in certain aspects it would make
sense to make an implicit choice, as in e.g., process modeling it is necessary for
certain steps in a flow to be reached before the flow continues, which can be seen
as an analog to logically necessary goals. However, goal models in dedicated lan-
guages seem to not make this distinction, even though there is a strong focus on
differentiating between hard and soft-goals, which seem correlated with different
levels of necessity (e.g., one cannot as certainly rely on a soft-goal to be achieved
compared to a hard-goal, especially for mission critical goals).

Another seemingly unaccommodated distinction is the necessity of restric-
tions, that is, whether some restriction (e.g., a rule, principle, guideline) is an
alethic condition that cannot be broken or whether it is not and thus can be
broken. While in the context of enterprise modeling there is a strong differentia-
tion of terminology used for different kinds of normative restrictions that can be
considered breakable, or at least not strictly enforceable (e.g., principles, guide-
lines, best practice), these often seem to be used outside of modeling languages
in their own approaches – e.g., architecture principles [20]. It seems problem-
atic that many languages used for aspects of enterprises, and languages used to
describe the actual enterprise architecture like ArchiMate do not have explicit
notational support for these different kinds of restrictions. Many models that
are analyzed a posteriori (e.g., when they are integrated in other models, and
the original modelers are no longer involved or available) then become difficult
to interpret, as the notation of different kinds of restrictions can be ambiguous
and lead to situations where it is not clear whether a restriction can be relaxed
or not. Surprisingly the only language that seems to support this conceptual



distinction is ORM (in particular version 2), which supports the explicit model-
ing of restrictions as being either alethic or deontic conditions through its visual
notation.

Thus, it seems necessary to stimulate a move towards more explicit focus
on (formalization of) the semantics of the elements of meaning of modeling lan-
guages. The lack of coverage for some of the distinctions shown in Table 2 makes
it clear that more work on extending the specification of relevant languages with
the ability to explicitly distinguish between these different conceptual under-
standings. Given the existence of a large number of different dialects of model-
ing languages sometimes only differing slightly (e.g., i*, GRL, TROPOS for goal
modeling), it seems that supporting many different conceptual distinctions in a
single notation would be welcomed by many.

5 Conclusion and Future Work

We have discussed the importance of explicitly modeling conceptual distinc-
tions and analyzed a number of modeling languages to investigate what kind of
distinctions they support. We showed that, while some conceptual distinctions
are explicitly supported by relevant modeling languages, there are still a large
amount of potentially relevant distinctions that are not accommodated, or im-
plicitly interpreted in a specific way by modeling languages. We proposed that
research should be done regularly to keep up to date with conceptual distinctions
deemed relevant and important by modelers and stakeholders alike. Our future
work will involve investigations into which distinctions are deemed important.
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Abstract. The data ontologies in a form of UML Class diagrams are discussed 
in this paper. We call the data ontology granular, if its corresponding instance 
diagrams (data) can be divided into separate parts called slices. A typical 
example of granular ontologies is process ontologies, where slices are run-time 
instances of these processes. Based on the notion of granularity a graphical in-
place query language is presented in this paper. The proposed language is easy 
to use by domain experts that are not IT specialists. Besides that it has a very 
efficient (linear) execution time for answering queries. 

Keywords: Data ontologies, run-time instances, query language, graphical 
querying. 

1   Introduction 

While working with models, we have observed an interesting phenomenon – data can 
be often divided into separate parts naturally. These parts have their own semantics, 
which we would like to use while querying the model. If the division of the data 
ontology is well formalized, it is possible to develop a query language for the 
ontology that is both very efficiently executable and very convenient and easy-to-use 
for the end user being the domain expert, not an IT specialist. 

In this paper we specify a set of ontologies, for which we can define a natural 
division in parts. We call these ontologies granular and define the granularity 
principles very formally in Section 2. After that, we describe the query language in 
Section 3, which we have developed for granular ontologies. Here we lay out the 
principles and primitives of the language, as well as define its time-efficiency. 

We, however, understand that not all the real world ontologies fall into the class of 
granular ontologies. Therefore, in future we plan to extend the notion of ontology 
granularity a bit in order to widen the class of granular ontologies by extending the 
query language at the same time. The main objective that needs to be taken in mind in 
the process is that the query language must preserve its time-efficiency. 



2   Granular Ontologies 

In this paper we inspect data ontologies in a form of UML Class Diagrams. More 
precisely, we use only a subset of UML Class Diagrams containing classes, oriented 
associations, typed attributes and generalization. 

From syntactic point of view our data ontology language is also a subset of the 
OWL (see the comparison in [1]). From the semantic point of view there is, however, 
a significant difference – while OWL uses the open-world semantics, we exploit the 
closed-world semantics. Our proposed data ontology language is a convenient mean 
for describing data of concrete domains, e.g., the structure of hospital registry. A very 
simple example of a data ontology describing study programs is seen in Fig. 1 (we use 
a traditional shorthand notation for associations, which are oriented in both 
directions). 

Course
name: String
creditpoints: Integer

Study program
name: String

Student
id: Integer
name: String
age: Integer

self.program.course -> 
includesAll(self.course)

course *

program1

program
1

student *

course
*

student*

 
Fig. 1. The Study program ontology. 

 
We will depict the concrete data of the ontology as legal instances of the 

corresponding class diagram. The specification of legality can be performed either 
only through multiplicities (which must always be satisfied), or additionally through 
OCL expressions (as in Fig. 1) or in any other way (even using the natural language). 

Let us assume we have a data ontology in a form of UML Class Diagram D and a 
class A belonging to the ontology D. Let us also assume we have some instance G of 
the diagram D. G consists of two kinds of elements – class instances called objects 
and association instances called links. Since we only operate with oriented 
associations, also the links are oriented. Therefore we can perceive G also as an 
oriented graph. Let us now take an arbitrary instance x of the class A such that x∈G 
(in shorthand notation: x∈A∩G). We can now introduce a concept of a slice respective 
to the object x within instance G being the maximal subgraph of G (let us denote it 
with S(x,G)) such that S(x,G) consists of the object x and all those objects that are 
reachable from x via edges. 

When we inspect some data ontology D, it always comes together with the set of 
its legal instances UD. We will now call a class A∈D a Master class, iff the two 
following statements are satisfied: 
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The first statement states that all the slices respective to instances of the Master 
class are distinct, that is, they do not have common objects. The second statement 
states that these slices cover the whole instance G. 

There is only one Master class in the Study Program ontology seen in Fig. 1. 
(given the specified OCL constraint) – the class “Study program”. Indeed, if we take 
an instance of the class “Study program”, its respective slice covers all the courses of 
that program together with its students. Since the OCL constraint prohibits for any 
student to take course from a different program than he is attached to, it is clear that 
respective slices of instances of the class “Study program” are distinct thus dividing 
any legal instance of the class diagram into slices. 

Data ontologies (together with the legality constraints), for which there exists a 
Master class, are called granular ontologies. We depict the Master class with a bold 
frame in granular ontologies as can be seen in Fig. 1 (in case there is more than one 
Master class in an ontology we just choose one). Further in this paper we inspect only 
granular ontologies. 

The main objective of dividing the instance graph into slices is that thus we could 
form natural queries over the instance easily. Since the data are naturally divided into 
slices, we can formulate questions either within some concrete slice, or over a set of 
slices. For example, we can take one concrete slice specified by the name of the study 
program and count the sum of credit points of all courses of that program (e.g., the 
question “How much credit points are to be collected in the Computer Science Master 
study program?”). Another example – we can select a set of slices specified by the 
age of the students and see, in which study programs these students are assigned to 
(e.g., the query “Please, give me the list of all the programs, in which there are at least 
one student older than 30 years!”). The means for formulating such kind of queries 
and getting the results are described in the next Section. 

It must be mentioned that the class of granular ontologies is relatively rich. We can 
see, how the division into slices becomes apparent in case of static class diagram seen 
in Fig. 1. However, the situation with division into slices is especially characteristic, if 
the data ontology describes some processes, and instances of the ontology are run-
time instances (transactions) of those processes. Good example of such process is the 
shopping basket process widely used in the field of data mining. However, in this 
paper we will use another example as a base – clinical processes in a hospital. For 
describing such processes a special language MEDMOD is introduced in authors’ 
paper [2]. 

Formally, the language MEDMOD is defined as a profile on UML Class diagrams 
according to Fig. 2 (OCL constraints are omitted here). An example clinical process 
describing the Emergency department management is seen in Fig. 3. 

 

Fig. 2. The UML profile defining the MEDMOD language. 

 



On the basis of Fig. 3 we will now shortly explain the used notations. As is 
described in the profile, Activities are divided into three categories. Start Activity, 
e.g., “Patient enters the hospital” (called also the Master Activity) is depicted with 
bolder frame in Fig. 3. Aggregate Activities (consisting of subactivities), e.g., 
“Clinical process in ward” are depicted with dashed frames (see Fig. 3). Simple 
activities are all the other activities, e.g., the activity “Doctor sets diagnosis” in Fig. 3. 
As is seen in Fig. 3, some activities are depicted with a multiple frame. That means 
that several instances (more than one) of these activities can appear in one slice. 

Patient enters the 
hospital

date&time: DateTime
surname: String
age: Integer

Doctor at emergency 
department evaluates 

patient's medical needs
emergency_doctor: String

Patient consulted by 
second doctor

consulting_doctor: String

Patient admitted to 
hospital ward

date&time: DateTime
ward_code: wCode

Patient treated at 
emergency department
procedure_code: pCode
cost: Real

Patient scheduled 
for transfer to 
another ward

ward_code: wCode
Clinical process in 

ward
ward_doctor: String

Doctor assigns 
procedure

date&time: DateTime
procedure_code: pCode

Doctor sets diagnosis
diagnosis_code: dCode

Procedure is executed
date&time: DateTime
procedure_code: pCode
cost: Real

Patient leaves the 
hospital

date&time: DateTime
total_expenses: Real

{second opinion is necessary}

* *

 
Fig. 3. An example of a MEDMOD process – the Emergency department management process. 

 
Associations are divided into four categories: 

1) Follows. This type of oriented relation can be established between two Activities 
A and B meaning that Activity B can only start after Activity A has ended. It is 
allowed for several Activities to follow the same Activity – the XOR semantics is 
implied in this case meaning that only one of those outgoing flows can be 
executed. We denote this situation by introducing a new diamond-shaped 
graphical element seen in Fig. 3. 

2) Composition. A composition between two Activities can be established, if one 
Activity (called the Aggregate) semantically consists of one or more other 
Activities (called the Components). 

3) Interruption. If there is an outgoing Interruption flow from the Aggregate Activity 
A to some Activity B, it means that the Activity A is suspended, when the flow is 
executed (i.e., when the Activity B needs to be started) meaning that it can no 
more create new Component instances (already created Component instances 
continues to execute normally). 



4) Extension. Extension is an oriented relation between two Activities A and B 
meaning that Activity B can be called at some time during the execution of 
Activity A. The call is triggered, when some predefined condition occurs. The 
condition is described as an Extension point name and attached to the Extension. 
The reason behind developing a new language was that the traditional process 

modeling languages have found a limited use in the hospital settings (see, e.g., [3], 
[4]). One of the reasons behind this delay has been the lack of clear definition of the 
sequence of activities that are carried out in clinical processes. 

Since a MEDMOD diagram is formally a Class diagram according to the profile 
seen in Fig. 2, we can talk about instances of this class diagram, and we can 
investigate the notion of granularity of MEDMOD diagrams. The Master class comes 
out very naturally in this case, because the process diagram always has the starting 
action, which can serve as the Master class. The conclusion is that the ontology given 
by the MEDMOD language is granular. 

Since the instance graph is again divided into slices (assuming we have formulated 
the instance legality criteria), we can query it either by specifying one concrete slice 
or several similar slices (e.g., “What is total expenses for the patient Wolf?”), or over 
a set of slices (e.g., “What is the average age of all patients treated by the doctor Stan 
Lee?”). 

The query language described in the next section is explained based on the 
MEDMOD example. 

3   Query language 

If an ontology is granular – its underlying instance graph can be divided into 
slices, then we can define simple and efficient means of querying the instance graph. 
In this Section we describe an ontology based graphical in-place query language that 
is easy to use even by non-IT specialists and the result of a query can be retrieved in 
the linear time O(n) where n is the number of objects in the instance graph. 

Since instance graph has been divided into slices accordingly to some granular 
ontology, questions can be asked accordingly to that ontology. Building a query has 
two main activities – filtering and retrieving answers. Filtering, actually, is setting 
simple constraints on objects. Constraints can be set on any attribute of any class in 
the ontology. Once a constraint has been set, the instance graph is reduced to those 
slices, which contains at least one object that meets the constraint. Let’s call it the 
filtered instance graph. We allow to retrieve answers for two types of questions, the 
first has an answer as a single number, e.g., “How much did the Dr. Jekyll’s patients 
cost?” the second has an answer as a list of objects, e.g., “Which patients with 
Pneumonia had no X-ray?”. 

Very important aspect of the query language is that its concrete syntax is based on 
the data ontologies language used to specify the ontology. An example of a query 
based on the MEDMOD language is given in the Fig. 4. The real-world examples, of 
course, are not as tiny as the given example - just 3 patients. An average hospital in 
Latvia (500 beds hospital) treats about 30 000 patients per year [5]. In order to better 
understand the query language we give an insight in the process of building queries. 



 
Fig. 4. An example of query based on MEDMOD – the emergency department management. 

 
Let’s assume that we have obtained the instance graph conforming to the given 

ontology (MEDMOD diagram). We leave behind the problem of getting data from 
hospital’s information system. The person in interest (e.g., physician or manager) 
starts with a query diagram that is based on the given MEDMOD diagram – the query 
diagram has the same layout and elements as the MEDMOD diagram. It describes the 
familiar for the physician process of the emergency department management in the 
hospital. By default the query diagram contains boxes indicating the number of 
objects of each class in the instance graph. (See Fig. 4, boxes labeled Count). These 
are answers to simple questions like “How many patients have been treated at 
emergency department?” or “How many procedures have been executed?” It should 
be noted that every answer (result) is depicted as a box in the query diagram. Thus 
ontology, constraints, results - everything can be seen graphically in-place - in the 
same diagram. The same principle is used by spreadsheet applications – the user can 
make changes in any cell of the spreadsheet and observe the immediate effects on 
calculated values. In contrast most of query languages, e.g., SPARQL or SQL, have 
separate representations for data model, query and data. Now one can start filtering 
data by pointing to a class in the diagram and selecting an attribute. Simple 
constraints on attribute’s values can be set – comparisons like equals, greater than, 
less than, etc., can be made to the constants of appropriate type. Following the 



simplicity of spreadsheet applications, no more than two constraints (comparison 
operations) are allowed on each attribute. Both constraints may be mandatory (logical 
AND), or at least one of the constraints must be met (logical OR). 

When a constraint on an attribute has been set, the instance graph is filtered and all 
answers (result boxes) in the diagram are reevaluated and all boxes refreshed. Thus 
the dynamic response to each step in construction of the complete query allows the 
physician to see immediate reaction to every action. It shortens the learning curve 
greatly and reduces the number of errors – they can be recognized much earlier. This 
effect is called direct manipulation interaction mechanism [6]. 

As it was mentioned earlier, all answers were depicted as boxes in the diagram. At 
any moment these boxes can be removed and new boxes can be added. Possible single 
number answers are: Number of objects of given type in the filtered instance graph, 
Sum of values of given attribute in the filtered instance graph, Average of values of 
given attribute in the filtered instance graph. The only allowed answer that is not a 
single number is the list of objects (with attribute values) of given type in the filtered 
instance graph. (See Fig. 4 for all types of answers). 

Let’s define the constraint, the query and the answer more formally. Assume that 
we have a granular ontology D which consists of classes which in turn contains 
attributes. Since the ontology D is granular, there exists some Master class A∈D. 
Before one can query the instance graph G, it must be divided into slices respective to 
objects of class A. Thus the queries must be executed over set of non-overlapping 
slices S. 

}& x G)S(x,s|{sS A∈==  

Slices consist of objects with associated key-value lists, where keys are attribute 
names and values are attribute values. The ontology determines possible attributes 
and their range of values (type) for objects of given class.  

Let a be an attribute of some class B∈∈∈∈D and let T∈D be the type of the attribute a. 
Then constraint on attribute a is the following Boolean expression: 
1) One of the simple comparisons – a > const, a = const, a < const, where const∈T; 
2) Conjunction (and) or disjunction (or) of two simple comparisons, e.g., “a<10 and 

a>5”. 
Such constraint can be checked on an object of class B in a time that consists of 

time that is needed to locate the value of the given attribute in the object’s list of 
attribute values and time that is needed to do actual comparison and logical 
operations. Thus, the total time needed to check a constraint on a single object 
depends only on the size of the given ontology and implementation (coding) of 
objects. Therefore for each ontology and its implementation there exists such constant 
C, that a single constraint can be checked on a single object in time less than C. 

As it was mentioned before, the physician is allowed to set just one constraint at 
once. After the constraint is set it is evaluated immediately. Let’s define more 
precisely, what does it mean to evaluate a constraint c on attribute a of class B on the 
instance graph (set of slices S) and obtain the filtered instance graph – the subset of S. 

The main idea is to go through all slices and check all objects in particular slice. If 
there is an object of the given type and the constraint c evaluates to true on that object, 
then the slice is added to the filtered instance graph. It is easy to see, that in the worst 



case all objects in instance graph have to be checked to evaluate the constraint, but no 
more, because slices are non-overlapping. However, checking a single object does not 
require more time than the constant C, thus the total time needed to evaluate a 
single constraint on the instance graph G is O(n), where n is the number of 
objects in G. 

The complete query Q is the ordered set of constraints. The execution of the query 
starts with evaluation of the first constraint in the set and continues with gradual 
evaluation of next constraints on the result of the previous. As it was mentioned 
above, the typical number of patients treated in an average hospital in Latvia is 30000 
per year. It would be the number of slices in the instance graph for the MEDMOD 
example. Our experience and initial experiments with query language show that last 
constraints in typical queries are evaluated on much smaller filtered instance graph 
comparing to the initial instance graph. It may allow us to predict that the execution 
of complex queries would be efficient for instance graphs even larger than 
abovementioned 30000 slices. 

Now we can define more precisely, what answers (result boxes) can be retrieved. 
Once the filtered instance graph FS has been obtained, here are possible answers:  
1) Number of instances of given class B in the filtered instance graph FS 
2) Sum of values of given attribute attr (in class B) in the filtered instance graph FS 
3) Average of values of given attribute attr (in class B) in filtered instance graph FS 
4) List of objects of given class B in the filtered instance graph FS 

Just like in case of constraints, also retrieving an answer does require a single 
inspection of an object in the instance graph. Thus, the total time to retrieve an answer 
on the instance graph G is O(n), where n is the number of objects in G.  It should be 
noted that the query language may be extended without loss of efficiency by other 
means that also can be evaluated in the linear time, e.g., retrieving average number of 
instances of given type per slice, filtering slices by number of instances of given type, 
however we do not describe them all because of limitations of space.      
To sum up, the main advantages of the proposed query language are: 
• The view on data through “glasses” of familiar ontology (e.g., everybody in the 

hospital should know, how does it work!); 
• The simple and easy-to-perceive means of setting filtering conditions require no 

more expertise than using spreadsheet applications (like MS Excel); 
• The dynamic response to each step in construction of the complete query – the 

doctor sees immediate reaction to every action. It shortens the learning curve 
greatly and encourages even non-experienced users to try this out; 

• The efficiency of query execution. It is required the linear time regarding to the 
size of the instance graph to filter and retrieve answers.  

4   Related Work 

Graphical query languages have been interesting to the researchers as long as textual 
query languages exist. They have been developed as an attempt to fulfill the promises 
of query languages to give an easy-to-use means for ad-hoc data analysis, because in 



practice the powerful query languages (like SQL) have not became the mainstream 
tools for non-IT users. Number of graphical (visual) query languages for relational 
databases emerged in the late 80-s of the previous century [7, 8, 9]. However at that 
time the implementation of graphical languages was an expensive and time-
consuming, not even thinking of usability issues that came along the involving non-IT 
users. They tend to cover every feature of SQL and as the result of that we can name 
just few examples of graphical query building tools, like, query designer in Microsoft 
Access [10] that provides means to build SQL queries graphically. 

At the same time the spreadsheet applications have been widely used by non-IT 
users. They allow dealing with data in tabular form (no relations). One of the reasons   
of the spreadsheet’s success story is the usage simple concepts like cell, row, column, 
etc., coming from real paper-based documents. Another reason is the dynamic 
response on every action that takes place in the spreadsheet – user sees all changes in 
the document immediately, just like in the query language we propose in this paper. 

Nowadays the graphical language workbenches [11, 12] allow building graphical 
languages quickly. Thus the merely forgotten question about building visual query 
languages is back on the timetable. Ontologies have become popular in recent years. 
Therefore, the attention has been shifted from relational databases and ER models to 
ontologies. Thus the query languages for ontologies have emerged and particularly 
the graphical query languages for ontologies [13, 14]. And once again, these 
languages focus on graphical representation of the query, try to cover all features of 
SPARQL and separate the representations of ontology, query and data.          

5   Conclusions and Future Work 

One of the main results of this paper is the notion of granular data ontologies. This 
notion is defined very formally in the paper. Based on the notion of granularity an in-
place graphical query language is then introduced. It is partly tested on real end-users 
– doctors of a hospital. As the first experience has shown, the query language 
possesses two essential features: 
1) it is easily perceptible, and it is therefore easy to use by domain experts that are not 

IT specialists; 
2) it has very efficient (linear regarding to the size of an instance graph) execution 

time for retrieving answers to queries. 
Many noticeable data ontologies turn out to be granular, which means an efficient 

query language can be developed for them. At the same time there are also lots of 
other ontologies, which are not granular, and that prohibits us to use our query 
language for them. One of the main directions of our future research is to specify 
another meaningful class of data ontologies, which are granular in a wider sense. We 
will therefore extend the notion of ontology granularity allowing one to use the 
efficient query language for this class of ontologies. The efficiency of the query 
language will be preserved, i.e. the time evaluation of the query execution will remain 
linear. Other future research directions include, but are not limited to the following: 
1) To keep on improving the query language and to test it on a wider range of 

potential end-users; 



2) To continue optimizing the language implementation in order to improve the time 
needed for retrieving answers to queries formed over data containing about 30000 
hospital transactions (our goal is to get the answer in less than a second here); 

3) To further investigate practical use-cases of our approach in other areas outside 
the context of a hospital. 
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Abstract. This paper presents a visual query notation for the generic model 

query language GMQL. So far, GMQL allows for specifying pattern queries as 

complex set-theoretical formulas. This fact impedes the practical usability of 

GMQL, because specifying and understanding a query is unintuitive. The visual 

query notation we propose is a first step towards resolving this shortcoming. 

We derive objectives for this notation, implement it in a working prototype, as 

well as evaluate the notation using expert interviews and a literature survey.    

Keywords: Conceptual Model Analysis, Enterprise Modeling, Pattern 

Matching, GMQL. 

1   Introduction 

The generic model query language GMQL has recently been proposed to query large 

collections of conceptual models [1]. Many companies have started to develop such 

collections as part of their business process management (BPM) [2] and enterprise 

modeling (EM) activities [3]. Examples of conceptual model collections include the 

SAP reference model with around 600 models [4], a model collection maintained by 

an Australian insurance company containing close to 7000 models [5], or the BIT 

process library containing about 700 models [6]. These examples demonstrate that 

such collections may indeed contain hundreds or even thousands of models [7].  

Other than a form of documentation, conceptual models are a means of analyzing 

the aspect of corporate reality they capture in order to derive improvement potential. 

Given the size and complexity model collections may exhibit many practitioners have 

expressed the need for automatic or at least semi-automatic support of model analysis 

[8]. A task that frequently occurs in model analysis is querying a collection of models 

in order to detect certain patterns in them [7]. A pattern in this context refers to a 

model fragment that complies with a predefined pattern query.  

Pattern detection serves a variety of analysis purposes ranging from model 

comparison [9-10] to model translation [11-12], model compliance checking [13], or 

model conflict detection [14]. GMQL was designed to support these model analysis 

tasks. GMQL is generic in the sense that it is able to query conceptual models of any 

type or graph-based modeling language. It is based on the idea that essentially any 

conceptual model is an attributed graph consisting of a set of nodes and a set of edges. 



GMQL comes with a significant drawback: a pattern query is essentially a complex 

set-theoretical formula. Specifying as well as understanding a query is thus very 

cumbersome and unintuitive. The purpose of this paper is to introduce a visual query 

notation for GMQL to mitigate this shortcoming. We provide a visual shape for each 

GMQL construct and explain how these shapes can be used to visually model a 

pattern query. An initial survey of EM experts suggests that queries defined in the 

visual notation are much more intuitive to understand than the original formula-based 

pattern queries (see Section 5.1 for more details). The paper thus contributes to easing 

the usability of GMQL.  

The remainder of this paper is structured as follows. First, we briefly introduce the 

core concepts behind GMQL. We then deduce objectives for a visual query notation 

from these concepts (Section 2). We introduce a visual shape for each GMQL 

construct in Section 3. We demonstrate the applicability of the visual version of 

GMQL that we call vGMQL by implementing it. We show the applicability of 

vGMQL by providing visual queries for model patterns presented in the BPM and EM 

literature (Section 4). We evaluate GMQL by first conducting a survey of EM experts 

to determine the understandability of the visual queries (Section 5.1). We then 

evaluate vGMQL against the backdrop of related work (Section 5.2). The paper closes 

with a summary and an outlook to future research in Section 6. 

2   GMQL constructs and requirements for vGMQL 

The basic idea of GMQL is that any graph-based conceptual model can be represented 

by two sets, namely the set O of its objects and the set R of its relationships (see [1] 

for an exact specification of all GMQL constructs). Objects denote the nodes of the 

model graph, whereas relationships represent its edges. We define the set of all model 

elements E=OR. GMQL provides set-altering functions and operators that take 

these basic sets as input and perform certain operations on them. The GMQL 

functions fall into four classes. Functions belonging to the first class take one set of 

elements as input and return elements having particular characteristics like a specific 

type or label. The second class of functions determines elements having a particular 

number of (ingoing or outgoing) relationships (of a specific type). All functions return 

a set of sets with each inner set containing one element and all its relationships. 

Functions of the third class determine elements, their adjacent elements, as well as the 

relationship connecting these elements. The fourth class contains functions that 

determine paths or loops between two sets of elements. These paths may or must not 

contain particular model elements. Again, these functions return a set of sets with 

each inner set containing one path from one start element to one target element. As 

the theoretical roots of GMQL lie in set theory, it provides the basic set operators 

UNION, COMPLEMENT, and INTERSECT that perform denoted operations on two 

simple sets of elements. The JOIN operator performs a union on two sets if they have 

at least one element in common. INNERINTERSECT and INNERCOMPLEMENT 

perform respective operations on inner sets of a set of sets. As some operators and 

functions expect simple sets as input, the SELFUNION and SELFINTERSECT 

operators are necessary to turn one set of sets into a simple set while performing a 



union or intersection. A GMQL pattern query is constructed by nesting these 

functions and operators. Pattern queries exhibit a tree-like structure with the output of 

one GMQL construct serving as input for the next. Based on this brief introduction of 

GMQL, requirements can be deduced for a visual query notation. Visual 

representations for all four classes of functions as well as all operators need to be 

defined. The notation should furthermore allow for nesting all GMQL constructs.  

3   Conceptual specification 

Figure 1 contains the visual representations for all four function classes (subsections 

A to F) as well as the operators (subsection G). The representation depicted in 

subsection A denotes an arbitrary element. It can be configured such that is represents 

an element having a particular type or label. If the shape is not further configured, it 

represents the set of all model elements. The shape is contained in all other vGMQL 

shapes represented in subsection B to F of Figure 1. It can furthermore be used as a 

placeholder for any other vGMQL shape including the operator shape. In doing so, it 

is possible to nest and concatenate the various constructs to construct pattern queries.  

{Number}

{Type} {Number}

{Type}

OperatorName

{
{

{
{

A B C D

E F G

{ {

{ {
{Number}

{Type}

Fig. 1. vGMQL shapes 

The shapes depicted in subsection B represent all functions of the second class 

returning single elements and all their relationships. The set R of all relationships is 

set to be the second input parameter for these functions. In case of directed edges, the 

relationships are represented by the outgoing and ingoing arrows. These functions 

return all relationships of a given element, even though their shapes include only one 

edge. The edges have two additional attributes called Number and Type. They indicate 

that the query is supposed to return elements having a particular number of 

relationships that are of a predefined type. If one of these attributes carries a NULL 

value, the shape represents the function taking only the other attribute as input.  



The shapes depicted in subsection C of Figure 1 represent the functions of the third 

class returning adjacent elements and the relationships connecting them. Two 

different shapes for directed and undirected edges are provided. Note that these 

functions return all neighbors of a given element and the connecting relationships, 

although the shapes contain only one neighbor and relationship. Again, the shapes 

contain the basic element shape which allows for replacing it with any other 

combination of shapes (see more details below). In case the edges connecting the 

elements are represented as dotted lines, the corresponding shapes denote the paths 

functions (cf. subsection D of Figure 1). Different shapes are provided to represent 

functions for directed and undirected paths. The shapes depicted in subsection E 

represent functions for directed and undirected paths that must or must not contain 

specific elements. In case of the latter, the forbidden elements are crossed out. The 

shapes depicted in subsection F represent corresponding loop functions.  

Lastly, subsection G of Figure 1 provides the visual shape for all operators. The 

name field can be customized to depict the corresponding operator names. The dotted 

line in the middle of the shape represents the two input parameters of each operator. 

In case the operator takes only one parameter as input, the line can be deleted. 

4   Application examples and implementation 

Figure 2 contains three exemplary vGMQL pattern queries for EPC diagrams (A and 

B) and ER models (C). The EPC queries are based on a language specification that 

only contains functions, events, as well as AND, OR, and XOR connectors as object 

types. The ERM pattern is based on a language specification containing only entity 

types and relationship types. All language specifications furthermore contain the 

respective relationship types. The pattern query in subsection A of Figure 2 represents 

a conflict pattern in EPCs reported by Mendling [14] who refers to this structure as an 

“AND join that might not get control from a splitting XOR”. It represents a situation 

in which an AND following an EPC start event is the target element of a path that 

starts in an XOR split. If the start event fires and the process has run into a branch 

other than the one containing the AND connector, this AND will never be executed.  

The pattern query depicted in subsection A contains the directed path function as 

its outermost shape. The first input parameter of the function represents a splitting 

XOR connector. It is calculated by subtracting the set of all XOR nodes having one 

outgoing edge from the set of all XORs. The set of XOR nodes having one outgoing 

edge is inner-intersected with all XORs to cut off the edge. The second parameter 

represents an AND join that is following an EPC start event. To that end, the shape 

representing adjacent elements is used. The first input parameter represents the set of 

all EPC start events. It is calculated by inner-intersecting the set of all events with the 

set of events having zero ingoing edges. To turn the resulting set of sets into a simple 

set the SELFUNION operator is used. The second input parameter represents a 

joining AND connector that is calculated analogously to a split node. This sub-query 

thus returns an event with no ingoing edges that is followed by a joining AND 

connector. This structure is inner-intersected with the set of all ANDs in order to cut 



off the start event as well as the relationships connecting the event and the connector. 

The remaining AND object is fed to the path function as its second input parameter. 
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Fig. 2. vGMQL pattern queries for EPCs and ER models 

The pattern query depicted in subsection B of Figure 2 represents a common 

syntactical error in EPC models. This error consists of a decision split after an event. 

This pattern can be described as an element path that starts in an event object and 

ends in either an OR or XOR split such that the path only contains connector objects. 

Functions and events are thus not allowed on this path. To define such a pattern query 

in vGMQL, the shape representing a path that must not contain particular elements is 

used. The first parameter represents the set of all event objects. The second parameter 

represents the set of all decision splits. Again, this sub-query is calculated 

analogously to the corresponding split-query described above. The only difference is 

that we are interested in the unified set of all XOR and OR connectors. The third 

parameter represents the set of all forbidden elements. 

The pattern query in subsection C of Figure 2 represents an ERM relationship type 

that is adjacent to one or more entity types. This query thus returns binary and ternary 

relationship types. 



Figure 3 depicts a prototypical implementation of the visual notation in a query editor. 

The original GMQL was implemented as a plugin for a meta-modeling tool that was 

available from a previous research project. The meta-modeling tool allows for 

specifying modeling languages by defining its object and relationship types. Similar 

to vGMQL the tool is based on the idea that any modeling language can be 

represented as the set of its element types. To develop a model, the element types of 

the corresponding language are instantiated to a set of elements that is used to 

calculate the basic sets O and R that vGMQL requires for its matching procedure. On 

meta-level the meta-modeling tool is thus based on the same concept that vGMQL 

uses to detect patterns in models. This fact allows vGMQL to be language-

independent, because pattern queries can be defined for all modeling languages that 

can be specified using the meta-modeling tool.  

The pattern matching functionality provided by vGMQL is integrated into the 

language editor of the tool which contains functionality for specifying languages. For 

each defined modeling language pattern queries can be created. All vGMQL shapes 

are provided on the left-hand side of the editor. The user can drag and drop these 

shapes on the query editing field on the right-hand side of the editor. The pattern 

query depicted in Figure 3 represents the EPC syntax error “decision split after event” 

as described above. As demonstrated in the figure, all vGMQL shapes can take other 

shapes as input. This allows for nesting the constructs of the query language in order 

to construct complex query definitions. Upon saving a pattern query, it is parsed into 

the original formula-based representation that is then fed to the matching mechanism. 

This mechanism is implemented using the visitor design pattern known from software 

engineering [15]. A visitor object thus traverses the query-tree in a bottom-up fashion 

calculating the leaf nodes of the tree first. The corresponding result serves as input for 

the next higher tree level. 

 

Fig. 3. vGMQL implementation 



5   Evaluation 

5.1   Survey 

To evaluate the visual query notation, we conducted an initial survey of ten EM 

experts having between one and seven years of work experience. To guarantee an 

unbiased feedback, the experts did not have any prior knowledge of GMQL and were 

thus briefly introduced to its underlying concepts. The participants of the survey were 

then given the EPC syntax error representing a decision split after an event. We 

presented both the formula-based query as well as its visual counterpart (cf. Figure 2, 

subsection B) to the participants. They were then asked which of the queries they 

perceived to be more intuitive to understand. The set of possible answers also 

included the possibility to express that both queries are equally understandable.  

Out of the ten experts involved in this initial survey, seven voted for the visual 

query and one participant found the formula-based query to be more intuitive to 

understand. Two participants furthermore perceived both queries to be equally 

understandable. The participant who found the formula-based query to be more 

intuitive argued that he is used to reading source-code and thus found the original 

GMQL query to be easier to understand. One participant who voted in favor of the 

visual query furthermore argued that the original formula-based query would 

potentially be as intuitive to understand as its visual counterpart provided an EM 

analyst possesses the necessary in-depth knowledge of the set-theoretical functions 

and operators. Given the results of this initial survey, we preliminarily conclude that 

the visual query notation we propose in this paper indeed eases the usability of 

GMQL, because visual queries appear to be more intuitive to understand than the 

original formula-based queries. Future surveys including larger sets of participants as 

well as pattern queries need to confirm this finding. In addition, this initial survey is 

limited to comparing the understandability of two given pattern queries. Additional 

surveys also need to focus on the perceived ease of defining queries in order to 

provide a complete picture of the language’s usability. 

5.2   Related work 

vGMQL is primarily designed for a structural model analysis. vGMQL, however, is 

able to consider element types and labels in its matching process. Analyzing element 

labels is difficult, because studies indicate that conceptual models can vary 

significantly with respect to terms and phrase structures used to label model elements 

[16]. This impedes the applicability of conceptual models, because different user 

groups may understand particular terms differently. This in turn also impedes the 

applicability of vGMQL, because searching for a particular pattern containing a given 

label will not return all results if labels contain semantic ambiguities. Prior to 

searching for patterns with vGMQL it is therefore necessary to terminologically 

standardize labels in order to avoid semantic ambiguities like synonyms, homonyms, 

etc. Corresponding approaches [17-18] need to be integrated into vGMQL.  



vGMQL is furthermore not designed for analyzing the execution semantics of process 

models. This can be achieved using finite transition systems [19] or behavioral 

profiles [20]. We refer to respective literature on analyzing process model execution 

semantics. As vGMQL includes element types in its matching process, the path 

functions, however, can be used to detect simple patterns representing violations to 

specific runtime constraints (see [1] for more detailed examples). Extending vGMQL 

to include process model execution semantics, however, remains subject of future 

research.  

vGMQL furthermore assumes that there is a predefined pattern query available that 

can be searched for in a given collection of models. It is thus not suited for analysis 

scenarios in which this is not the case. Consider for example the work put forth by 

[21] to identify exact clones in a collection of process models. A clone represents a 

particular model fragment (i.e., pattern) that frequently occurs in the collection. The 

algorithm proposed by [21] is able to iteratively construct these patterns without 

having a predefined query fragment to search for. vGMQL is consequently suited for 

analysis scenarios in which predefined pattern queries are available. Notable 

examples presented in the literature include model comparison [9], model compliance 

checking [13], model weakness detection [22], model abstraction [23], model syntax 

checking [24], or model refactoring [25]. 

From a graph-theoretical point of view, the problem of pattern matching can be 

understood as the problem of subgraph isomorphism. As this problem is known to be 

NP-complete in the general case [26], the runtime performance of respective 

algorithms is a primary concern. [27] extend the well-known Ullmann algorithm for 

subgraph isomorphism [28] to include a filter mechanism that reduces the number of 

models to be searched for a given pattern. Subgraph isomorphism, however, is 

concerned with finding exact occurrences of a given pattern in a model. In the context 

of pattern matching in conceptual models, it is often necessary to find paths of 

previously unknown length. vGMQL provides this functionality and can thus be more 

broadly applied than algorithms for subgraph isomorphism. 

Lastly, additional multi-purpose process query languages haven been proposed in 

the literature. Notable examples include BPMN-Q [29], BPQL [30], and BP-QL [31]. 

vGMQL differs from these approaches as it can not only search process models but 

also models of any other type or graph-based modeling language. With this paper, we 

furthermore present a visual notation that allows for visually specifying a query 

similarly to respective approaches presented in the literature. 

6   Summary and outlook 

In this paper, we presented a visual query notation for the multi-purpose and 

language-independent model query language GMQL. Specifying pattern queries thus 

no longer requires constructing complex set-theoretical formulas. Future research will 

focus on conducting additional surveys and experiments with EM experts to further 

test whether this notation is indeed easier to use than the original formula-based one. 

In addition, we will conduct a survey among modeling experts to determine the 

applicability of vGMQL in the context of specifying large and complex queries. We 



will also compare the proposed visualization to alternative ways of graphically 

modeling pattern queries. This will carve out additional user needs and determine the 

most intuitive way of formulating a pattern query. We will furthermore explore 

additional enterprise modeling related usage scenarios of the query language like ad 

hoc error and inconsistency detection during model development. 
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Abstract. Enterprise architecture (EA) models are helpful for describing 

elements that are necessary for modelling business processes at different 

architectural layers of the enterprise. Business process models are used to 

describe detailed enterprise processes in order to analyse and improve them. 

Business process logic provided in the business layer of EA is very abstract 

comparing with business process models. Therefore EA models and business 

process models must be linked to address in detail both structural and 

behavioural aspects of the information system. However linked EA and 

business process models do not imply that the models provide complete and 

lawful descriptions of the information system. The paper uses a theoretical 

foundation of Bunge-Wand-Weber system’s model and evaluates how industry 

standards BPMN and ArchiMate contribute to creation of complete and lawful 

business process models.  

Keywords: Business process modelling, BPMN, ArchiMate, BWW. 

1   Introduction 

Nowadays organizations employ industry modelling standards like BPMN to 

understand and improve business processes. However, BPMN models are only one 

component of business modelling required for a holistic view of end-to-end business 

processes. More information is needed to build information systems supporting 

organizational business processes [1]. BPMN models mainly cover business process 

flow, but structural aspects such as actors, data objects, existing IT landscape, etc. are 

outside of BPMN scope. Enterprise Architecture (EA) models can reflect these 

aspects and are an essential component of creating accurate and complete business 

process models. Building complete and accurate business process models requires 

maintaining the relationships with EA models to add a structural context to processes 

(like actors, objects, etc.) and to refine business process models with an architectural 

layer perspective, namely, to depicting at what level each process is occurring – 

business, application, or infrastructure level. ArchiMate enterprise architecture 

modelling language has been developed in order to provide a uniform representation 

for diagrams that describe enterprise architectures [2]. In ArchiMate language the 

existence of business processes model is depicted. However, ArchiMate does not, 

prescribe to list the flow of activities in detail [2]. Linkage between business process 



models and EA models would allow looking at the business processes at different 

layers of the enterprise in detail.  

However besides the challenge of linking two modelling languages from different 

domains - BPMN and ArchiMate – there exists another challenge, namely, analysing 

completeness and lawfulness of business process models. By “completeness of 

process models” the author means that models must contain all necessary elements 

from information system’s point of view and by “lawfulness of process models” - 

compliance with laws related to the system. In this paper Bunge-Wand-Weber 

(BWW) model is used as a theoretical foundation to evaluate completeness and 

lawfulness of business process models. BWW model describes the necessary concepts 

for building an information system [3] and in this research is used to evaluate to what 

extent BPMN and ArchiMate support description of complete and lawful business 

process models. BWW model consists of constructs present in the real world that 

must be represented in information system. 

The aim of this paper is to propose an approach towards creating complete and 

lawful business process models by linking BPMN models with ArchiMate models to 

add active and passive structure to flow aspect of BPMN and evaluate completeness 

and lawfulness of models using BWW model. The proposed approach requires a 

repository-based modelling tool that can accommodate all three modelling methods 

used, namely, BPMN, ArchiMate, and BWW. 

The paper is structured as follows. In Section 2 related work is outlined. In Section 

3 elements of BWW model are presented. In Section 4 the mapping of ArchiMate and 

BPMN is discussed. In Section 5 the evaluation of BPMN and ArchiMate using 

BWW model is discussed. In Section 6 algorithms for checking the completeness and 

lawfulness of business process models are discussed. Brief conclusions and future 

work are presented in Section 7. 

2   Related Works 

There exist a number of researches for linking ArchiMate and BPMN notations. The 

authors of [6] propose the approach of harmonizing BPMN, ArchiMate and UML 

notations. The authors of [7] analyse support of different kinds of active structure 

assignment in enterprise modelling techniques and frameworks, including ArchiMate, 

DODAF, and ARIS. Since these frameworks are be used in the description of an 

Enterprise Architecture in tandem with the detailed description of business processes, 

the authors also discuss the support for active structure allocation in processes 

modelling techniques, including XPDL, UML Activity Diagrams and BPMN in their 

analysis. The authors conclude that a complete integrated approach to the assignment 

of active structure and behaviour is yet to be incorporated into the languages and 

frameworks considered. However, the authors of the studies described do not propose 

to evaluate linked business process models and EA models for completeness and 

lawfulness. 

The BWW model has been used in a number of studies for evaluation of modelling 

techniques. The authors of [5]  report on the outcomes of an ontological analysis of 

BPMN and explore identified issues by reporting on interviews conducted with 



BPMN users in Australia. As a result [5] defines few potential shortcomings in 

BPMN -  such as existence of some ambiguous elements in its specification.  

The authors of [8] examine how process modelling techniques have developed and 

compare modelling techniques using BWW model as a benchmark used for the 

analysis of grammars that purport to model, the real world, and the interactions within 

it. The authors of [9] propose an approach for developing a conceptual model that 

represents the structural, relational and behavioural elements of the computing 

systems based on the BWW model. The authors of [10] use of the BWW model to 

compare the representation capabilities of two business rule modelling languages. 

This research is based on the results of related works and evaluates how the 

necessary elements for building an information system described by BWW model are 

represented by BPMN models linked with ArchiMate models.  

3   BWW Model 

The lack of consistent theoretical foundation for building information systems urged 

Wand and Weber [3] to build a set of models for the evaluation of modelling 

techniques. Wand and Weber have extended the systems ontology presented by Mario 

Bunge [4]. Wand and Weber developed a formal foundation called BWW model for 

modelling information systems [3] consisting of the constructs present in the real 

world that must be represented in information system. BWW model is a high-level 

ontology containing general concepts that are necessary for description of information 

systems [5]. Further in the text the elements of BWW model will be shown in italics. 

Due to the limitation of space the author has omitted the descriptions of BWW 

elements that can be found in [8].  

The paper proposes to use BWW model as a theoretical foundation for evaluating 

BPMN and EA models for completeness and lawfulness. BPMN and ArchiMate 

models are standards with different abstraction levels, therefore gaps exist between 

these two standards. BPMN is used at the detailed process level, ArchiMate is used at 

EA level describing different layers of enterprise. BPMN and ArchiMate are 

complementary standards. Novelty of using BWW model as a theoretical foundation 

for linking BPMN and EA resides in the following: 

1. Providing systems view of interlinked business processes and enterprise 

architecture. Interlinked ArchiMate 2.0 and BPMN 2.0 models describe elements 

that can be viewed and analysed as systems, e.g., application layer system, related 

subsystems and system environment.  

2. Possibility to describe lawful states and events of systems – the evaluation of 

BPMN and ArchiMate using BWW shows that nor BPMN 2.0 nor ArchiMate 2.0 

has the ability to describe lawful states and events of the systems at the different 

abstraction levels. 

3. Emergent properties of systems - emergent properties describe properties 

possessed by a system and not by isolated elements. Emergent properties are 

specific properties of the system as a whole and this is added-value from BWW 

model. 



4. Kind element of BWW model will provide the possibility to describe variations of 

business processes, e.g., Electronic submission process variation is Electronic 

submission of a journal paper or Electronic submission of a monograph. 

4   Linking BPMN and ArchiMate  

In an ArchiMate model, the existence of business processes is depicted [2]. It does 

not, however, list the flow of activities in detail [2]. The ArchiMate 2.0 specification 

[2] states: “During business process modelling, a business process can be expanded 

using a business process design language; e.g., BPMN.” However the specification 

itself does not define the relationship at the meta-model level. The author proposes to 

define the linkage between BPMN and ArchiMate at the meta-models levels, by 

extending the behavioural elements of ArchiMate with corresponding elements from 

BPMN 2.0 meta-models. In this section behavioural elements of ArchiMate business, 

application and technology layer are mapped to corresponding BPMN elements. The 

principle of linking BPMN with ArchiMate resides in the following, namely, high 

level descriptions of enterprise behaviour are extended with corresponding BPMN 

models. Table 1 describes how each element is expanded by BPMN. 

Table 1. Mapping ArchiMate and BPMN. 

ArchiMate Business Layer Element BPMN Element 

Business Process Business Process Diagram, Pools, Lanes  

Function Task, Sub-Process 

Business Interaction Collaboration Diagram 

Business Event Event 

Business Object Data Object  

Business Role Lane 

ArchiMate Application Layer Element BPMN Element 

Application Function Service Task, Script Task 

Data Object Data Object  

ArchiMate Technology Layer Element BPMN Element 

Device Data Store 

Artefact Data Objects 

5   Evaluation of BPMN and ArchiMate Using BWW Model 

Business Process Model and Notation (BPMN) [11] is the de-facto standard for 

representing in a very expressive graphical way the processes occurring in virtually 

every kind of organization [12]. However BPMN has its limitations when it comes to 

modelling other aspects of organization such as organizational structure and roles, 

data, business rules, technical systems, etc. [1]. The mapping of BWW into BPMN 

presented in [5] is taken as a basis and extended with statements that BPMN supports 

the BWW notions of the State, Property as well as Stable and Unstable States. In 

BPMN the State of the Data Object can be captured if the Data Object is attached to a 



Sequence Flow that is an input of an Activity, and it comes out of the Activity with a 

different State. Property of a Thing can be defined using BPMN Attributes of 

elements, Stable and Unstable States can be described using BPMN Compensation 

Activities and Compensation Events. The State of a Thing does not describe the 

overall State of a System. One solution for detecting the State of a System is to define 

a set of all States of all Things present in the System. The second solution for 

detecting the State of a System is to look at System’s Emergent Properties which 

based on BWW are defined as properties belonging only to the System and not to its 

components [8]. One more solution is included in BPMN modelling language. BPMN 

allows defining multiple end states of a process. In [2] author describes the state of 

the process as the state of the system. Business processes do not always end normally 

(as intended) and very often exceptions occur. BPMN allows defining separate end 

events to indicate distinct end states (“normal end state” and “exceptional end state”) 

[1]. Multiple end states of BPMN process can each correspond to Stable and Unstable 

State of a System or Subsystem. In BPMN the State of System can be described also 

with the States of all Data Objects that refers to a particular Pool that is considered to 

be a System. Exceptional end state should be linked with the State of the 

corresponding Data Object to reflect the Unstable State of a System. Figure 1 depicts 

a simple BPMN example with multiple End Events that might occur and define 

different end States of the process and system. 

Receive 

Submission

Check 

Submission

Submission OK?

Submission Failed
NoNo

Send 

Submission to 

Reviewers

YesYes

Submission 

Complete

State 1

State 2

 

Fig. 1. Different end states of a process in BPMN. 

There are 6 BWW model elements that are not supported by BPMN notation, 

namely, State law, Conceivable State Space, Lawful State Space, History, 

Conceivable Event Space, and Lawful Event Space. Since BWW model describes 

aspects that are important for building information systems [5], these six elements are 

to be taken into consideration to define a complete and consistent description of 

business processes. 

To provide a uniform representation for diagrams that describe enterprise 

architectures, the ArchiMate enterprise architecture modelling language has been 

developed [2]. ArchiMate 2.0 language defines 3 layers of an enterprise architecture 

[2]: 

1. Business layer offers products and services to external customers. 

2. Application layer supports the business layer with application services. 

3. Technology layer offers infrastructure services needed to run applications. 



Table 2 shows the mapping of BWW to ArchiMate modelling language (only core 

elements of ArchiMate are considered. Use of extensions would provide more details 

concerning the Environment in BWW model). 

Table 2.  BWW elements mapped into ArchiMate elements. 

BWW Elements Corresponding ArchiMate Concepts  

System Enterprise architecture, Business layer, Application layer, 

Technology layer 

System environment Business layer (for Application and Technology layers), 

Application layer (for Technology and Business layers), 

Technology layer (for Business and Application layers)  

System structure Relationships 

System composition Structural concepts, Informational concepts 

Level structure Relationships between layers, Business layer, Application 

layer, Technology layer 

Subsystem Business layer, Application layer, Technology layer 

System decomposition Business layer, Application layer, Technology layer, 

Structural concepts, Informational concepts 

Thing Business actor, Business role, Business collaboration, 

Location, Business interface, Business object, Application 

component, Application collaboration, Application 

interface, Data object, Node, Device, System software, 

Infrastructure interface, Network, Communication path, 

Product, Contract, Artifact 

Property Meaning, Value, Representation 

Class, Kind Relationships 

Event, External event, Internal 

event, Poorly-defined event 

Business event 

Transformation Business service, Business process, Business function, 

Business interaction, Application function, Application 

interaction, Application service, Infrastructure function, 

Infrastructure service 

Acts on, Coupling Structural relationships 

State, Conceivable state 

space, Lawful state space, 

State law, Stable state, 

Unstable state, History, 

Conceivable event space, 

Lawful event space, Well-

defined event, Lawful 

transformation 

Not supported by ArchiMate 

From BWW point of view enterprise architecture is a System consisting of 

Subsystems – business, application and technology layers (while these sub-systems 

are not the only ones that can be identified in the EA). Business layer, application 

layer and technology layer are separate Systems consisting of structural and 

behavioural elements that are considered to be BWW Things. Structural and 

informational concepts form System Composition and ArchiMate Relationships 

between these concepts form System Structure. BWW element Thing is supported by 



ArchiMate active and passive structural elements. BWW element Property is 

supported by ArchiMate element Meaning, since Meaning is related to ArchiMate 

Business object element and thus is as a Property of a Thing. According to BWW 

model Property maps the thing into some Value. According to ArchiMate Value is the 

relative worth, utility, or importance of a business service or product – hence it is 

mapped to the Property element of BWW model. Representation is the property of a 

Business Object, hence, it is mapped to the Property element of BWW model. BWW 

model elements Class and Kind are supported with ArchiMate Relationships 

(grouping, composite, aggregate). ArchiMate does not provide a straightforward 

mapping to BWW State element. However, if ArchiMate models are related to BPMN 

models, notion State is supported by different States of BPMN Data Objects and 

multiple End Events of the process. Since BWW model element Transformation is 

defined as a mapping from one State to another State, it is supported by all ArchiMate 

behavioural concepts. BWW elements Acts on and Coupling are mapped into 

ArchiMate structural relationships between ArchiMate concepts that are mapped into 

BWW Things. Altogether the ArchiMate modelling language does not support the 

description of 11 BWW model constructs comparing to 6 BWW elements missing in 

BPMN. Nevertheless, ArchiMate allows defining structural components of an 

information system at all three levels of the enterprise architecture in much greater 

detail than BPMN. 

6   Towards Analysing Completeness and Lawfulness of Business 

Process Models 

Business process modelling requires a meta-structure (background knowledge) that 

maintains the relationships between all the different models linked to business process 

models. When creating business process models linked with the set of enterprise 

models, it is necessary to achieve that all aspects of business process are stored and 

can be accessed and reused afterwards. Assuming that BWW model can be used as a 

meta-structure for analysing the completeness and lawfulness of the business process 

models it is necessary to identify which elements from BWW model are supported by 

BPMN and ArchiMate models. BWW model defines elements of the information 

system that are supported by BPMN and ArchiMate standards as well as a set of 

elements that are not supported by these standards. It indicates that complementary to 

BPMN and ArchiMate models it is necessary to address these missing elements in 

order to build the information system that conforms with a functioning system 

described by BWW model [3]. Mappings presented in the previous sections show that 

majority of BPMN and ArchiMate core elements can be mapped to BWW constructs. 

However, still, there exist six elements that cannot be represented using these two 

modelling languages, namely, State Law (SL), Conceivable State Space (CSS), Lawful 

State Space (LSS), History (H), Conceivable Event Space (CES), and Lawful Event 

Space (LES). These missing BWW model elements have to be added to interlinked 

BPMN and ArchiMate models in order to include all BWW model’s elements 

required for building an information system. 

The proposed approach requires a repository-based modelling tool that: 



1. Accommodate all three modelling methods used, namely, BPMN, ArchiMate, and 

BWW. Meaning that the modelling tool supports the meta-models and visual 

representations of BPMN, ArchiMate, and BWW. 

2. Possibility to add to the BPMN, ArchiMate meta-model the missing elements from 

BWW model. 

3. Allows defining algorithms, mechanisms, and queries to execute the completeness 

and lawfulness analysis on the business process models. E.g., analysing if all 

BWW elements are present in the business process models, analysing lawful event 

space – lawfulness analysis showing what are the lawful events in the business 

process models, analysing the lawful state space - lawfulness analysis showing 

what are the lawful states in the business process models, analysing whether 

unconceivable states and events are present in the model – lawfulness analysis 

showing if models are realistic. 

Let’s review an illustrative example. Figure 2 depicts a fragment of business 

process of Electronic paper submission process and ArchiMate 2.0 model that shows 

Business level and Application level, however does not show detailed process. The 

business process in the ArchiMate model called Electronic submission process is 

extended with BPMN business process model containing 2 lanes. Further the 

ArchiMate business process Receive Submission is linked with BPMN lane Editor 

that contains activities that Editor is responsible for. The ArchiMate business process 

Review Process is linked with the BPMN lane Reviewer that contains the activities 

the Reviewer is responsible for. The ArchiMate business role Editor is linked with the 

BPMN lane Editor and the business role Reviewer is linked with the lane Reviewer. 

Nevertheless ArchiMate model supplements BPMN model with layers and active and 

passive structure, still these models does not include descriptions of (the added value 

of BWW): 

1. State Law - a set of all properties that are lawful to a Submission. 

2. Conceivable State Space and Lawful State Space - to indicate what states of a data 

objects (e.g., Submission) and systems (e.g., Application components system) are 

lawful and what are conceivable. For example, Submission can have Incomplete or 

Not conforming with the Template or Accepted states, from which only Accepted is 

a lawful state.  

3. History of states - for business process monitoring purposes it is necessary to 

maintain a log of previous states of a Submission, such as Submitted, Reviewed, 

Accepted, etc. 

4. Conceivable Event Space and Lawful Event Space - it is necessary to indicate what 

events described in BPMN model are lawful, e.g., New Submission is a lawful 

event in the system, but events like System’s error are unlawful. 

5. Emergent properties of a system - one of the emergent property of Electronic 

submission system is faster and more efficient management of submissions.  

6. Business process variations - using Kind element it is possible to describe different 

variations of the business process, e.g., Electronic submission of a monograph. 



 

 

Fig. 2.  Relationships between BPMN and ArchiMate. 

 



7   Conclusions  

In this paper a step towards evaluating completeness and lawfulness of business 

process models using BWW system’s model is discussed. It was concluded that to 

implement the approach for completeness and lawfulness analysis the repository-

based modelling tool is required. The modelling tool must allow accommodating 

BPMN, ArchiMate and BWW meta-models and defining algorithms, mechanisms and 

queries for lawfulness and completeness checking. Another essential feature is 

supplementing the BPMN and ArchiMate meta-models with elements from BWW 

model that are missing, namely, State Law (SL), Conceivable State Space (CSS), 

Lawful State Space (LSS), History (H), Conceivable Event Space (CES), and Lawful 

Event Space (LES), because the lack of these elements hinder lawfulness and 

completeness of business process models. Analysing business process models using 

the BWW system’s model will allow analysing what necessary elements for 

information system developing are missing in the models. The further work will 

include implementing the prototype of the described repository-based modelling tool 

and described algorithms and queries using the ADOxx platform [13] because this 

platform allows creating customized modelling languages and defining algorithms, 

mechanisms and queries for analysing the models. 
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Abstract. Patients’ access to their medical records in the form of Personal 

Health Records (PHRs) is a central part of the ongoing shift in health policy, 

where patient empowerment is in focus.  A survey was conducted to gauge the 

stakeholder requirements of patients in regards to functionality requests in 

PHRs. Models from goal-oriented requirements engineering were created to 

express the values and preferences held by patients in regards to PHRs from 

this survey. The present study concludes that patient values can be extracted 

from survey data, allowing the incorporation of values in the common 

workflow of requirements engineering without extensive reworking.  

Keywords: Personal health record, basic value, health care, goal-oriented 

requirements engineering, business/IT alignment. 

1   Introduction and Purpose 

To provide those goods or services which consumers desire in the method and manner 

which they prefer, thereby fulfilling their value proposition, it is necessary for a 

business to create a supporting infrastructure. Key components of such delivery 

mechanisms are often information systems, and as such, methods need to be 

developed which elicit and capture their values and preferences during the system 

design process, while finally presenting these to the business in such a way that they 

can be executed upon during the system development. The state where the goals and 

strategies of the business are in harmony with its IT systems is called alignment [1]. 

In this study, the business is the Swedish healthcare system, with its many-layered 

purposes and customers. Among these, we focus on the part of a healthcare system 

where the consumers are the patients, and our goal was to learn what values patients 

have in regards to Personal Health Records (PHRs). In the specific instance of 

developing a successful PHR, it is important for the business (Swedish healthcare 



system) to engage its consumers (patients) on a number of levels, e.g., capturing user 

requirements for PHR systems during development processes and user studies, as well 

as in the marketing process.  Consumer buy-in is important for the success of any 

product, but in particular an individualized and deeply personal one like PHRs. 

Engaging a consumer’s values is a crucial step towards success. 

The present research utilizes results from a survey aimed at capturing patients’ 

feature and functionality requests in a PHR system. These are then analyzed through 

goal-oriented requirements engineering techniques to express the values and 

preferences held by patients in regards to PHRs. 

The paper begins with a short section to frame the general argument, and proceeds 

to clarify that in §2 Story. Background is provided in §3 to ground the reader in the 

concepts not common to enterprise modeling, specifically PHRs, business/IT 

alignment, and Schwartz’s Value Theory. §4 presents and analyses the survey that 

was used for the basis of the artifact found in §5. The work concludes with a brief 

summary and future work in §6.  

2   Story 

Health records are abundant with detailed medical information including medical 

terminology, and are also complex in their structure. It has been shown that patients 

find it difficult to navigate and understand the information in their own records [2]. 

Electronic health record (EHR) systems are physician-oriented and do not include 

patient-oriented functions [3]. One problem with medical records is that they contain 

a lot of data which is usually kept as unstructured text in narrative form; this 

information overload needs to be structured and presented in a manner that patients 

understand. Hence, the EHR information cannot be presented directly to patients but 

needs to be adapted to patient requirements when exported to patient portals or PHRs.   

Furthermore, for the PHR to be a supporting tool for patients there is a need to 

identify which key functions should be implemented to support patients. Usage of 

PHR is highly dependent on the information offered and that functions available meet 

patient needs. However, few studies focused on the features that make health records 

comprehensible for lay audiences [see 2].  

Several evaluations of the usage of patient portals have shown a decrease of patient 

visits and increase of online prescriptions as well as telephone and e-mail 

consultations [4]. These numbers of operational efficiency are presented as benefits of 

PHRs, as they have positive economic implications for the health care business. Also, 

patients report quicker access to health care by means of e-mail and telephone as 

positive. However, less face-to-face communication and increased online 

communication of sensitive nature or bad news may not be seen as a positive value 

for patients. 



3   Background 

3.1. Electronic Health Records (EHRs) and Personal Health Records (PHRs) 

EHR systems were initially developed for accounting purposes and still the basic 

structure and vocabulary of business management is evident in the record systems. 

Today, EHRs are one of the most important tools for physicians and other health care 

professionals and are a means of communication within health care, not aimed at 

communication with patients. Due to the confidential nature of the content, the 

language in the EHRs has developed within a closed professional community and is 

rich in terminology, abbreviations and jargon. Many EHRs also have a structure that 

encourages double documentation of symptoms and events, resulting in an overload 

of information. 

In the information age, it is quite natural that new means of communication 

between health care consumers and providers have evolved. Patients of today want to 

read the information about themselves in EHRs to follow their health care process, 

and want to keep their own records as PHRs. A variety of systems have been 

developed for this growing market, ranging from freestanding smart phone 

applications for e.g. vaccinations to EHR-integrated patient portals with online access. 

The International Standardization Organization (ISO) has defined the key features of 

the PHR as "it is under the control of the subject of care and that the information it 

contains is at least partly entered by the subject (consumer, patient)" [5]. A PHR can, 

as per the ISO definition, be one of the following "(a) a self-contained electronic 

health record (EHR), maintained and controlled by the patient/ consumer, (b) a self-

contained EHR, maintained and controlled by a third party such as a web service 

provider, (c) a component of an integrated care EHR maintained by a health provider 

(e.g. general practitioner) and controlled at least partially (i.e. the PHR component as 

a minimum) by the patient/ consumer, or (d) a component of an integrated EHR but 

maintained and controlled by the patient/consumer". 

Systems giving online access to (parts of) the EHR will inevitably export the 

problems of EHR, such as double documentation and suboptimal navigation, to the 

patients, if care is not taken in the design and functionalities offered. Also, to function 

as a means of communication, functionalities for the patients to add information and 

e-mail the care giver are needed. In an attempt to make EHR language more stringent 

and transferable between different EHR systems, international efforts have been made 

for a joint health care terminology, SNOMED CT [6]. However, using professional 

language and SNOMED terminology, which does not include layman vocabulary, 

will leave patients disempowered and voiceless [7]. 

3.2. Alignment 

According to Kotler [8] consumer value plays a crucial role at the heart of all 

marketing activity: it is in effect a catalyst for the value exchange and refers back to 



the value proposition. This describes how the business will create differentiated, 

sustainable value [9]. This unique offering of a business demonstrates the “overall 

view of one of the firm’s bundles of products and services that together represent a 

value for a specific customer segment” [10].  

More recently, evolving these ideas, Kotler et al. [11] have stated that the next 

phase of marketing will be values driven, an evolutionary step from the original 

product-centric and the latter consumer-oriented types. They claim that collaborative 

consumers, savvy in the tools of the Internet that rapidly evolved in the past decade, 

and living in the age of globalization as part of a creative society, are driving 

companies to design their propositions around values. 

Accordingly, the solutions presented in this work focus on capturing basic values 

and introducing them through a variety of means into the development of PHRs that 

support the health care system who intend to provide goods, services, and experiences 

to satisfy both patient and practitioner needs, based on their basic values, thus 

providing a core example of business-IT alignment. 

3.3. Values 

Value has a number of accepted meanings, with the choice of usage primarily one of 

context within one of two categories. Quantitative or economic is the type of value 

most commonly used in business to denote an object that can be offered by one actor 

to another [12] often where the worth or desirability of something is expressed as an 

amount of money [12]. Economic values are generally understood as an amount in 

goods, products, services or money, considered as a suitable equivalent for something 

else: the material or monetary worth of a thing [13]. These are also how companies 

differentiate themselves by providing a value object in a particular way [10], their 

value proposition. 

In contra poise are values with a qualitative nature, detailing how a good, product, 

or service is delivered to, or perceived by, the consumer. These have been termed 

non-economic values [9] internal values [14], or consumer values [15] among others. 

While the impact of quantitative values on IT is readily seen and acknowledged, 

particularly within software engineering, (e.g., value-based software engineering or 

VBSE [16]), qualitative values have been researched to a much lesser degree, in 

particular basic values. The business/IT alignment community has made several 

attempts such as c3 [17], e3 [18], and BMO [10], to address this deficiency, although 

never through the explicit use of basic values. It is through this subset of qualitative 

values that this research demonstrates how development of PHRs can be improved. 

Basic Values. Schwartz’s Value Theory (SVT) [19] adopts the definition of value 

as a belief that a specific mode of conduct or end-state is personally or socially 

preferable to its opposite. Values serve as criteria for judgment, preferences, choices, 

and decisions as they underlie knowledge, beliefs, and attitudes.  

According to Schwartz, all the items found in earlier value theories, including 

religious and philosophical discussions of values, can be classified into one of the 

following motivationally distinct Basic Values (Table 1): Power, Universalism, 



Achievement, Benevolence, Hedonism, Tradition, Stimulation, Conformity, Self-

determination, and Security. SVT emphasizes the profound nature of values, but at the 

same time offers the possibility of a consumer research approach by concretely 

combining these value structures with an analysis of human motivation. This 

integrated structure of values can be summarized with two orthogonal dimensions 

(Table 1). 

Table 1. Schwartz‘s Basic Values as per their Classifying Dimensions,  

with examples (italicized).  

 Hedonism shares elements of both Openness and Self-enhancement 1 [22] 

Dimension Basic Value Dimension Basic Value 

Openness to Change 

(independence of action, 

thought, and feeling, and 

a readiness for new 

experiences) 

Self-determination  

(Creativity, Freedom) 

Stimulation  

(An exciting life) 

Hedonism1 

(Pleasure)                         

Self-transcendence 

(concern for the 

welfare/interest of 

others) 

Universalism 

(Equality, Justice) 

Benevolence 

(Helpfulness) 

Hedonism1 

(Pleasure)                         

    

Self-enhancement 

(pursuit of self-interests) 

Achievement  

(Success, Ambition) 

Power  

(Authority, Wealth) 

Conservation 

(self-restriction, order, 

and resistance to 

change) 

Conformity 

(Obedience)  

Tradition 

(Humility, Devotion) 

   Security 

(Social order) 

 

Reading from the upper left, Openness to Change (combining Self-determination 

and Stimulation) opposes Conservation (combining Conformity, Tradition, and 

Security). These dimensions reflect the conflict between an emphasis on independent 

thought and action and a preference for change in opposition to self-restriction, 

preservation of traditional practices, and protecting stability. Moving to the upper 

right, the dimension Self-Transcendence (combining Universalism and Benevolence) 

opposes Self-Enhancement (combining Power and Achievement), where in the former 

one finds acceptance of others as equals, coupled with a concern for their welfare, 

while in the latter lies the pursuit of one’s own relative success and dominance over 

others. 

The values of an individual have an effect on their behavior as consumers through 

their attitudes, which in turn impact on their choices within the value exchange [14, 

20, 17, 21]. Additionally, it was shown that values relate to real-life choices, and may 

also influence behavior through different manifestations, such as habits [22].  

Therefore, the use of values—in particular basic values—makes a solid foundation for 

which to develop complex and heavily laden systems such as PHRs. 



4   Study Design 

A study was conducted to generate requirements that would be expressed through 

goal-modeling techniques. For this, the results of an existing survey [23] were further 

analyzed from the perspective of value modeling for requirements elicitation. 

4.1. Survey: PHR-functions preferred by patients 

To elucidate patients’ requests on a future PHR system, a thematic analysis of 

interview data from five participants was used to design an online survey. 

A five-point Likert scale was used to perform a descriptive analysis of the 

respondents’ attitude to 18 statements, categorized in five themes: 1) overview of the 

content, 2) help to understand the content, 3) help to understand screening results, 4) 

communication/interaction with healthcare and 5) additional functions. Each 

statement also included the option for the respondent to comment in free text. 

The survey was distributed to members of five patient organizations, and it was 

also made available in an online article published by a Swedish newspaper. 201 

respondents participated in the survey. 

4.2. Value model creation 

Respondent comments were processed using a textual analysis technique from 

requirements elicitation—SVO (Subject Verb Object)—to discover the key actors and 

activities, as well as the patients’ values and goals. The textual analysis was 

performed by three researchers (one clinician and two computer scientists). 

The i* framework and language was chosen to formally express the discovered 

requirements [24] because it assists in examining and understanding the relationships 

among social actors [25]. Based upon the idea that a system aims to improve the 

relationship that some actors have with other actors, i* was directly in line with the 

focus of this research: improving PHRs through an exploration of the values and 

relationships of the actors within the system. Additionally, i* possesses a more 

complete set of concepts and primitives than similar goal modeling techniques such as 

c3 [12], e3 [18], and BMO [26]. 

Both Strategic Dependency (SD) and Strategic Rationale (SR) diagrams for the 

patient actor were fully developed, but due to space constraints only the SR is 

included herein, see Figure 1.  

5   Results 

The typical survey respondent was a female aged 54 years 7 months who suffered 

from some kind of illness and had good computer skills. 



The survey revealed explicit answers to patients’ attitudes toward suggested 

possible future functions in PHRs. The Likert scale responses revealed that almost all 

the answers were at the level of “agree” and “strongly agree”.  

Foremost, functions such as overviews, fact boxes and search functions were 

requested both in regards to screening results and medical record content. Moreover, 

the respondents wanted a clear overview of their illness and medication through 

timelines. Explanations illustrated with pictures and videos, access to a medical 

dictionary and text simplification were also highly requested. Also, they wanted the 

possibility to add information to the PHR. 

For communication with caregivers, e-mail was preferred over video calls. Chat 

bots were least popular, as well as possibility to view PHR content in another 

language. 

In the analysis of the free text comments some key issues were discovered: 

Computer Security, Anxiety, Limited Resources, Control and Fairness. Patients 

expressed concern about the security of their data, not only in its transmission 

electronically, but also in terms of access: is a family member, acting in the role of a 

care provider, able to read the complete file, or can certain sections be secured? 

Anxiety was discussed in terms of a lack of information about medical terminology, 

specifically whether the records would be understandable and useful to the patients.  

Anxiety and Computer Security were personal goals for the individuals and are 

related to Schwartz’s value Security.  

Limited Resources and Fairness were an expression of the amount of effort the 

healthcare system and care providers would need to devote to maintaining such a 

system; not only were patients worried about care providers expending time in writing 

records in laymen’s terminology, but also whether they would be able to treat patients 

as well as answer e-mails, etc. This was an interesting outcome, possibly indicating 

that a high number of healthcare professionals answered the survey, as this finding 

was also borne out in other research on the development of PHRs. These issues relate 

to Schwartz’s value of Universalism.  

The issue of Control related to patients’ requests for being able to follow their own 

healthcare process, e.g. by transparency in the system for seeing which tests are taken 

and which clinicians are involved in making decisions, by having the possibility to 

choose treatment type, etc. This issue is related to Schwartz’s value Self-

determination. 



 

Fig. 1. SR for Patients regarding Patient Health Records 

Figure 1 highlights requirements that would satisfice for the patients’ softgoal “Self-

determination be Satisfied”.  To capture, and stress the importance of, Schwartz’s 

values, the i* constructs for a Softgoal Dependency were adapted for this SR, where 

the depender (Actor: Patient) depends on the dependee (Resource: HealthRecord) to 

perform some task that meets a softgoal (Self-determination be satisfied). 

6   Lessons Learned and Future Work 

Patient values can be extracted from survey data, allowing the incorporation of values 

in the common workflow of requirements engineering without extensive reworking. 

The importance of doing so should be evident from the references provided.   

The textual analysis technique applied on the free text comments from the survey 

was useful for generating values linked to Schwartz’s model, specifically Security, 

Universalism, and Self-determination. Our intention is to further analyze this material 

for identifying values in the remaining dimensions of Schwartz’s model. Of course 

better results would have been obtained if using PVQ [21], but this study shows that it 

is possible to re-use survey material created for related purposes. Additionally, the i* 

[24] framework provided a suitable platform for modeling these values, possessing a 

more complete feature set than similar techniques such as c3, e3 or BMO, proved to 

be a sufficient choice for the goals of the study. 

The current study aims to capture the patients’ views, who usually want EHRs as a 

means of understanding and communication, while doctors usually use EHRs as a 

legally binding means of treatment and documentation (often even between doctors). 

Thus there are different requirements on medical terminology, ownership, etc.  An 



additional study exploring the values of health care providers has been completed to 

explore this population. It highlights significant differences between physicians and 

support staff, as well as those of patients. Due to the integrated nature of PHRs, this 

further exploration should prove fruitful for deriving additional requirements and for 

supporting the contention this research makes about addressing basic values.  

In summary, this a priori approach should not only increase user acceptance, but 

will consequently drive down issues such as change requests and reconfiguration. 

Offering patients a tailored PHR based on their values facilitates high product 

acceptance and can activate participation, in turn leading to empowered patients. 

References 

1. Vitale, M. R., Ives, B., & Beath, C. M. (1986). Linking information technology and 

corporate strategy: an organizational view. In Proceedings of the Seventh International 

Conference on Information Systems (pp. 265–276). San Diego, CA. 

2. Keselman, A., Slaughter, L., Arnott-Smith, C., Kim, H., Divita, G., Browne, A., & Zeng-

Treitler, Q. (2007). Towards consumer-friendly PHRs: patients’ experience with reviewing 

their health records. In AMIA Annual Symposium Proceedings (Vol. 2007, p. 399). 

American Medical Informatics Association. 

3. Archer, N., Fevrier-Thomas, U., Lokker, C., McKibbon, K. A., Straus, S. E. (2011). 

Personal health records: a scoping review. J Am Med Inform Assoc 2011;18:515-522. 

doi:10.1136/amiajnl-2011-000105 

4. Emont S. (2011). Measuring the Impact of Patient Portals: What the literature tells us. 

California HealthCare Foundation. 

5. ISO (International Standards Organization) (2005). TC 215 Health informatics - Electronic 

health record - Definition, scope, and context. ISO/TR 20514. 

6. IHTSDO (International Health Terminology Standards Development Organisation). 

SNOMED CT, http://www.ihtsdo.org/snomed-ct/, Retrieved 30 August 2013. 

7. Showell, C., Cummings, E., Turner, P. (2010). Language Games and Patient-centered 

eHealth. In: Seamless Care-Safe Care: The Challenges of Interoperability and Patient Safety 

in Health Care; Proc. 10th EFMI Special Topic Conf. 2010:vol 155: pp 55-61 

8. Kotler, P., & Keller, K. L. (2006). Marketing management 12e. New Jersey. 

9. Afuah, A., & Tucci, C. L. (2000). Internet business models and strategies: Text and cases. 

McGraw-Hill Higher Education. 

10. Oxford University Press. (1971). value. Oxford English Dictionary, The Compact Edition. 

Oxford University Press, USA. 

11. Kotler, P., Kartajaya, H., & Setiawan, I. (2010). Marketing 3.0: from products to customers 

to the human spirit. Wiley. 

12. Weigand, H., Johannesson, P., Andersson, B., Bergholtz, M., Edirisuriya, A., & Ilayperuma, 

T. (2006). On the notion of value object. In Advanced information systems engineering (pp. 

321–335). Springer. 

13. Ladhari, R., Pons, F., Bressolles, G., & Zins, M. (2011). Culture and personal values: How 

they influence perceived service quality. Journal of Business Research, 64(9), 951–957. 



14. Cai, Y., & Shannon, R. (2012). Personal values and mall shopping behaviour: The 

mediating role of intention among Chinese consumers. International Journal of Retail & 

Distribution Management, 40(4), 290–318. 

15. Holbrook, M.B. (1998). Consumer Value: A Framework for Analysis and Research. 

Routledge. London, GBR 

16. Biffl, S., Aurum, A., Boehm, B., Erdogmus, H., & Grünbacher, P. (2005). Value-based 

software engineering. Springer. 

17. Weigand, H., Johannesson, P., Andersson, B., Bergholtz, M., Edirisuriya, A., & Ilayperuma, 

T. (2007). Strategic Analysis Using Value Modeling--The c3-Value Approach. In System 

Sciences, 2007. HICSS 2007. 40th Annual Hawaii International Conference on (p. 175c–

175c). IEEE. 

18. Gordijn, J., & Akkermans, J. M. (2003). Value-based requirements engineering: Exploring 

innovative e-commerce ideas. Requirements engineering, 8(2), 114–134. 

19. Schwartz, S. (1992). Universals in the content and structure of values: Theory and empirical 

tests in 20 countries. In M. Zanna (Ed.), Advances in experimental social psychology, Vol. 

25, 1-65. 

20. Kahle, L. R. (1996). Social values and consumer behavior: Research from the list of values. 

In The psychology of values: The Ontario Symposium (Vol. 8, pp. 135–151). Lawrence 

Erlbaum Associates Mahwah, NJ. 

21. Schwartz, S. (2005). Basic human values: Their content and structures across countries. In 

A. Tamayo and J.B. Porto (eds) Values and behavior in organizations, Vozes, 21-55 

22. Schwartz, S., Melech, G., Lehmann, A., Burgess, S., Harris, M., & Owens, V. (2001). 

Extending the cross-cultural validity of the theory of basic human values with a different 

method of measurement. Journal of Cross-Cultural Psychology, 32, 519–542. 

23. Ibrahim, Omran. (2013). Personal Health Records in Sweden: Functions preferred by 

patients (Master's thesis). Stockholm University, Stockholm, Sweden. 

24. Yu, E. (1995), Modelling Strategic Relationships for Process Reengineering, Ph.D. 

dissertation, University of Toronto. 

25. Yu, E., Giorgini, P., Maiden, N., & Mylopoulos, J. (Eds.). (2011). Social modeling for 

requirements engineering. MIT Press. 

26. Osterwalder, A. (2004). The Business Model Ontology: a proposition in a design science 

approach. Institut d’Informatique et Organisation. Lausanne, Switzerland, University of 

Lausanne, Ecole des Hautes Etudes Commerciales HEC, 173. 



Rule Governance, Social Coding and Social Modeling 

Joost de Vries
1
, Stijn Hoppenbrouwers

2
 

1 Everest b.v., j.de.vries@everest.nl 
2 HAN University of Applied Sciences, stijn.hoppenbrouwers@han.nl 

Abstract. The current financial climate in the world forces organisations in 

government and finance to automate their operational decision making to the 

highest degree. The Dutch government is initiating an approach that facilitates 

quick, repeatable and correct implementation of new laws and thorough 

accountability of operational decisions that have been taken. The name of this 

approach can be translated as ‘rule governance’ or ‘agile execution of law’. 

This article proposes the term social modeling and argues that a solution to 

facilitate rule governance modeling would benefit from being based on social 

modeling. 

Keywords: Rule Governance, Enterprise Modeling; Accountability. 

1 Background 

1.1 Developments in Dutch government 

In the Netherlands, where the authors are situated, the government has stated the 

vision that by 2017 citizens can completely digitally interact with the government [1]. 

A typical example of this interaction would be the process where a citizen requests a 

permit using the self-service internet channel. Two major goals of this vision are 

higher quality of governmental service and higher efficiency.  

Examples of parts of government that this affects are the agency responsible for 

taxes, the agency responsible for immigration and the agency responsible for 

employment matters. These agencies have in common that their business processes 

need to implement the often complex, detailed and changing obligations as stipulated 

by the law. 

The Dutch tax agency has started an initiative that can be translated as ´agile 

execution of law´1 to be able to implement their execution of tax law in a more timely, 

efficient and accountable manner. 

                                                           
1 ´Wendbare Wetsuitoefening´ in Dutch 



1.2 Developments in the financial sector 

The financial sector is another part of society where core business processes 

largely concern the processing of information. The financial crisis that started in 2008 

has led to an increase in governmental regulation of the financial sector. At the same 

time there banks and insurance firms are increasingly feeling the pressure to interact 

with their customers digitally and reduce the role of local offices.  

This article focuses on the government but the reasoning can be similarly applied 

to the financial sector. 

1.3 Developments in distributed collaboration 

In 2011 Marc Andreessen argued in the Wall Street Journal that information systems 

are replacing physical business processes to an uncommon degree [2]. His venture 

capital investment firm put their money on this global trend by investing 100 million 

dollar in github.com; a solution for software development collaboration that ‘[orients] 

around people instead of around [source code] repositories’ [3]. 

GitHub is arguably the prime example of what is called social coding: a major 

change in software development that has quickly become the standard way of 

realising distributed collaboration. 

2 Story 

2.1 Rule governance modelling at the Dutch tax agency 

Many of the business processes that a government agency like the tax agency 

performs are essentially decision making processes. For instance in handling a request 

for subsidy the majority of the work is not transferring the money but deciding 

whether the giving subsidy is warranted given the stipulations of the law, in the case 

of a specific request. 

To be able to react adequately to changes in the law, governmental agencies have 

started using business rules as a single point of definition for the key decision logic. 

The Dutch tax agency came to the conclusion that using business rules is not 

enough for them [4]. What they need is accountability: They want to be able to 

support at all times the outcome of their operational decisions by a reasoned 

description how the decision follows from the relevant legal sources and from their 

agencies policy, so that they can account for how their decisions comply with all 

relevant laws.  

What is also needed is impact analysis: In the event of an upcoming change in law 

they want to be able to pinpoint where exactly the work procedures and IT systems 

need to be changed. That way they should be able to effectuate new law in a short 

time frame and with minimal cost.  

The process of implementing a new law involves a chain of analyses: 



1. Careful modelling of the law. This is often called annotation after the physical 

process of highlighting the concepts involved in the legal text which forms the 

starting point of the analysis. 

2. Modelling the relevant agency policy. The tax agency will decide how they can 

reach their goals in the best way given the law.  

3. Modelling of the right portfolio of products and services2 to fulfil these demands. 

Maybe a new service (event type) is needed or the scope of an existing one needs 

to be changed. This step and the next basically amount to enterprise architecture 

modelling. 

4. Modelling how to best implement this change in the relevant business processes in 

terms of work procedures and relevant IT systems: data repositories3, business 

rules, process activities.  

5. Modelling of the internals of mainly IT components. This is amounts to modeling 

of system design. This step results in a model of the functioning business 

processes. After which operations start. 

The resulting chain of models can be seen as a traceability graph from law to 

operational decisions. The traceability graph consists of an acyclic transitive relation 

that we name ´supports´. The model of the law from step 1 is the starting point of this 

graph and has a ´represents´ or ´models´ relation with text parts of specific legal 

sources. 

At all steps of the modelling chain design discussions about the modelling decisions 

taken should be included in the traceability graph. These motivations of design 

decisions are not required for impact analysis but are essential for the compliance 

chain. 

The compliance perspective has specific temporal requirements as well: obviously for 

any part of the model it should be specified what its validity range is. But also there’s 

a requirement that it should be possible to reconstruct what the model at any point in 

time was. This last requirement is colloquially known as ‘time travel’. Fowler [5] 

calls this a model with multiple temporal dimensions. The latter he calls ‘time of 

record’. Snodgrass [6] calls this ‘transaction time’. 

To summarise; there are three modelling requirements that we want to address in this 

paper. First there should be traceability graph from legal source texts to operational 

execution of law. This traceability graph should support impact analysis of legal 

changes and compliance analysis of operational decisions. Second discussions about 

modelling decisions should be attached to the traceability graph for reasons of 

compliance analysis. Third it should be possible to reconstruct what the traceability 

graph was at a given moment in time. 

2.2 The collaborative aspect of rule governance modelling 

The whole process involves very different competences: legal analysts, civil servants 

responsible for policy, business architects, business process designers, IT system 
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landscape architects and finally system designers and developers of the data stores, 

business rules and process activities involved. Also the latter steps involve a greater 

number of people. As a result it is unfeasible to have all the people involved work as 

one team in one room.  

However, impact analysis and accountability can only function if the results of all 

the analysis steps form one integral traceability graph that describes the end-to-end 

links from legal texts analysis model on the one end down to the operational decisions 

on the other end. As a result the challenges of the required collaborative rule 

governance modelling have a lot in common with so-called distributed collaborative 

modelling. That is; collaborative modelling regardless of location and organizational 

affiliation. 

2.3 Benefits of social coding 

A study by Carnegie Mellon University in 2012 [7] found that the social coding 

solution Github allows users to understand “the activities of a large number of others 

regardless of location or affiliation.” And that “this transparency [has a potential] to 

radically improve collaboration and learning in complex knowledge-based activities.” 

They found that “people make a surprisingly rich set of social inferences from the 

networked activity information [offered by] Github.” Such as “inferring someone 

else’s goals and vision when they edit code, or guessing which of several similar 

projects has the best chance of thriving in the long term. Users combine these 

inferences into effective strategies for coordinating work, advancing technical skills 

and managing their reputation.” 

They cite research that shows that collaborators in knowledge work who work in 

the same room are aware of each other’s activities “through overhearing, shared 

visual space and shared memory of discussions around artefacts.” As a result 

knowledge co-workers are aware of each other’s work state and expertise which helps 

them coordinate their activities.  

GitHub is a system that lets people that cannot be together in the same room or 

department have the same type of awareness and mutual knowledge. “The GitHub site 

is unique in that it makes user identities, intern project artefacts and actions on them 

publicly visible across a wide community.” “The record of all action information 

combined with user subscription allows activity updates to flow across the site. […] 

Developers can ‘follow’ other developers and ‘watch’ other repositories, subscribing 

them to a feed of actions and communications form those developers or projects with 

frequent updates for active projects.” 

By interviewing developers, the researchers found that people make a rich set of 

social inferences from this information. From recency and volume of activity 

developers got a sense of how ‘live’ or active a project was by the amount of commit 

events showing up in their feed. But also, for instance, inferences were made as to  

who had expertise in which areas.  

Another type of inference people made was that “visible information about 

community interest in the form of watcher and fork counts for a project seemed to be 



and important indicator that a project was high quality and worthwhile.” Developers 

would also learn from following so called ‘rock star’ developers: developers with a 

large number of followers that were “deemed to have special skill and knowledge 

about the domain.” 

The awareness and visibility created a “direct feedback and interaction between 

project owners and their user”, “the owner could infer more clearly who their user 

base was, how they were using the project, and when they were having problems.” 

The researchers describe this as a micro supply chain of projects depending on 

projects where projects improve the quality of their support for depending projects 

through better understanding of how their used. 

3 Analysis and comments 

3.1 Conceptual model of the data model of Github 

To analyse Github it is helpful to consider its data model. The data model of Github 

can easily be reconstructed by looking at the extensive API [8]. The following UML 

diagram gives an impression of the underlying data on a conceptual level. 

 

Fig. 1.Github simplified data model  

 



The main notable aspects are that: 

 Everything is an event to which a user can subscribe. An example is that a user 

can ‘watch’ what is happening with a repository. The resultant personal ‘feed’ of 

recent events largely provides the aforementioned awareness of what 

collaborators are doing. 

 Chunks of work that need to be done can be tracked through ‘issues’, which 

double as feature requests and other units of work that need to be done. 

 Not all comment relations are shown. Mainly, comments and discussions relate to 

specific (parts of) changes and issues. One could say that discussions pertain to 

work that needs to be done (or not) and to work that has been done and how to 

proceed from that. 

 Everything is centred around changes and change proposals (so-called ‘pull 

requests’). 

3.2 Github compared to other collaborative software 

From the conceptual data model we observe that coding solutions like Github 

differ from other collaborative software in that: 

1. the work is done in discrete steps and  

2. specific work steps are 

a. subject to individual discussion and  

b. can individually be accepted or not or reversed at any time.  

This is crucial to collaborative work processes where the work done by different 

collaborators needs to ‘fit’ exactly and where it is important to know exactly at what 

point in time which work results fulfil which tasks or targets. These requirements 

certainly apply for rule governance modelling. 

3.3 Modelling decisions and the traceability graph 

Github has an essential feature where it is very easy to submit a change to a model. 

Other actors have the opportunity to discuss the model in detail, suggest changes and 

finally accept the suggestions into the final group result. This workflow is called 

‘forking’, ‘providing a pull request’ and ‘accepting and merging the pull request’ in 

Github parlance. From the conceptual model we learned that discussions about 

potential model changes are available in relationship to the changes themselves. This 

makes it possible to query these modelling decisions in relationship to the traceability 

graph and thus fulfull that requirement of agile execution of law. 

3.4 Models and temporal dimensions 

The Github software can be divided into the open source Git version control 

foundation and the commercial browser based collaboration software product built on 

top of it. Git is an example of Distributed Version Control (DVC) software. It is this 



version control core that fulfils the requirement of being able to reconstruct what the 

state of any model was at a given moment in time. 

The part of the Github conceptual data model that is managed by Git is marked in 

the diagram by a blue dashed rectangle. 

4 Lessons learned 

We found that a social coding solution like Github offers three distinctive features 

that make it a suitable foundation for a solution for rule governance modelling: 

 It offers support for a dependency graph of versions of models 

 It offers collaborative awareness to knowledge workers who cannot be physically 

collocated in the same physical space at all times. 

 Progress of modelling work is tracked in discrete units of work that can 

individually be discussed and accepted or reversed at any time 

 It makes it possible to reconstruct the state of the model at previous moments in 

time 

Environments like Github can serve as a source of inspiration for ‘collaborative rule 

modelling environments’ of the sort envisioned by the Dutch Government, and can 

help define requirements and patterns for the realization of such environments. 
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1 LAMS, École Polytechnique Fédérale de Lausanne (EPFL)
Lausanne, Switzerland

biljana.bajic@epfl.ch,alain.wegmann@epfl.ch,
2 Centre de Recherche en Informatique, Université Paris 1 Panthéon - Sorbonne,
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Abstract. We explore invariants as a linking mechanism between the
business and technical service perspectives: From the business perspec-
tive, invariants can be used to model (business) requirements of an en-
terprise; from the technical perspective, invariants express the properties
that must hold during the execution of a service.
We propose an approach to enterprise service design that can be de-
scribed as an iterative introduction and a modification of invariants in
response to the evolution of business and/or technical service specifica-
tions. We formalize the service specifications in Alloy and demonstrate
how each design iteration can be simulated, visualized and validated with
the Alloy analyzer tool. We illustrate our findings with the example of
Order Creation service.

Keywords. Enterprise Modeling, Service Design, Service Simulation,

Alloy, Declarative Specification, Model Checking, Business Rules

1 Introduction

A considerable gap between business and technical worlds (often referred to
as the business/IT alignment problem [1]) represents a serious issue for imple-
menting the “co-evolution” of business and technical specification of a service in
service design and development. Therefore, we explore the invariants as a linking
mechanism between business and technical service perspectives.

We propose a method for agile service specification that extends Systemic
Enterprise Architecture Method (SEAM) [2]. SEAM models can be used by
business and technical specialists to visually describe an enterprise system, its
structure and services it provides. We propose a method that allows us to sim-
ulate and validate visual service specifications defined in SEAM. It defines five
design activities (design, simulation and simulation-based testing, analysis and
anomaly resolution, validation, refinement) that can be performed sequentially



or iteratively, forming a design spiral, similarly to [4]. Within this spiral, an ini-
tial service model evolves in response to the changing business requirements and
also makes these requirements evolve by revealing flaws and inconsistencies in
them. This way, the partial specification is validated, verified and improved.

We illustrate our method with the example of an “Order Creation” service,
specified for Générale Ressorts SA - the Swiss manufacturer of watch springs.
This example is based on the consulting project we conducted with this company.
The SEAM model for ”Order Creation” and the transformation of this model to
Alloy remains beyond the scope of this article.

This paper (a) explores the power of Alloy beyond the technical domain (b)
investigates how invariants can be used as a linking mechanism between business
and technical service perspectives for improved business/IT alignment.

The remainder of this paper is organized as follows: In Section 2 we explain
our motivation and discuss the related works. In Section 3, we present the Alloy
language and discusses the role of invariants in service design. In Section 4, we
introduce our method for service design. In Section 5, we illustrate this method
on the case study. In Section 6, we present our conclusions.

2 Motivation and Related Work

Since the first methods dealing with enterprise modeling (EM) that emerged
in 1970s, a multitude of enterprise modeling approaches have been developed.
e3Value [5] provides an ontology to conceptualize and visualize eBusiness idea
and to be able to do an analysis and profitability assessment of the eBusiness
model for all parties involved. The i* framework [6] focuses on modeling prop-
erties such as goals, beliefs, abilities, commitments; and on modeling strategic
relationships. Enterprise Knowledge Development (EKD) [7] is a multi-model,
participatory EM approach that involves a model for conceptual structures, and
interlinked sub-models for goals, actors, business rules, business processes and
requirements to be stated. Business Motivation Model (BMM) [8] models several
concepts from goals, down to processes and technologies. The methodology that
focuses more on business processes is Dynamic Essential Modeling of Organiza-
tions (DEMO) [9], which models, (re)designs and (re)engineers organizations.

SEAM [2] integrates the main principles of the well known EM methods by
proposing three different types of models: SAR (business value between different
stakeholders-similar to e3Value), goal-belief (goals and beliefs of the stakeholders
and their relation-similar to i*), and behavior model (services and processes that
implement them-similar to DEMO). In this work, we extend SEAM with the
spiral design process that allows simulation and validation of SEAM models in
the early stage of the design. This way, the examples of the partial specification
could help the designer to realize what constraints are missing in the model. i*
uses the similar approach the Formal Tropos [10] to do the model-checking of
the models defined in i*. However, it focuses on the agent properties such as
goals, beliefs and abilities.



Invariants have been used both in the business and technical world: to repre-
sent and check constraints [11], to model business rules [12], process invariants
related to beliefs [13] etc. In requirements engineering, KAOS methodology uses
invariants for object specification, domain properties specification, and indirectly
for goal specification [14]. In this work, we use invariants as a a pivotal concept in
improving business/IT alignment and in supporting the co-evolution of technical
and business specifications.

Our method is based on Alloy, a lightweight formal specification language.
The area of Alloy application is very large1. To the best of our knowledge, all cur-
rent Alloy applications in the domain of EM target technical specialists. In this
paper, we present an agile EM method where Alloy diagrams serve as a means
for communicating and evaluating both business and technical design decisions.
Within our approach, the role of Alloy diagrams is two-fold: They provide an
instant visual feedback to a designer that suggest new constraints to be added;
They represent design artifacts for validation and can drive improvements of
both technical and business specifications (like UML, BPMN).

3 Foundations

3.1 Alloy

Alloy [3] is a declarative specification language for expressing complex structural
constraints and behavior based on first-order logic.

The Alloy Analyzer [15] is a tool for the automated analysis of models writ-
ten in the Alloy language. Given a logical formula and a data structure that
defines the value domain for this formula, the Alloy Analyzer decides whether
this formula is satisfiable. Mechanically, the Alloy Analyzer tries to find a model
instance - a binding of the variables to values making the formula true [16].

Alloy reusable expressions (i.e., functions) and constraints (i.e., facts, predi-
cates and assertions) [17] can be used to reason about data structures. Fact is a
model invariant: a constraint that holds permanently. Predicate is a constraint
that holds in a specific context or for a specific part of the model only. It can
be seen as a contextual invariant. Assertion is a property that the designer
believes should be implied from the model; he can check if it can be deduced
from the other (permanent or contextual) constraints.

In our design process we use signatures, facts and predicates, first for partial
and then for refined service specification; we use assertions in order to validate
desired properties of our model.

3.2 The Role of Invariants

In computer science, an invariant is a condition that must hold during the execu-
tion of a program. Along these lines, in our design process, an invariant defines a

1 http://alloy.mit.edu/alloy/applications.html



condition that must hold for all model instances that result from simulation. We
define the role of invariants in our design process as follows: First, they imple-
ment the constraints required by business specification. For example, “The order
can be placed for the existing parts only”; Second, they enable the designer to
efficiently manage the model complexity by assuming that some of its proper-
ties always hold during an execution. For example, “To simplify the model, let’s
consider that the part’s id provided by a customer is always correct ” (i.e., exists
in the database).

These roles correspond to the business and technical perspective. Therefore,
in this approach we use them as a linking mechanism between these two worlds to
restrict a model prohibiting some (invalid) instances identified during simulation
(not necessarily covered by the explicit business specification).

4 Service Design Spiral

We introduce the five activities of our design approach, which can be performed
sequentially or iteratively, forming the loops of a spiral as shown in Fig. 1a.

4.1 Model Design

We define a partial model of a service in Alloy: we specify its data structures,
the initial predicate and make initial assumptions about our model defining
model invariants. These invariants replace the properties required by the business
specification and are used to control the model complexity.

4.2 Model Simulation

We simulate our partial model by using the Alloy Analyzer tool. Technically,
a partial model written in Alloy represents a logical formula; model simulation
means searching for a model instance that satisfies this formula. If it exists, it
indicates that the formula is consistent (i.e., no contradictory constraints are
specified). In our design process, we first check our model for consistency, and
then test if it corresponds to the requirements and if there are some anomalies
by studying the random set of model instances generated by Alloy Analyzer.

4.3 Model Analysis and Anomaly Resolution

There are two types of anomalies that can be observed: anomalies due to under-
specification and anomalies due to overspecification.

Underspecification means that some model instances that are prohibited
by the specification still appear during the simulation. In this case, we restrict
the model by adding new invariants.

Overspecification means the opposite: some expected model instances are
not observed during the simulation. The modeler then has to relax invariant,
i.e. to replace an Alloy fact “X always holds” with an Alloy predicate “X holds
when. . . ” that can be activated in specific parts of the model only.



4.4 Model Validation

We make assertions about our model in order to test some desirable properties
and business rules. Alloy Analyzer validates our assertion by searching for a
counterexample: a model instance for which our assertion does not hold. If no
such counterexample is found, then our assertion is valid within a given value
domain. In the opposite case, the model has to be revised.

4.5 Model Refinement

In this activity, we implement new business requirements and extend our par-
tial model. We introduce new elements in a data structure and specify new
constraints. Refinement increases both the model complexity and its level of de-
tails, bringing it closer to its business specification. The complete design process
is illustrated in Fig. 1a.

(a) Service design process spiral. (b) Design process for ”Order Creation”
service.

Fig. 1. Spiral design process

5 ”Order Creation” Design: The Case Study

In this section, we present an example of using our method for enterprise design,
which involves both a technical and a business expert working together to define
a complete service specification while maintaining business/IT alignment. We
implement our service design process spiral step by step (Figure 1b).

5.1 Case Study: Générale Ressorts

Générale Ressorts SA is the market leader in watch barrel springs and a first-
class manufacturer of tension springs, coil springs, shaped springs and industry



components [18]. We illustrate our process by applying it to the design of the
“Order Creation” service for Générale Ressorts SA (GR). “Order Creation” is a
part of an “Order Processing”; it is followed by “Order Delivery” and “Account-
ing” (order-to-cash cycle).

An overview of “Order Creation” service is: “The company gets a request
from a customer (OrderRequest-with customer name, address, partID and part-
Info2) for manufacturing a specific watch component identified by its ID (par-
tID). A company agent (OrderEntryPerson) identifies the customer and the part
to be manufactured by entering the customer’s name and the partID into the
enterprise information system (EIS ). The process terminates with a creation and
confirmation of a customer order (OrderConfirmed) in the EIS.”

We specify the following business rules for our process:

– BR1: The created order must include the complete part specification (to be
used for the order fulfillment) and the complete customer details (to be used
for product delivery);

– BR2: The order can be confirmed only when the customer exists in the system;
– BR3: The order can be placed for the existing parts only;
– BR4: The company has to guarantee ”no faulty delivery”.

5.2 Order Creation: Model Design

The data structure for the “Order Creation” service is modeled using Alloy
signatures:

abstract sig GR {
orderConfirmedSet: set Order,
orderDeliveredSet: set Order,
orderPaidSet: set Order,
partSet: set Part,
customerSet: set Customer

}

one sig GR_pre extends GR {
orderRequest: one OrderRequest

}
one sig GR_post extends GR {}

Alloy signatures (sig) can be abstract or concrete, can have explicit cardi-
nalities (e.g., only one OrderRequest object can be treated by the service at a
time), and can contain one or multiple fields (as classes and attributes in object-
oriented (OO) languages). We can also define additional constraints on the initial
data structure with the invariants.

We express the behavior in terms of a state transition: we define a pre-state
that describes the state of a system before the service has been performed and
the post-state that describes the condition that must hold for the system upon
the service termination - the service result. Note, that following the declarative
modeling paradigm, we do not specify how the service will change the system’s
state.

We model the “Order Creation” service as a corresponding predicate in Alloy.

2 We put in italic the names that will appear in the Alloy models.



1.pred orderCreation(aGR_pre:one GR_pre,aGR_post:one GR_post){
2. one aCustomer: Customer | one aPart: Part | one aOrderConfirmed: OrderConfirmed |
3.
4. aPart=findPartByPartID[aGR_pre.orderRequest.requestedPartID,aGR_pre.partSet] and
5. aCustomer= findCustomerByName[aGR_pre.orderRequest.name,aGR_pre.customerSet] and
6. aOrderConfirmed=createOrderConfirmed[aPart,aCustomer] and aGR_post.orderConfirmed=
7. aOrderConfirmed and aGR_post.orderConfirmedSet=aOrderConfirmed+aGR_pre.orderConfirmedSet}

This predicate shows a transition between GR pre and GR post states; these
states are indicated as predicate parameters (line 1). In this predicate, the vari-
ables are declared (line 2), the customer and the part are found in the set (lines
4-5) and the order is created (line 6) and added to the set (line 7), as described
in the case study.

5.3 Order Creation: Model Simulation and Anomaly Resolution

We attempt to simulate this model in Alloy Analyzer: to check our model for
consistency and to test the random set of model instances to check for overspec-
ification and underspecification anomalies.

Example 1. “Missing Customer” anomaly Fig. 2 illustrates an anomaly in
our model behavior: In a pre-state we have Customer0, in a post-state we have
Customer1. As we show exactly one execution of the service “Order Creation”,
we expect both the customerSet and the partSet to remain the same in pre- and
post-state. However, the generated instance suggests the opposite.

NOTE: the inputs and outputs in our diagrams (e.g,, OrderRequest and Or-
derConfirmed in Fig. 2) are depicted with black rectangles; customer data (Cus-
tomer, Name, Address) and part data (Part, PartID, PartInfo) are depicted with
parallelograms and diamonds, respectively. We depict the pre-state (prior to the
order creation service execution) and post-state (upon the service termination) of
the GR company with “houses” and the corresponding labels: GR pre, GR post.

Fig. 2. Anomaly due to Underspecification: “Missing Customer”

This anomaly indicates that some constraints, which should prevent the cus-
tomer set and the part set from changing during the service execution, have to
be specified. Thus, it is an anomaly due to the underspecified model.



In fact, the declarative specification principles oblige us to explicitly state the
elements that must remain “unchanged” during the state transition. Therefore,
we need to add an invariant that states that the customerSet in post-state is the
same as the customerSet in pre-state. The same applies to part set.

fact customerSetSame{ GR_post.customerSet = GR_pre.customerSet}

In order to validate that we have resolved the “Missing Customer” anomaly,
we create an Alloy assertion that claims that for all Order Creation executions
(i.e., model instances), the customer set will remain the same in pre- and post-
states of GR.

customerPrePostSame: check{
all aGR_pre:GR_pre,aGR_post:GR_post |
orderCreation[aGR_pre, aGR_post] => aGR_post.customerSet=aGR_pre.customerSet}

Checking this assertion, we find no counterexamples.

Executing ‘‘Check customerPrePostSame’’ Solver=sat4j Bitwidth=4 MaxSeq=4 SkolemDepth=1
Symmetry=20 1014 vars. 109 primary vars. 1750 clauses. 32ms.
No counterexample found. Assertion may be valid. 12ms.

This confirms the assertion validity (for a given model scope). We repeat the
simulation until all anomalies are resolved (“design loop” in Fig. 1).

5.4 Order Creation: Model Validation and Anomaly Resolution

We check the validity of each of the business rules from Section 5.1, using Alloy
assertions. We show an example of BR4 validation (”no faulty delivery”).

Example 2. “Delivery to the Wrong Address” anomaly As OrderCon-
firmed is used for delivery, to ensure “no faulty deliveries” (BR4), we check that
the customer and part data in the confirmed order are exactly the same as in the
requested order. The assertion “orderConfirmedCorrect” is defined to validate
this BR:

orderConfirmedCorrect: check {
all aGR_pre:GR_pre,aGR_post:GR_post,oReq:OrderRequest, oCurrent:CurrentOrderConfirmed |
orderCreation[aGR_pre, aGR_post] => (oCurrent.ocCustomer.name=oReq.name and
oCurrent.ocCustomer.address=oReq.address and
oCurrent.ocPart.partID=oReq.requestedPartID and oCurrent.ocPart.partInfo=oReq.partInfo)}

When we run the assertion, we obtain the counterexamples. Fig. 3 shows an
example of the incorrect delivery: the order is created on the correct customer’s
name, but the delivery address associated with this name does not correspond to
the address provided in the OrderRequest. Therefore, the part can be delivered to
the wrong address. The anomaly observed is due to model underspecification.

In order to resolve the detected anomaly, we add a new invariant ”noOldAd-
dress” that states that we cannot have a customer in the system with the name
given in the requested order, but with an old/invalid address and vice versa:

fact noOldAddress{all c:Customer | c.address=OrderRequest.address<=>c.name=OrderRequest.name}

If we check now the assertion “orderConfirmedCorrect”, we get the result
“No counterexample found. Assertion may be valid.”, meaning that this assertion
holds in a given domain, and all orders will be delivered to the correct customers
to the correct address.



Fig. 3. Anomaly due to Underspecification: “Delivery to the Wrong Address”

We continue “debugging” the model by running the simulations, checking
if we have introduced some new unwilling behavior. We repeat the process for
other BRs. After validating all BRs and finding no anomalies, we conclude that
the designed model meets its business requirements at a given level of details.

5.5 Order Creation: Model Refinement

At the refinement, we can add new data structures and behavior to our model.
Then, we resolve all added anomalies, if any, in the “design loop”. The next
step is to check if the BRs still hold by repeating the “BR validation loop”
until all the BRs hold. The refinement specifies a new iteration on the spiral
(Fig. 1). The designer can continue refining the model until the desired level of
detail is achieved. The design process we propose will ensure that, upon each
iteration, the model remains consistent and has no anomalies. Refinement of
“Order Creation” service will not be considered in this paper. The resulting
design process of ”Order Creation” (Fig. 1b) represents an instance of the spiral
process illustrated in Fig. 1a.

6 Conclusion

We have presented a lightweight, interactive and visual method for service design
that supports the co-evolution of technical and business service specifications of
an enterprise. In particular, we have explored the power of Alloy formal method
beyond the technical domain and how it can be used as a toolbox for both
technical and business specialists.

The evolution of service model in Alloy can be seen as an iterative introduc-
tion and modification of logical invariants. Invariants represent the assumptions
about business or technical properties of a modeled service and, consequently,
play the role of a linking mechanism between business and technical perspectives.



This work has illustrated how Alloy can be used as a design environment
for both technical and business specialists. For now, we expect that the Alloy
diagrams are interpreted and analyzed by designers and business analysts. These
specialists trace the observed scenarios back to the specification for its improve-
ment. Automated interpretation and traceability between scenarios generated
by Alloy and their specifications (business requirements, business rules, etc) is
a subject of our future research.
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Abstract. A gap in the alignment of business and IT lies between strategy and 

IS, despite the advancements of enterprise modeling.  The objective of our 

study is to compare various enterprise modeling approaches with respect to 

their ability to capture and represent strategy notions. This includes identifying 

strategy notions from established business strategy formulations within 

Strategic Management, which are expressed in the Unified Business Strategy 

Meta-model. The interdisciplinary nature of the study constitutes a research 

challenge due to the significant difference on the levels of abstraction between 

Strategic Management and IS. To the best of our knowledge, no similar effort 

has been undertaken, therefore, the outcome of this study will provide the 

enterprise modeling community with a basis to address strategy and IS 

alignment linking strategic objectives and intentions to information systems. 

Keywords. Business Strategy, UBSMM, Enterprise Modeling, EKD, iStar, 

e3value, BMO. 

1 Introduction  

Organizations typically strive to attain some long-term goal (vision) with a defined 

purpose (mission) following a general plan. Strategic planning is the process of 

defining/formulating such a general plan for an organization encapsulating its 

intentions and actions, encompassing a certain period of time, to achieve its vision. 

The devised plan is commonly expressed through a business strategy, which has been 

broadly defined as the determination of long-term goals and courses of action using 

resources to achieve them, thus enabling organizations to enact the strategy [1]. 

Within the area of information systems (IS), Enterprise Modeling (EM) is the 

process for creating an integrated and negotiated model of an organization. The 

ensuing enterprise model helps in developing the business creating a unified and 

shared knowledge culture and gaining commitment from different stakeholders [2]. 

Business strategy coming from Strategic Management provides a business 

perspective of the organization, while EM offers an alternative perspective that is 

more Information Systems-oriented. While these two perspectives should be aligned 



with each other within the same organization, quite often they are not. Despite the 

advancements of enterprise modeling, such alignment gap between strategy and IS is 

still an important issue in the scope of business-IT alignment [3]. 

Therefore, the research question of this study is: how do enterprise modeling 

approaches capture business strategy notions (explicitly or not)? The objective of the 

study is to analyze a number of enterprise modeling approaches and compare their 

ability to capture and represent strategy notions. Such an analysis will help 

practitioners in selecting enterprise modeling approaches relevant to the business 

strategy formulations used in their organizations. 

The strategy notions used for the analysis and comparisons should be derived from 

Strategic Management. Therefore, we are using the unified business strategy meta-

model (UBSMM) as a reference model for the analysis, because it provides an 

integrated view of established business strategy formulations within Strategic 

Management (e.g. Strategy Maps and Balanced Scorecards [4], the Value Chain [5], 

etc.) [6], and serves as an interface of business strategy to IT, relevant to the intended 

analysis. This paper initiates our research and is focused on the analysis on notions of 

the UBSMM instantiation for Strategy Maps and Balanced Scorecards (SMBSC) [4]. 

Section two presents the enterprise modeling approaches analyzed. Section three 

presents an overview of the updated UBSMM. Section four presents the analysis. 

Section five discusses our findings and concludes with future directions of the work. 

2 Enterprise Modeling 

There exist various EM approaches that are relevant to this analysis, which can 

provide different views of an organization. While any EM approach can be subject to 

this analysis, four have been indicatively selected for our study: (i) the Enterprise 

Knowledge Development (EKD) approach, which provides a holistic view of an 

organization [2], (ii) i*, which is a requirements engineering approach focusing on 

social intentionality within an organization, (iii) e
3
value, which is a value modeling 

approach focused on economic value exchanges between actors; and (iv) the Business 

Modeling Ontology (BMO), which provides an upper level ontology that allows 

describing the business model of a company accurately and in detail. 

Enterprise Knowledge Development (EKD) is an EM approach that relies on six 

integrated “sub-models” to provide a holistic view of the organization while 

maintaining traceability [2]; a Goals Model (the organization’s vision and strategy), a 

Business Rules Model (business policies and rules), a Concepts Model (the business 

ontology and vocabulary), a Business Process Model (the procedural aspects of 

business operations), an Actors and Resources Model (organizational structure), and a 

Technical Component & Requirements Model (addressing IS needs). 

i* is a goal modeling technique used in requirements engineering, to capture social 

intentionality among actors, including possible alternatives, and to operationalize 

stakeholders’ business goals through concrete actions and design decisions [7]. It 

includes two model types, the Strategic Dependency Model (SDM) where all actors 



      

are identified along with their interdependencies, and the Strategic Rationale Model 

(SRM), where within each actor all intentional elements are identified/ascribed. 

The e
3
value is a business modeling ontology and approach that enables the 

representation and analysis of a network of enterprises exchanging resources of 

economic value with each other [8]. The main modeling constructs include actors 

who exchange economic resources (value objects), value activities producing these 

resources, and the provisioning and transfer of the resources through services. The 

e
3
value has been further extended with e

3
forces constructs to enable modeling of a 

business strategy perspective on a service offering by an enterprise and in relation to 

its networked value constellation, i.e. environmental forces [9].  

The Business Model Ontology (BMO) provides an ontology that allows describing 

the business model of a firm accurately and in detail [10]. The BMO takes the 

perspective of a single enterprise facing a particular customer’s demands and consists 

of nine core concepts in four categories: Product, Customer Interface, Infrastructure 

Management, and Financial Aspects. Key concepts are Value proposition  (an overall 

view of a company's bundle of products and services that are of value to the 

customer), Target Customer (a segment of customers to which a company wants to 

offer value), Value Configuration (the arrangement of activities and resources 

necessary to create value for the customer) and Capability (the ability to execute a 

repeatable pattern of actions necessary in order to create value for the customer). 

3 Business Strategy: UBSMM 

For the scope of our work, EM approaches should be analyzed against a complete 

view of business strategy. This would limit the risk of our analysis to overlook 

strategic notions. Completeness requires all business strategy formulations are 

considered for the analysis, which is not feasible. Instead, based on three 

complementary views on business strategy where strategy shaping is driven from 

different perspectives [11], we aim at including all these views. The unified business 

strategy meta-model (UBSMM) is an integration of business strategy formulations 

within Strategic Management. The purpose of UBSMM is to become an interface of 

business strategy to IT [6] by integrating a formulation from each of these three views 

and allowing the progressive integration of others, both existing and emergent.  

The three views [11] include: the resource based view, where strategy formulation 

is driven by the capabilities of the organization; the industrial organization view, 

where positioning the organization against competition is the main driver; and the 

Schumpeterian view, where radical innovations are in focus disrupting the 

environment in which the organization operates. 

UBSMM includes Strategy Maps and Balanced Scorecards (SMBSC) [4], the 

resource-based view, and the Value Configuration (VC), based on the Value Chain 

[5], the industrial organization view. For our analysis, UBSMM has been extended to 

include Blue Ocean Strategy (BOS) [12], from the Schumpeterian view of strategy, 

using a conceptualization of the formulation [13]. This provides an integration of the 

three complementary views of business strategy, which constitutes an interface to IT.  



 

Fig. 1. The updated Unified Business Strategy Meta-model (UBSMM). 



      

The updated UBSMM (figure 1) also includes sets of constraints that need to be 

applied to instantiate each of the different business strategy formulations it includes. 

A complete specification of UBSMM with class descriptions and constraints can be 

found in [14], chapter 9. 

In this paper, we examine the UBMSS instantiation of Strategy Maps and Balanced 

Scorecards (denoted as UBSMM.SMBSC). SMBSC is a business strategy formulation 

serving as a mediator between the mission, core values, and the vision of an 

organization. A strategy map template is used to represent how an organization can 

create value. Starting from a mission statement and core values, a strategic vision is 

defined, which projects the organization’s overall goal. A set of goals is then defined 

and grouped within the financial and customer perspectives, along with goals for all 

processes and all types of capital, both human and economic [4]. Goals are extended 

to a set of targets using measures to evaluate their achievement, and thereafter, 

initiatives are identified to achieve the targets. This extension of the strategy map is 

the balanced scorecards, which are essential for monitoring and assessing the cause-

effect links between strategic goals across an organization. 

From the complete UBSMM (figure 1), classes relevant to UBSMM.SMBSC are 

listed below (for detailed specification of class descriptions and constraints see [14], 

section 10.1) and are used for the analysis of EM approaches with respect to Strategy 

Maps and Balanced Scorecards: 

- StrategyPlan. captures a complete strategy map. 

- StrategicTheme captures a grouping of particular interest within a strategy map 

usually focusing on areas of critical importance for executives.  

- Actor captures the organization/unit for whom the strategy map is defined. 

- StrategicGoal captures the goals set across the four perspectives of a strategy map.  

- Objective captures measurable goals that are used for building balanced scorecards 

- Group captures all groupings and subgroupings included in a strategy map 

- Objective captures measurable goals used for building balanced scorecards. 

- Perspective captures the highest level of grouping in a strategy map (financial, 

customer, internal, learning and growth). 

- UniqueValueProposition. captures how the actor delivers unique value (low total 

cost, product leadership, complete customer solution, and system lock-in). 

Processes captures groupings within the internal perspective of a strategy map. 

- Capital captures groupings within the learning and growth perspective of a 

strategy map. 

- Measure captures the way/scale to evaluate the achievement of an objective. 

- Milestone captures any short-term or intermediate target of an objective. 

- Target captures a final desired state, usually long-term, of an objective. 

- ValueActivity captures an activity performed to achieve an objective. 

4 Enterprise Modeling Analysis for UBSMM.SMBSC 

The EM approaches included in this study are analyzed in terms of their capability to 

capture the notions of UBSMM.SMBSC. The findings of this analysis are presented 



in the following subsections and are summarized in Table 1. For each notion in 

UBSMM.SMBSC and each EM approach, we determine and justify if and how the 

EM approach supports the UBSMM.SMBSC notion. There are four possibilities: 

 Directly Supported denotes that to a UBSMM class, there exists exactly one 

corresponding class in the EM approach with similar meaning (with respect to 

naming, structure, attributes). 

 Indirectly Supported denotes that to a UBSMM class, there exists no corresponding 

class in the EM approach with similar meaning (with respect to naming, structure, 

attributes). However, the EM approach can still fully capture the UBSMM.SMBSC 

class in another way. 

 Partially Supported denotes that to a UBSMM class, there exists no corresponding 

class in the EM approach with similar meaning (with respect to naming, structure, 

attributes). However, the EM approach can partially capture the UBSMM.SMBSC 

class in some way. 

 Not Supported denotes that to a UBSMM class, there exists no corresponding class 

in the EM approach with similar meaning (with respect to naming, structure, 

attributes), and the EM approach cannot capture the UBSMM.SMBSC class in 

another way. 

Table 1. Summary of the analysis findings of EM approaches. 

 UBSMM.SMBSC  EKD i* e3value BMO 

 StrategyPlan  Partially Partially Partially Partially 

 Actor  Directly Directly Directly Partially 

 StrategicGoal  Directly Directly Not Not 

 StrategicTheme  Indirectly Partially Not Not 

 Group  Indirectly Indirectly Partially Not 

 Perspective  Indirectly Partially Not Partially 

 UniqueValueProposition  Partially Partially Indirectly Indirectly 

 Processes  Indirectly Partially Not Partially 

 Capital  Not Partially Not Partially 

 Objective  Indirectly Directly Not Not 

 Measure  Indirectly Partially Not Not 

 Milestone  Not Partially Not Not 

 Target  Not Partially Not Not 

 ValueActivity  Indirectly Directly Partially Indirectly 

4.1 EKD 

- StrategyPlan: Partially Supported. Based on the overall assessment of SMBSC 

with respect to EKD, there exist SMBSC notions not supported by EKD. 

- Actor: Directly Supported. An Actor in EKD can be an Individual, an 

Organizational Unit, a Non-Human Resource (e.g. a machine), or a Role that can be 

played by instances of other types of actors [2]. Actors define Intentional 

Components (i.e. Business Goals and Opportunities) and are responsible for the 

fulfillment of Business Goals. They can also perform Processes. 



      

- StrategicGoal: Directly Supported. Business Goals in EKD describe the future 

state-of-affairs that the enterprise aims to achieve. They provide the underlying 

motivation for developing process, concept, and IS architecture models. The  

modeling guidelines of EKD recommend goal operationalization i.e. refinement of 

goals into sub-goals while capturing the mutual influence among goals. 

- StrategicTheme: Indirectly Supported. EKD is composed of different models that 

are connected using inter-model relationships to give an overall view of the 

organization and its supporting IS. The purpose is to describe the organization from 

different perspectives. StrategicTheme is not directly expressed in EKD. However, 

it can be achieved by arranging parts of the models in separate schemata, each 

focusing on a specific theme, thus using multiple schemata. 

- Group: Indirectly Supported. The ability to create groups of modeling 

components for a certain purpose is not part of the EKD meta-model. But, grouping 

of modeling components can be done by introducing auxiliary components. 

- Perspective: Indirectly Supported. EKD offers various perspectives of the 

organization, delimited by the type of knowledge that is being modeled (static, 

dynamic, intentional, etc.) rather than management boundaries. Thematic 

perspectives in EKD are modeled by allocating a particular model schema or view 

to a specific perspective, which is applicable to SMBSC perspectives. 

- UniqueValueProposition: Partially Supported. EKD captures and represents 

organizational design using conceptual models. The delivered value is expressed 

collectively by the set of models or modeling components. But EKD does not have 

an explicit construct for representing value. 

- Processes: Indirectly Supported. EKD includes the business process model 

(BPM) to describe processes within an organization. Though specific process types 

are not distinguished, processes are captured on different levels of abstraction, and 

can then be associated to the Goals model to allow groupings of process goals. 

- Capital: Not Supported. Even though EKD is able to capture Opportunities that 

can represent growth and learning potential, the current definition of this concept 

falls short of expressing the multi-faceted Capital in SMBSC. 

- Objective: Indirectly Supported. Operationalization of Business Goals in EKD 

enables the refinement of high-level strategic goals into more specific goals that 

usually have specific fulfillment criteria (expressed using the SMART goal 

principle), thus facilitating the measurement of the extent of goal fulfillment. 

Measurements are not modeled directly, but Goals can be linked to Concepts (in the 

Concepts model) to specify measurements and monitor goal achievement. 

- Measure: Indirectly Supported. A dedicated modeling component for measures is 

not part of EKD. However, it is possible to represent measurable objectives with 

links to business concepts that represent measures.  

- Milestone, Target: Not Supported. EKD has no means to capture neither 

intermediate (Milestone) nor final (Target) checkpoints to fulfill objectives. 

- ValueActivity: Indirectly Supported. A Process in EKD represents activities that 

are needed to realize a goal. Concepts (Resources) that are Consumed and Produced 

by a Process, as well as Events that affect the performance of the process, are 

captured in the business process model (BPM). 



4.2 i* 

- StrategyPlan: Partially Supported. A complete SMBSC can be captured by both 

the SDM and SRM in i*, which respectively capture all dependencies within an 

organizational/unit and intentional elements (goals, soft-goals, tasks, etc.). An SDM 

within the boundaries of an actor consisting of four interdependent roles. Roles and 

the direction of dependencies can be set to include the four perspectives in the 

hierarchical order of SMBSC. An SRM model can be elaborated for each role to 

include all subgroupings as internal roles and all intentional elements. 

- Actor: Directly Supported. In i* actor is an active entity (refers to generically any 

unit to which intentional dependencies can be ascribed) that carries out actions to 

achieve goals. Similarly the SMBSC actor (organization/unit) for whom a strategy 

map is defined entails undertaking actions to achieve goals. 

- StrategicGoal: Directly Supported. i* includes the notion of soft goal, a goal 

whose criteria for satisfaction are not clear-cut, meaning satisfaction is described via 

contribution links from other elements. Thus, strategic goals can be represented as 

soft goals with the causality relationships across a strategy map describing how they 

can be sufficiently satisfied based on other goals or objectives. 

- StrategicTheme: Partially Supported. i* does not include any such grouping 

notions. However it includes the notion of vulnerability over dependencies across 

actors, which is expressed through a classification of dependencies into open, 

committed and critical. Thus, a StrategicTheme can be introduced through critical 

goal and soft goal dependencies across roles representing SMBSC groupings, 

however this is limited to dependencies across roles and not within roles. 

- Group: Indirectly Supported. i* can express groupings by introducing roles 

within an actor, as roles refer to the abstract behavior for a social actor within some 

specialized context of domain. Groups of goals/objectives can be attributed to roles 

and be represented within their boundaries. Group nesting can be supported by 

IsPartOf associations among roles. 

- Perspective, UniqueValueProposition, Processes, Capital: Partially Supported. i* 

does not include any of these grouping notions, however, as per the above partial 

relation between Groups and roles, these groupings can be represented through a 

predefined set of roles representing the SMBSC groupings. Perspectives can be 

defined as role boundaries and subgroupings for each perspective can be represented 

through a role and the IsPartOf association towards their parent grouping. 

- Objective: Directly Supported. A goal in i* expresses the intentional desire of an 

actor (hard goal) and includes clear criteria for satisfaction, making it measurable. 

Thus, Objectives can be captured as i* goals with the specifics of how the goal is to 

be satisfied described through the value activities relevant to the objective. 

- Measure, Milestone, Target: Partially Supported. i* does not include notions like 

measure, milestone and target. However, these can be partially captured through 

heuristics by i) naming the goal to include the measure, ii) introducing a task to 

achieve the goal though a means-end link to (in i* a goal can be decomposed to sub 

goals through a task and then through task decomposition into other goals), iii) 

introduce goals through task decomposition, one for each milestone and target. An 



      

objective along with its measures, milestones and target can be represented by an i* 

goal, decomposed through means-end link to a task stating the goal’s achievement, 

and through task decomposition to goals (one for each milestone and target). 

- ValueActivitty: Directly Supported. i* includes the notion of task, whose 

specification (e.g. how to be carried out) requires further decomposition. 

Information such as money and time can be expressed in i* through task 

decomposition to resources (need to be consumed for the task to be performed). 

4.3 e
3
value 

- StrategyPlan: Partially Supported. In e
3
forces, an actor of the organization type, 

or a group of actors (constellation) has Business Strategy as a property, describing 

the direction and scope of the organization’s configuration and the position in its 

environment; however, the notion is not explicitly modeled nor its relationships 

with the other constructs. StrategyPlan exists in e
3
value/forces, but it is not 

conceptualized, just represented as a text-based property of an actor. 

- Actor: Directly Supported. In e
3
value, actors are organizations, or end-customers 

perceived from their environment as economically independent entities, capable of 

taking economic decisions. An actor in e
3
value/forces includes SMBSC. Actor that 

performs value activities, and extends it with the customer and constellation type 

actors, the first consuming what is provided by the value activities (value object) 

and the latter joining several organization-type actors cooperating to create a value. 

- StrategicGoal: Not Supported.  no corresponding notion is included. 

- Strategic Theme: Not Supported. no corresponding notion is included .  

- Group: Partially Supported.  e
3
value/forces allows groupings and subgrouping 

with respect to actors as it can be composite, consisting of other Actors. 

e
3
value/forces considers an Actor as a concrete entity (e.g. an organization) or a 

role, such as Retailer referring to the abstract behavior within a business domain. 

- Perspective: Not Supported. e
3
value/forces distinguishes intra-enterprise 

alignment, i.e. where business strategy, e-services, process and IT/IS are analyzed 

within an enterprise. However, these parameters are also considered for alignment 

among several enterprises to provide integrated values, through integrated processes 

and IS/IT [9]. Thus e
3
value/forces supports Perspective differently than of SMBSC. 

- Unique Value Proposition: Indirectly Supported. e
3
value/forces define 3 

Business Strategy types for value object proposition (cost-leadership, differentiation 

and focus). However, they are not explicitly modeled in the ontology but they are 

represented as a text-based type of the Business Strategy property of an Actor.  

- Processes: Not Supported. e
3
value/forces is service-centered, meaning that it 

identifies services for realizing a business strategy and delivering values; the notion 

of process corresponds to activities needed to provide services (not in the ontology). 

- Capital, Objective, Measure, Milestone, Target: Not Supported. e
3
value/forces 

does not include intentional elements nor elements closely related to them. 

- ValueActivity: Partially Supported. In e
3
value, value activity is a set of operations 

yielding a profit to the actor(s) who perform it. As such, it is one of the core 

components of the ontology. Belonging to an actor, a value activity can be related to 



a business strategy of the actor, and the corresponding strategic goals (not explicitly 

though), but these relationships are not conceptualized in e
3
value/forces. 

4.4 BMO 

- StrategyPlan: Partially Supported. Notions of the SMBSC StrategyPlan are 

analyzed in terms of and compared to the Business Modeling Ontology (BMO). 

Overall, notions of the StrategyPlan in SMBSC are only partially supported by 

BMO primarily due to the lack of goal-related concepts. 

- Actor: Partially Supported. In BMO actors are viewed from an internal 

perspective. The class Actor in BMO represents all actors except the one from 

whose perspective a BMO model is constructed [15]. Therefore, the BMO Actor 

corresponds to the SMBSC Actor i.e. that performs a value activity (not the 

Actor/Organization who defines the strategy). 

- StrategicGoal, StrategicTheme: Not Supported. Strategic theme is in SMBSC an 

aggregation of Strategic Goals. BMO in general does not model the desired future 

state of the offering organization, e.g. strategic goals or themes. 

- Group: Partially Supported. Groupings in SMBSC refer to a sub typing or part-of 

data abstraction, for example there exist groups of processes such as management 

processes, innovation processes etc., all of which are part of a higher level group 

such as Process. The meta-model of BMO does not contain any similar construct, 

however several BMO constructs can be de-composed into other constructs in that 

there exists a SetOf-association between the two.  

- Perspective: Partially Supported. For SMBSC this captures the four perspectives 

of the strategy map template and includes aspects of goals (Objective, Measure 

etc.). However, perspectives in BMO do not model exactly the same thing, as goals 

are missing or not explicit in BMO. Nevertheless, the financial, customer and 

internal perspectives are directly supported in BMO with financial aspects, customer 

interface, and infrastructure management respectively. While the 

LearningAndGrowth perspective is said to correspond to Product (interface) in 

BMO, and mainly the value proposition [10], this can be debatable since they seem 

to capture different yet related concepts. 

- UniqueValueProposition: Indirectly Supported. In BMO, a Value Proposition 

represents value for one or several Target Customers, i.e. how an organization 

differentiates what it offers from its competitors. A Value Proposition is 

decomposed into a set of Offerings. Each BMO Offering describes an elementary 

product or service, offered (directed) towards the target customers, which indirectly 

corresponds to the notion of SMBSC UniqueValueProposition. 

- Processes: Partially Supported. In BMO this refers to Infrastructure Management. 

In particular, Processes map onto the Value Configuration part of Infrastructure 

Management in BMO, which describes the arrangement of activities and recourse 

that are necessary in order to crate value for the customer. One difference between 

BMO and SMBSC in this respect is that SMBSC Processes refers to groupings of 

goals for processes and related concepts such as Objective, Target, and Measure etc. 

while BMO Infrastructure does not contain any corresponding concepts. 



      

- Capital: Partially Supported. The concept may vaguely be modeled using the 

BMO concept of Resource, which in BMO is divided into tangible, intangible and 

human resources. Another candidate is BMO Capability, where a Capability 

describes whether or not a particular needed Value Configuration can be applied by 

a particular company to provide the value proposition and if the appropriate 

resources (i.e. services and resources) are available.  

- Objective, Measure, Milestone, Target: Not Supported. BMO in general does 

not capture the desired future state of the offering organization. 

- Value Activity: Indirectly. BMO does not explicitly have a way of representing 

objectives/goals though it does represent Value Configurations. Attributes and 

relationships of BMO Value configuration, i.e. resources, actors etc. are similar to 

those of SMBSC Value Activity. Moreover, the BMO notion Activity is defined as 

“an action a company performs to do business and achieve its goals” [10].  

5 Discussion, Conclusions and Future Work 

The analysis shows that there is a considerable overlap between the EM approaches 

examined, both with regard to strategy and also among themselves. The analysis also 

highlights differences; most notably in terms of how core strategy notions like goals, 

means, etc. are represented. In this respect, EKD and i* include many constructs that 

correspond to goal-related notions, while BMO and e3value almost lack explicit 

representations of such notions. This partially validates the observation of 

Osterwalder that strategy models and business models deal with the same concepts 

but on different business layers [10]. Business models and strategy models 

complement each other in that the former are implementations of the latter, e.g. a 

company’s strategy in terms of goals, means etc. are translated into value 

propositions, customer relations and value networks.  

Overall none of the EM approaches examined directly supports all strategy notions. 

This limitation is expected as strategic notions are beyond the original intended scope 

of EM. Nevertheless, the analysis shows that either indirectly or partially examined 

EM approaches are able to model strategic notions. 

The results of the study can be used in practice in several ways. Practitioners can 

get support for selecting the most appropriate EM language for modeling strategic 

aspects. For example, if strategic goals are in focus, i* or EKD are strong candidates, 

while BMO or e3value can be useful for designing and representing value 

configurations. Depending on the needs, several languages can also be used together 

in a complementary way. The results of the study can also support the development 

and extension of the EM approaches. For example, for EKD, an extension towards 

strategy formulations will provide a more streamlined development process offering 

inherent traceability from strategy modeling, through the different perspectives of an 

organization, to platform-specific implementations of IS.   

Another aspect of the analysis lays in the use of the reference model UBSMM and 

its extensions to business strategy formulations i.e. UBSMM.SMBSC. Business 

strategy formulations are traditionally natural language-based, usually accompanied 



by schematic representations. The ambiguity of such formulations risks making 

analysis of EM approaches unattainable. This difficulty can be overcome by mapping 

EM constructs onto UBSMM.SMBSC constructs, since the meta-model provides 

clear semantics for a set of strategy notions. Thus, UBSMM.SMBSC facilitates 

understanding of strategic notions in EM approaches and reduces their ambiguity. 

Future work will consolidate the analysis by including strategy notions found in 

other business strategy formulations such as VC and BOS, which are all part of 

UBSMM. Furthermore, other EM languages can be analyzed using the same 

framework used in this study.  

References 

1. Chandler, A. D.: Strategy and Structure. Cambridge, MA: The MIT Press (1962) 

2. Bubenko J.A., jr., Persson, A., Stirna, J.: D3: User guide of the Knowledge Management 

Approach Using Enterprise Knowledge Patterns. Royal Institute of Technology (KTH) and 

Stockholm University, Stockholm, Sweden (2001) 

3. Luftman, J.N., Derksen. B.: Key issues for IT executives 2012: Doing More with Less. MIS 

Quarterly Executive, 11, 4, pp. 207—218 (2012) 

4. Kaplan, R.S., and Norton, D.P.: Strategy Maps: Converting Intangible Assets into Tangible 

Outcomes. Harvard Business School Press, Boston, MA (2004) 

5. Porter, M.E.: Competitive Advantage: Creating and Sustaining Superior Performance, Free 

Press, New York (1985) 

6. Giannoulis, C., Zdravkovic, J., Petit, M.: Model-driven Strategic Awareness: From a 

Unified Business Strategy Meta-model (UBSMM) to Enterprise Architecture. In 17th 

International conference on Exploring Modelling Methods for Systems Analysis and 

Design (EMMSAD2012), LNBIP 113, Springer, p. 255-269 (2012)  

7. iStar (i*) wiki, http://istar.rwth-aachen.de/ (last accessed on 07-07-2013) 

8. Gordijn J, Akkermans JM, van Vliet JC.: Business modeling is not process modeling, In: 

Conceptual modeling for e-business and the web. LNCS, Vol 1921. Springer (2000) 

9. Pijpers, V., Gordijn, J. e3forces: Understanding Strategies of Networked e3value 

Constellations by Analyzing Environmental Forces. In:19th International Conference on 

Advanced IS Engineering (CAiSE), Springer, LNCS Vol. 4495, p. 188-202 (2007) 

10. Osterwalder, A.: The business model ontology: A proposition in a design science approach. 

Institut d’Informatique et Organisation. Lausanne, Switzerland, University of Lausanne, 

Ecole des Hautes Etudes Commerciales HEC 173 (2004) 

11. Barney J.: Types of Competition and the Theory of Strategy: Toward an Integrative 

Framework. J. Academy of Management Review, vol. 32, 11, 1231--1241 (1986)  

12. Chan, K. W., Mauborgne, R.: Blue Ocean Strategy. Harvard Business Review Press, 

Boston (2005)  

13. Giannoulis, C., Zdravkovic, J.: Linking Strategic Innovation to Requirements: a look into 

Blue Ocean Strategy. In 5th IFIP WG 8.1 Working Conference on the Practice of 

Enterprise Modeling (PoEM2012), Short Papers, CEUR-WS, p. 118-128 (2012) 

14. Giannoulis, C.: Schema Integration Process for UBSMM. Technical Report, 

http://constantinos.blogs.dsv.su.se/files/2013/07/TowardsUBSMM_v02.pdf (2013) 

15. Andersson, B., Bergholtz, M., Edirisuriya, A., Ilayperuma, T.,  Johannesson, P.,  Gordijn, 

P., Gregoire, B.,  Schmitt, M., Dubois, E., Abels, S., Hahn, A., Wangler, B., Weigand, H., 

Towards a Reference Model for Business Models. In: 25th International Conference on 

Conceptual Modelling (ER’ 2006), Springer Verlag, (2006) 

 



Integration of Business Rules and Model Driven 

Development 

Lauma Jokste 

Information Technology Institute, Riga Technical University, Kalku 1, Riga, Latvia 

lauma.jokste@rtu.lv 

Abstract. To help bridge the gap between Information system (IS) 

analysts and stakeholders, a Model-Driven Development (MDD) 

approach is proposed. A MDD approach uses models as primary 

development artifacts. Models increase the abstraction level of IS 

development and help to improve migration between various 

development phases. A MDD approach provides considerable benefits 

in the IS development domain, nevertheless this approach contains a 

variety of difficulties. This paper addresses MDD and specifically one 

of the models used in this approach – the Business Rules Model. 

Business rules are usually maintained in a textual form thus 

complicating their usage in the MDD approach. In this paper a new 

Business rules metamodeling language towards Business rules adaption 

for MDD is provided. As an input to MDD, Enterprise Modeling (EM) 

is used. 

Keywords: Model Driven Development, MDD, Business Rules, Enterprise 

modeling, Enterprise Knowledge Development, EKD. 

1 Introduction 

One of the basic problems in the Information System (IS) development domain and 

requirements specification is ambiguity between system analysts and stakeholders [1]. 

System analysts tend to use models to determine the expected result of system 

functionality, but these models might never be directly used as a component of 

development process. Software development processes can effectively be improved 

by using models not only as visual means but also as a software development 

component. This leads us to Model Driven Development (MDD).  

MDD is an approach to software development that refers to the systematic use of 

models and model transformations in entire software development- and runtime. The 

main idea of MDD is to automate the process of software development by using 

model transformations [2].  

Organizational processes can be described with Enterprise Models. Enterprise 

Modeling (EM) represents behavior, structure, business goals, processes, concepts, 

actors and resources of an organization. In a context of software development EM 



includes representation of system requirements. In the EM approach all processes and 

components of organization are represented by using conceptual models [3]. 

This paper represents a Business rules metamodeling language which improves 

business rules integration with MDD. For describing the components and organization 

of an enterprise, the EM method Enterprise Knowledge Development (EKD) is 

chosen. EKD is an approach that describes an enterprise as a network of correlated 

business processes which collectively realize business goals [4]. EKD is selected as a 

widely used in both business and public sector. EKD has proved its effectiveness by 

providing a framework for stating, modeling and reasoning regarding pertinent 

knowledge in difficult problem situations [5]. 

The EKD approach includes several sub-models in which each sub-model 

describes the enterprise from different aspects: Goals model, Business rules model, 

Concepts model, Business process model, Actors and resource model and Technical 

component and requirements model [3]. In this paper the main emphasis is put on the 

Business rules model (BRM). Business rules are usually expressed in a natural 

business-like format and they might be liable to frequent changes, which complicates 

their usage in software development and maintenance. The business rules are means 

to which an organization is able to control the business, realize competitive strategies, 

promote the organization’s policy and to comply with legal and other obligations [6]. 

Business rules describe the policies, laws and regulations of an organization. One of 

the main conditions for MDD is that all models and their components should ensure 

interoperability between all models used in MDD.  

The objective of this paper is to present a Business rules metamodeling language 

which can be used to integrate business rules in the MDD approach and to discuss its 

clarity by giving an example case in which a Business rules metamodel is created. 

Main emphasis is put on a condition that the business rules expressed by provided 

metamodeling language should be easy perceivable for business people and usable in 

MDD. 

In the context of this paper the metamodel is assumed to be a model’s model that 

serves for the explanation and definition of relationships between various components 

of the applied model itself [7].  

The research taken in this paper is argumentative. Preliminary validation and 

demonstration of the Business rules metamodeling language is performed using an 

example case of a student scholarship’s system administration requirements, which 

are based on regulations of scholarship awards. 

The remainder of his paper is structured as follows: a background about the 

business rules and Business rules model is given in section 2. The proposed graphical 

metamodeling language is given in section 3. In section 4 an example case of 

Business rules metamodel is demonstrated. In section 5 concluding remarks are given. 

2 Business rules and Business rules model 

Organization’s business rules are usually expressed and maintained in a natural 

language format. For example, scholarship regulation can contain a business rule: 



Only students who have passed all their exams in the previous session on the first 

attempt are eligible for the Scholarship. 

In order to use business rules in MDD, it is necessary to distinguish concepts, 

attributes, conditions and actors in the rule. A way how company’s business rules are 

described may depend on many circumstances, for example – different lawyers can 

draw up the same rules and interpret them differently. In order to prevent such 

situations, we appoint that every rule should be transformed to a standardized natural 

language form before it is integrated in MDD. For this purpose business rules notation 

which is based on formal English – RuleSpeak is chosen. RuleSpeak was first 

developed in 1990 by Business Rules Solutions (BRS), LLC.  It is widely used among 

business people [8] and even been tried for IS requirements specification [9]. It was 

decided to choose RuleSpeak as a base for a Business rules metamodeling language, 

because it has a clear definition and defines well structured business rules sentence 

forms, which can be adapted to Business rules metamodel and MDD. 

RuleSpeak is a set of practical guidelines for expressing business rules in 

unambiguous and well-structured English, which helps to improve communication 

about business rules among business people, business analysts and IT professionals 

[8]. The basic concept of RuleSpeak states that every rule should include one of these 

two words: “must” and “only”. Instead of “must”, “may” can be used but only when 

combined with the word “only”. RuleSpeak guidelines defines the best practice for 

business rules sentences structure, how to avoid a redundancy and express rule clearly 

and unambiguously interpretable. Detailed RuleSpeak guidelines can be found in [10] 

and [11]. 

A business rule which is expressed by using RuleSpeak guidelines would look as 

follows: 

The scholarship may be assigned only if student has passed all his exams in 

previous session on the first attempt. 

In the following Business rules model rules are expressed according to a 

RuleSpeak specification (see in Figure 2.). The Business rules model is developed by 

using an example case, the requirements of a student scholarship system 

administration, which is based on regulations of scholarships awards. According to 

the EKD method, business rules are motivated by goals, they cause business 

processes and are based on concepts defined in a concept model [12]. In the Business 

rules model each rule consists of one sentence. In the Business rules metamodel each 

rule should be divided into separate objects, which our provided graphical business 

rules metamodeling language supports. 



Rule 2.

Student must submit his 

scholarship application in his 

faculty only until date 10th of 

each semester’s first month.

Process 1

Submission of 

Scholarship 

application

Rule 4.

Scholarship payment must 

be suspended when student 

begins a study leave

Process 2

Submission of 

Scholarship 

appeal

CONTROLS

Process 4

Payment of 

Scholarship
CONTROLS

Goal 1

To provide electronic 

Scholarship document 

submission for Students

SUPPORTS

SUPPORTS

Goal 2

To ensure more 

efficient way of 

scholarship’s allocation 

and payment 

SUPPORTS

CONTROL

Rule 1.1.

The scholarship 

may be awarded 

only if student is 

state-sponsored.

Rule 1.2.

The scholarship may 

be assigned only if 

student has passed all 

his exams in previous 

session on the first 

attempt.

SUPPORTS

Rule 3.

Scholarship application must 

be valid only if it is signed

CONTROLS

 

 Fig. 1. The Business rules model example case based on the EKD method. 

This Business rules model example case is a simplification of real life. There might 

be more business rules to consider than those displayed in figure 1. 

3 Definition of graphical business rules metamodeling language 

In this section a graphical metamodeling language is defined. Metamodeling language 

is based on metamodeling concepts called GOPPRR: graphs, objects, properties, 

ports, relationships and roles [13]. The Business rules metamodeling language 

consists of two categories: objects (see Tab. 1) and relationships between them (see 

Tab. 2).  

Objects in a metamodel are connected with links. Every link contains two roles: the 

source and the target. The source points to an object where the link begins. The target 

points to an object to which the link is lined. Roles define in which direction the link 

can be drawn – either directions or only one specific direction. In the provided 

metamodeling language, roles define from which to which object a link may be 

drawn. Strictly defined roles and relationships are an important condition for Business 

rules metamodel to be compatible with other models used in MDD and to be 

explicitly used in the code generation. Links and roles are defined in Table 2. 

Table 1. Defined metamodeling language objects 

Object Description 

Rule A modeling component contains rule name and marks a beginning 

point of each business rule. Every rule always starts with a Rule object. 

It is necessary for selecting certain rules and for integration with other 

models used in code generation. 



Concept Concepts define “things” and “phenoma” which are used in all other 

models [12]. 

A Concept is a modeling component which is used to characterize all 

concepts used in a Business rules metamodel. Every concept can be 

defined only once. Concept is, for example: The Scholarship. 

Action The RuleSpeak specification says that each business rule must contain 

one of the words “must” and “may” when describing an action in the 

business rule, hence the modeling component Action is separated in 

two sections, where the first section contains the keyword and the 

second section the action (verb). The keyword section contains either 

predefined values “must” or “may”, as well as form of denial: “must 

not” or “may not”. Action is, for example: may be assigned, where may 

is keyword and be assigned – action. 

Additional 

word 

An additional word is a word or expression, which helps to create a 

coherent and readable structure of the business rule. An Additional 

word contains predefined words and word combination lists with 

values such as only if, only when, only, if, and, or, in, when, then etc. 

Additional words usually do not affect business rules modeling 

functionality but are mostly used to make a logical interpretation of the 

rule.  

Condition A Condition is a composite object, which consists of  4 parts: 

1) Attribute; 

2) Concept (Attribute source); 

3) Operator; 

4) Attribute value. 

The Attribute is a text input field for an attribute name. The Concept 

field must contain one of existing concepts. The Operator is a value 

that can be expressed as a logical operator in code, for example: is 

equal, is until, is at least etc. The Attribute value is a text input field for 

the value of attribute.  

Condition is, for example: Exam attempt is first, where Exam is a 

concept (attribute source), attempt – an attribute, is – an operator and 

first – an attribute value. 

Table 2. Relationships in graphical Business rules metamodeling language 

To: → 

From: ↓ 
Rule Concept Action 

Additional 

word 
Condition 

Rule 0 1 0 1 0 

Concept 0 0 1 1 0 

Action 0 1 0 1 0 

Additional 

word 
0 1 0 0 1 

Condition 0 0 0 1 0 

 

Relationships between modeling components in a Business rules metamodel are 

described by a connectivity matrix (See table 2). Value ‘0’ means that a relationship 



from one modeling component to other doesn’t exist and value ‘1’ means that a 

relationship between object “From” to object “To” is defined. For example, a link 

from Rule to Concept exists, while a link from Concept to Rule is not possible. 

4 Example case 

To a purpose to demonstrate provided Business rules metamodeling language, a 

Business rules metamodel example case is created. Coherence between the Business 

rules model and its metamodel are shown in figure 2. 
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Business rules 

model

Represented by

Business rules 

metamodeling language

Business rules 

metamodel

Transformed by

Conforms to

Represented by

 

Fig. 2. Coherence between a Business rules model and its metamodel. 

In the presented Business rules metamodeling language each rule is designed as an 

independent structure, where the same objects between different rules are not 

connected with visible links. Every object or object component should contain a 

unique identification thus ensuring that, for example, the same named concepts are 

actually one and the same object. This approach allows building a transparent and 

easily modifiable metamodel while ensuring metamodel usability in MDD. 

Each rule must contain at least one concept, one action and one condition object.  

Figure 3 shows an example of how to modify business rules expressed in RuleSpeak 

form to a business rules form in metamodel, using our graphical metamodeling 

language. 

 

RuleSpeak form Scholarship may be awarded only if student is state-sponsored. 

Form in 

metamodel 
 

Fig. 3. Graphical Business rules metamodel representation of example no. 1. 

The Business rule expressed in metamodel form contains an extra word status (see 

Fig. 3); it is compulsory that the condition object contains an attribute, because it is 

used to connect the Business rules metamodel with other models. If this rule would be 

generated back to a formal expression, it would look as follows: 

Scholarship may be awarded only if Student status is state-sponsored. 



Business rules back-generation from metamodel to their formal expression is a 

metamodeling tools functionality. It is easy implementable and usable for different 

metamodeling tools. 

The operator field contains the value is. For graphical representation, textual 

operators are recommended, though in code textual operators can easily be defined as 

logical operators, for example: [is] = [=], [is until] = [≤], [is greater than] = [>], [is at 

least] = [≥], [is not] = [≠] etc. 

 

RuleSpeak 

form 

Scholarship payment must be suspended when student begins a 

study leave. 

Form in 

metamodel 
 

Fig. 4. Graphical Business rules metamodel representation of example no. 2. 

Figure 4 demonstrates a representation of an event-action business rule. If this rule 

would be generated back to formal expression, it would look as follows: 

Scholarship payment must be suspended when Student study status is “on study 

leave” 

RuleSpeak 

form 

Student must submit the scholarship application to faculty only until 

the 10th of each term’s first month.  

Form in 

metamodel 

 

Fig. 5. graphical Business rules metamodel representation of example no. 3. 

Figure 5 demonstrates a representation of a derivative business rule. A phrase 

“until the 10th of each term’s first month” might be ambiguous for developers, 

therefore to make it unmistakably clear, the number of terms is specified with each 

term’s first month. Consequently, if this rule is generated back to a formal expression, 

it looks like this: 

Student must submit scholarship application in Faculty until Scholarship application 

dates is September 10
th

 when Term name is autumn or Scholarship application date is 

February 10
th

 when Term name is spring. 

In both examples that figures 4 and 5 demonstrate, the business rule sentence form 

has changed, preserving an essence of the business rule in its RuleSpeak sentence 

format. 

Business rules metamodeling language can be used in different metamodeling 

platforms, for example Eclipse Modeling Framework (EMF) [14], ADOxx [15], 

MetaEdit+ [13] and others. It was decided to choose MetaEdit+ as it has strengths in 

metamodeling and it provides a full functionality for defining a graphical 

metamodeling language [16]. 



A fragment of the developed Business rules metamodel in MetaEdit+ is shown in 

Figure 6. 

 

Fig. 6. Fragment of the Business rules metamodel in MetaEdit+ . 

5 Concluding remarks 

This paper presents a business rules metamodeling language which can be used to 

create Business rules metamodels for MDD. The most important challenges for 

business rules usage in MDD is the fact that business rules are usually expressed in a 

business-friendly manner and are not guided to specific instructions how the business 

rule should be written. The goal is to clarify the logic of a business rule and to 

transform it to more rigorous form thus making business rule usable in MDD. 

Provided graphical business rules metamodeling language has some similarities 

with Decision Model developed by Halle von Barbara. Both approaches ensure well-

formed, predictable, stable and maintainable expression of the business rules [17]. 

Unlike Decision Model, Business rules metamodeling language is tended to a logic of 

the separate objects in the business rule, while Decision Model are based on a 

business logic in general. But both – Decision Model and Business rules 

metamodeling language can be anchored to any other models and in the same time 

can be maintained independently of them. 

 The provided Business rules metamodeling language is experimentally validated 

with an example case and ensures that business rules can be transformed from their 

natural expression which is formalized by RuleSpeak to the Business rules metamodel 

and vice versa without losing interpretation of the business rule, even if the structure 

of the rule is slightly changed. For the time being, interpretation changes can be 



evaluated subjectively and there is no appropriate statistical method for measuring an 

interpretation of textually expressed business rules. Business rules expressed by 

provided Business rules metamodeling language can be further used for code 

generation in MDD. 

However, a more detailed case study is necessary to improve that Business rules 

metamodeling language can ensure that any kind of business rules can be expressed 

by this language. 
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