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ABSTRACT
Providing an integrated representation of data from hetero-
geneous data sources involves the specification of mappings
that transform the data into a consistent logical schema.
With a view to supporting large-scale data integration, the
specification of such mappings can be carried out automat-
ically using algorithms and heuristics. However, automat-
ically generated mappings typically provide partial and/or
incorrect results. Users can help to improve such mappings;
expert users can act on the mappings directly using data
integration tools, and end users or crowds can provide feed-
back in a pay-as-you-go fashion on results from the map-
pings. Such feedback can be used to inform the selection
and refinement of mappings, thus improving the quality of
the integration and reducing the need for expensive and po-
tentially scarce expert staff. In this paper, we investigate the
use of crowdsourcing to obtain feedback on mapping results
that inform mapping selection and refinement. The investi-
gation involves an experiment in Amazon Mechanical Turk
that obtains feedback from the crowd on the correctness
of mapping results. The paper describes this experiment,
considers generic issues such as reliability, and reports the
results for different mappings and reliability strategies.

1. INTRODUCTION
Large scale data integration, for example over web sources,

is challenging due to the heterogeneities that inevitably re-
sult from multiple autonomous data publishers. Classical
data integration is labour-intensive, and tends to be applied
to produce high-quality but high-cost integrations in rea-
sonably stable environments. As a result, there has been
a growing interest in pay-as-you-go data integration, where
an initial integration is generated automatically, the quality
of which is improved incrementally over time [6]. The in-
cremental improvement can take many forms, but is often
informed by feedback on the current integration [8].

Copyright c© 2013 for the individual papers by the papers’ authors. Copying
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Crowdsourcing [4] has recently emerged as a way of tap-
ping into human expertise through the web, and systems
such as Amazon Mechanical Turk1 (AMT) and CrowdFlower2

provide systematic mechanisms for recruiting and paying
workers for carrying out specific tasks. This paper explores
the hypothesis that crowdsourcing can provide cost-effective
feedback of a form that can support data integration. The
paper contributes an experiment design that tests the hy-
pothesis, and an analysis of the results of the experiment.
Specifically, given automatically generated mappings, we use
the crowd to provide feedback on the correctness of the re-
sults produced by those mappings. Such feedback has been
shown to be useful by several authors. For example, Belha-
jjame et al. [1] showed how such feedback could be used to
select between and inform the generation of new mappings;
and Talukdar et al. [15] used such feedback to identify ef-
fective ways of answering keyword queries over structured
sources.

The remainder of this paper is structured as follows. Sec-
tion 2 describes related work on data integration and crowd-
sourcing. Section 3 describes the data integration context
for the experiment. Section 4 presents the design of the
experiment including the role of redundancy in validating
results. Section 5 presents and analyses the results of the
experiment. Section 6 draws some conclusions.

2. RELATED WORK
This section describes work related to that described in

this paper, focusing on results in data integration and crowd-
sourcing for data management.

In terms of data integration, our research builds on the
work of Belhajjame et al. [1], who use feedback on mapping
results to annotate mappings with estimates of their preci-
sion and recall. More specifically, feedback takes the form
of true positive, false positive and false negative annotations
on tuples returned by mappings, and such feedback allows
estimates for precision and recall to be obtained; the more
feedback, the more accurate the estimates are likely to be.
The estimates of precision and recall are then used to sup-
port the selection of mappings for answering a query that
meet specific user requirements (e.g. by selecting mappings
in a way that maximises recall for a precision above some

1http://mturk.amazon.com/
2http://crowdflower.com/
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threshold), and the generation of new mappings whose preci-
sion and recall can be estimated in the light of the feedback.
Belhajjame et al. evaluate the techniques using syntheti-
cally generated feedback; this paper explores the collection
of such feedback using crowdsourcing.

Our work is one of a growing collection of contributions
in crowdsourcing, for which a survey has been carried out
by Doan et al.[4]. In this survey, a classification of crowd-
sourcing systems is presented. The application developed
in our work would have been classified as a standalone ap-
plication with explicit collaboration of users. In terms of
crowd sourcing for data management, there are a range of
other approaches that share this classification. Several pro-
posals have been made in which crowdsourcing plays a role
in query answering, including CrowdDB [7] and CrSS [14];
such systems extend standard query evaluation over static
data sources with techniques for consulting the crowd for in-
formation that is not available through other means. In re-
lation to data integration, McCann et al. [13] propose using
online communities to support the matching of attributes
from different sources; such work complements our results,
as matches are often used as a foundation for the construc-
tion of mappings. At a later stage in the data integration
pipeline, CrowdER [16] carries out entity resolution with a
technique that combines machine and human work; as in
this paper, data is first processed by automatic techniques,
the results of which are then verified using the crowd. Our
results complement these recent contributions by evaluating
the use of the crowd to obtain an additional type of feedback,
and by including comparative evaluations of different tech-
niques for ascertaining the reliability of the feedback from
the crowd.

3. DATA INTEGRATION CONTEXT
This paper tests the hypothesis that feedback from the

crowd can inform the annotation of mappings with informa-
tion about their quality, where the feedback takes the form
of true positive or false positive feedback on tuples produced
by the mappings. This section describes the data integra-
tion context for the experiment, including the data that is
to be integrated, mapping generation, and the sampling of
data on which feedback is to be obtained.

3.1 Experimental data
As music is a well known domain, we use as data sources

two music databases (Musicbrainz3 and Discogs4). The schemas
of Musicbrainz and Discogs contain a range of information
about artists and their recordings. In our experiment we fo-
cus on the entity artist of each database and the attributes
name, real name, gender, country, type and begin date year,
that essentially provide simplified views of the artist infor-
mation from the sources. Given this focus, the tables mu-
sicbrainz artist(name, gender, country, type, begin date year)
and discogs artist(name, realname) were created to form the
source schema in the experiment.

3.2 Generation of schema mappings
We used Spicy [2] to automatically generate mappings for

which feedback is obtained. Spicy is a schema mapping tool
that generates candidate schema mappings as SQL views

3Musicbrainz - http://www.musicbrainz.org/
4Discogs - http://www.discogs.com/

Figure 1: Simplified Spicy architecture.

Mapping Source schema attribute Global
schema
attribute

Mapping 1
(M1)

discogs artist.name name
musicbrainz artist.country country
musicbrainz artist.type type

Mapping 2
(M2)

discogs artist.name name
musicbrainz artist.name country
musicbrainz artist.type type

Mapping 3
(M3)

musicbrainz artist.country name
musicbrainz artist.name country
musicbrainz artist.type type

Table 1: Selected mappings.

that can be used to map data from a source schema into a
global schema. Spicy requires as input one source schema
and one global schema. In the source schema, a foreign key
was inserted between the attributes artist discogs.name and
artist musicbrainz.name. The global schema consists of a
table artist that contains the union of the attributes from
the tables artist musicbrainz and artist discogs. Figure 1
presents the architecture of Spicy [2].

Spicy requires sample instance values in the source schemas
to generate candidate schema mappings. With a large num-
ber of tuples (more than 250), Spicy generates only one map-
ping. This is insufficient for our experiment, for obvious
reasons. Since the reason behind this outcome is that am-
ple information about the sources enables Spicy to generate
fewer alternative mappings, we provided the tool with fewer
(viz., 200) source tuples. Indeed this caused Spicy to gen-
erate several alternative mappings on which we were then
able to obtain feedback and proceed with our experimental
goals. Also, the data was constrained to artists that started
to play in 1980 or later and that are from the United States5.
This process generated ten candidate mappings. After this
process, we selected the attributes name, type and country
on which to obtain feedback. These attributes are common
to most of the artists, whereas some attributes are relevant
only for certain artists. For example, the attribute gender
is relevant only to person artists and not to group artists.
The three mappings that met the criteria to be used in the
experiment are presented in Table 1.

The mappings produced by Spicy are SQL statements in-
ferred from the source schemas and a sample of source tu-
ples. When the Spicy-inferred mappings were run against
the complete tuple-content of the Musicbrainz and Discogs
databases, we obtained the results that populate the global
schema characterized by those mappings. Each mapping,

5This action was in response to a study of the demographics
of the workers that participate in Amazon Mechanical Turk.
Most workers are from the US and in an age bracket that
suggests that their knowledge will be sharper for post-1980
artists and groups.
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as a SQL query against the global schema, then produced
4203 rows. However, in our experiment we require more
than three mappings to evaluate and we want to have some
mappings that are likely to obtain a precision between 0 and
1 (the mappings of Table 1 have precision of either 0 or 1);
for this reason, we have guided the generation of additional
mappings. M1 was used as the starting point for the gener-
ation of additional mappings. The process to generate ad-
ditional mappings is the following. First, we made a copy of
the results from M1, which has a precision of 1. After that,
we changed a percentage of tuples in the results to a differ-
ent value for the country attribute from the set {Canada,
Australia, New Zealand, France, United Kingdom}. By this
means, four more mappings were created with different per-
centages of tuples modified in each mapping. We modified
20% for Mapping 4 (M4), 40% for Mapping 5 (M5), 60%
for Mapping 6 (M6) and 80% for Mapping 7 (M7). In total,
then, we have seven mappings: three generated directly us-
ing Spicy, and four mappings that are variants of one of the
Spicy mappings.

3.3 Sampling mapping results
Having defined the mappings, it was necessary to decide

on how many tuples should feedback be obtained given that
it would be too expensive to obtain feedback from the crowd
on all the tuples produced by the mappings. For this pur-
pose, we used a statistical method, simple random sampling
[3], to determine the sample size for populations with vari-
ables that can take only two values (i.e. Correct or Incor-
rect). The method to determine the sample size considers a
confidence level and a standard error, which are commonly
used in social sciences. For our study we computed the
sample size for a confidence of 95% that the mean (i.e. the
percentage of values that are annotated as Correct or In-
correct) would be within 5% of the correct mean. For these
requirements, the resulting sample size of a population of
4203 is 352 tuples.

4. HUMAN INTELLIGENCE TASK GEN-
ERATION

Having identified the tuples on which feedback is to be ob-
tained, the information is now in place to enable the design
of the tasks to be completed by the crowd. For the exper-
iment, we used the AMT crowdsourcing platform, within
which user activities are referred to as Human Intelligence
Tasks (HITs). This section describes how tuples are allo-
cated to HITs, including redundancy and screen design.

4.1 Distribution of result tuples
The seven samples of tuples of size 352 obtained for each

mapping are distributed into groups of 25 unique tuples that
will feature in questionnaires, such that each questionnaire
is a HIT, and each result tuple is the subject of one question.
The distribution of tuples considers that one HIT should not
have more than one tuple with information about the same
artist, and that the number of tuples in a HIT produced from
the same mapping is controlled. The number of resulting
HITs is presented in Table 2.

4.2 Reliability
In our experiment we obtain feedback from humans, who,

of course, may fail to provide reliable answers (e.g. answers

Category Size
Mappings 7
Tuples per mapping 352
Total tuples 2464
Tuples per HIT 25
HITs generated after distribution 99

Table 2: Distribution of tuples into HITs.

that contradict those of other users, or even self-contradictory
ones). The goal for the investigation is to minimise the risk
that unreliable data is obtained, or to manage the unrelia-
bility when it is encountered.

A method to estimate the reliability of a single observer is
called Intra Observer Reliability (IaOR) [10]. With a view
to estimating IaOR, some of the questions are asked more
than once. To estimate IaOR, each respondent (a worker in
AMT) answered two HITs at least two hours apart to reduce
the risk that the worker remembered their first answers and
answered based on memory. This is called the practice effect
in social sciences [10].

Only a subset of questions in each HIT is redundant. The
HITs are organised in pairs such that each HIT contains
three random questions from the other HIT in his pair. In
Figure 2(a), each arrow represents three questions. There-
fore, in each pair there are 6 redundant questions used to
assess IaOR. After introducing redundancy for IaOR, each
HIT contains 28 questions. In Figure 2(a), HIT1 and HIT4
form one pair, which is answered by Worker 1. Then, the
reliability is estimated by the percentage of agreement of
the 6 redundant questions. The IaOR associated with dif-
ferent numbers of consistent questions is as follows. The
worker obtains 16.60% of IaOR for answering consistently 1
question, 33.30% for 2 questions, and so on.

However, there exists the possibility that the answers of a
worker are not correct; it is possible to provide (consistently)
wrong answers, which would give rise to a high estimate for
IaOR. To avoid this situation, we can compare answers be-
tween workers, by way of Inter Observer Reliability (IrOR).
We assume that respondents are reliable if they provide the
same answers [10, 5]. To introduce redundancy for IrOR,
first we group the HITs in groups of three. Then, inside
each group, we choose at random two questions from each
HIT to occur in another HIT too, thereby introducing the
redundancy required to obtain evidence of IrOR. The se-
lected questions are different from the questions selected for
IaOR. Figure 2(b) shows how redundancy was introduced in
order to estimate IrOR; each arrow represents 2 questions.
In each group there are 6 redundant questions for IrOR.

After introducing redundancy for IaOR and IrOR, each
HIT contains 32 questions (25 unique + 3 for IaOR + 4 for
IrOR).

In each group of three HITs for IrOR, we estimate the
percentage of agreement of each pair in the group. There-
fore, we obtain three evaluations, and each worker receives
two IrOR evaluations in the group. Then, when reporting
results that take into account IrOR in the experiments, we
apply an IrOR threshold, and discard the HITs from workers
that obtained IrOR evaluations below the threshold.

As an example, consider the group of HITs: HIT1, HIT2
and HIT3, answered by Worker1, Worker2 and Worker3,
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Figure 2: Redundancy for reliability.

respectively. Then, Worker1 and Worker2 agree on 4 ques-
tions and obtain 66.6%; Worker1 and Worker3 agree on 4
questions and obtain 66.6%; finally Worker2 and Worker3
agree on 6 questions and obtain 100%. If we set an in-
ter observer reliability threshold of 100%, in this example
we would ignore the answers in this group of HITs from
Worker1, who has two reliability evaluations were below the
threshold. However, Worker2 and Worker3 are considered
reliable because each has only one evaluation of reliability
below the threshold, which is not enough to determine that
they are unreliable (we assume that it was Worker 1 who
provided incorrect answers).

Note that every worker answered two HITs in the experi-
ment. Therefore, they are evaluated twice for inter observer
reliability but in different groups. For example, Worker1
answered the HIT1 and HIT4, which are in different groups
for IrOR, as illustrated in Figure 2(b).

4.3 HIT Design
An example HIT is presented in Figure 3. The possible

answers to a question are Correct or Incorrect. All the ques-
tions in the survey have the same structure. To set the ques-
tionnaire length, we carried out pilot tests. We estimated
that 32 questions would take users less than 20 minutes to
answer. We paid $1.00 (one US dollar) per HIT, which is a
higher than average payment per completed task, with the
goal of making the HIT attractive to workers [12, 9]. The
workers could find the HITs by browsing the AMT tasks list
or by searching the keywords music, survey or artists. The
HITs in the experiment were available to workers located in
the US. We accepted workers that have responded success-
fully to 1000 HITs before and that have finished successfully
95% of all the HITs that they have ever responded to before
(approval rate). Thus we have been quite selective in terms
of the experience and ratings of participants.

4.4 Experiment Setup on AMT
A crowdsourcing application was developed to control the

publishing of HITs in AMT. The application consists of:
a controller that configures and posts HITs in the AMT
platform; a database that stores the result tuples that are
assigned to the HITs, the AMT IDs of the workers, and data
used to control which HITs are assigned to which workers;
and a Tomcat Apache web server that contains Java Server
Pages (JSP) forms for the HITs. The JSP forms use the
AMT ID of the worker requesting to view a HIT to retrieve
the tuples that are chosen to be part of the HIT assigned to
that worker.

Figure 3: HIT example.

The crowdsourcing application went live, and 90 HITs
were completed in 40 days. This is a substantial elapsed time
compared with that reported by other AMT users (e.g. [9]).
We expect that this can be explained by the complex and
somewhat unconventional pairing of HITs to enable IaOR,
the results of which are discussed further below. On aver-
age, the HITs took 12:40 minutes to answer. New HITs were
made available every week or when previous HITs were fin-
ished in order to appear in the first pages of the AMT task
lists. This is a common practice followed by other AMT
requesters [9].

5. EXPERIMENTAL RESULTS

5.1 Precision and Error in Precision
The candidate mappings used in our experiment are anno-

tated to indicate if they meet the requirements of users. For
this purpose, we annotate the mappings with values of pre-
cision and the error in precision as in Belhajjame et al. [1].
Precision is the fraction of retrieved tuples that are indi-
cated to be correct by the user [11]. We can estimate the
precision of a mapping j after i feedback instances with the
formula below.

Precisionij =
true positivesij

true positivesij + false positivesij
(1)

where, for mapping j, true positivesij (false positivesij) is the
number of correct (incorrect) tuples retrieved after i feed-
back instances. The calculation of precision is incrementally
updated as the user provides feedback; in the experiment,
i changes from 0 to 352, which is the number of tuples of
the mapping evaluated by the workers. We are interested in
measuring how user feedback can contribute in the evalua-
tion of the mappings. For this reason, we compare the esti-
mated precision for a mapping j with i feedback instances
to a known precision value, which is a gold standard preci-
sion (GSP) for the mapping j. The error in precision can
be used for this purpose.

Error in Precisionij = |GSPj − Precisionij | (2)
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Figure 4: Error in precision of each of the mappings
as feedback is collected.

where GSPj is the gold standard precision of the mapping
j. As in Belhajjame et al. [1], we use the average error in
precision (AEP) to measure the quality of an annotation,
i.e., the difference between the estimated precision and the
GSP.

Average Error in Precisioni =

K∑
j=1

Error in Precisionij

K
(3)

where K is the total number of mappings. The AEP is, like-
wise, incrementally updated as feedback from users arrives.

5.2 Annotation Quality
Using the definitions from Section 5.1, the precision of

the mappings was estimated based on the feedback obtained
from the crowd. To understand how effective the feedback
from the crowd has been at estimating the precision, Fig-
ure 4 shows the error in the estimated precision of each of
the mappings as the amount of feedback obtained increases.
The following can be observed: (i) The error in precision
drops rapidly as feedback is collected, such that most map-
pings have an error of less than 0.1 from around 50 feedback
instances. (ii) The errors obtained for mappings M1, M2
and M3, where the ground truth precision is 0 or 1, are in
the same range as those obtained for M4, M5, M6 and M7,
where the ground truth precision is between 0 and 1. We
had expected larger errors in precision for M4 to M7 because
these mappings seem to have less obvious errors than those
in M2 and M3. In M2 and M3, the error in the mapping
is that values are presented in the wrong columns, whereas
in M4 to M7 incorrect but plausible values are provided
for an attribute. Nevertheless, the users were able to iden-
tify errors in nationality with similar reliability to column
transposition. (iii) The error in precision for some mappings
increases towards the end of feedback collection; this is most
likely explained by the effectively random order in which dif-
ferent users provide feedback, with several fairly unreliable
users participating late in the experiment.

Abstracting over the plots for the different mappings, Fig-
ure 5 shows the AEP from Formula 3 as feedback is col-
lected. We observe that when fewer than 70 feedback in-
stances per mapping have been obtained, the plot is quite
unstable, but that thereafter, errors are both quite small

Figure 5: Average Error in Precision (AEP).

Figure 6: Distribution of reliable workers.

Figure 7: AEP with different reliability filters.

and quite stable. This suggests that reasonably reliable es-
timates of mapping quality can be obtained with quite small
amounts of feedback, and thus at a modest financial cost.

5.3 Feedback Reliability
Applying the reliability techniques from Section 4.2 to the

data from Section 5.2, using a reliability threshold of 100%:
44 out of 51 workers are reliable for intra observer reliability;
28 out of 51 workers are reliable for intra and inter observer
reliability; and 35 out of 51 workers are reliable for inter
observer reliability.

Some users were found to be reliable only for IaOR, some
users were found to be reliable only for IrOR, and some
users were found to be reliable for both IaOR and IrOR.
Figure 6 shows the distribution of the workers that were
found reliable against each of the reliability methods.

We estimate the AEP with the feedback obtained filtered
to remove the users who are considered to be unreliable by
the different techniques. After filtering the feedback, we re-
port the AEP for the results filtered with IaOR, the results
filtered with IrOR, and the results filtered with IaOR and
IrOR in Figure 7. The results reflect the order in which

5

DBCrowd 2013: First VLDB Workshop on Databases and Crowdsourcing

36



Figure 8: AEP with different reliability filters and
randomised order of collection.

the workers provided the feedback. Note that the Feedback
Amount in the horizontal axis is the total amount of feed-
back obtained, and that the different reliability schemes all
discard some of that feedback. The following can be ob-
served: (i) there is significant variation in the error during
the early parts of feedback collection, but this stabilises quite
rapidly to a low error as the feedback is increased; and (ii)
the different reliability schemes provide better results for
different amounts of feedback, reflecting the impact on the
conclusions that can be drawn of the order in which users
provide feedback. To remove this effect, we have repeatedly
randomly changed the order in which the feedback has been
obtained from the users, until such time as the additional
of further random orderings made no difference to the plot.
The resulting plot is provided in Figure 8. This plot shows
that while the combined filtering eventually yields the great-
est reduction in error, inter observer reliability is almost as
effective, and is more effective than intra observer reliability.
This is an important observation, because inter observer re-
liability is much easier to implement, as it does not involve
users carrying out repeated tasks at different times.

6. CONCLUSIONS
This paper has studied the use of crowdsourcing to collect

feedback on the correctness of query/mapping results; such
feedback has been shown to be useful for different data inte-
gration tasks, including keyword query evaluation and map-
ping refinement [1, 15]. The following contributions have
been made:

• An experiment has been designed that collects true
positive and false positive annotations for query results
using the crowd, including techniques for estimating
sample sizes and for integrating reliability tests.

• The results of the experiment show that precision es-
timates derived from crowd feedback improve rapidly
as feedback is accumulated, suggesting that the crowd
can be used as a cost-effective way of selecting between
collections of automatically generated mappings. This
confirms the experimental result obtained with syn-
thetic feedback reported by Belhajjame et al. [1].

• The experiment design included both inter- and intra-
observer reliability. Although simpler for both experi-
menters and users, inter-observer reliability turned out
to be more effective than intra-observer reliability.
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