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Foreword

The third edition of the International Symposium on Data-driven Process Discovery  and 
Analysis (SIMPDA 2013) conceived to offer a forum where researchers from different 
communities and the industry can share their insight in this hot new field.

With the increasing automation of business processes, growing amounts of process data 
become available. This opens new research opportunities for business process data 
analysis, mining and modeling. The aim of the IFIP 2.6 - 2.12 International Symposium on 
Data-Driven Process Discovery  and Analysis is to offer a forum where researchers from 
different communities and the industry can share their insight in this hot new field.

This year the symposium will be inserted among the VLDB 2013 workshops and will 
feature a number of presentations on recent research results and competitive PhD 
seminar. All this in the charming setting of Riva del Garda at the north-western corner of 
Lake Garda, at the southern edge of the Italian Alps, near the Dolomites.

Submissions aim at covering theoretical issues related to process representation, 
discovery and analysis or provide practical and operational experiences in process 
discovery and analysis. Language for papers and presentations is English. In this third 
edition, 9 papers were submitted that were reviewed by a minimum of two reviewers; 
according to the format of a symposium the discussion during the event is considered a 
valuable element that can help  to improve a work presented and the approach in 
presenting results. For this reason authors of accepted papers will be invited to submit 
extended articles a post-symposium volume of LNBIP (Lecture Notes in Business 
Information Processing), scheduled in 2014.

Our thanks go to the authors who submitted to the conference, to the board of reviewers 
that made a great work in the review process and in promoting this new event, and to all 
those who participate in the organization of the events.

We are very grateful to Università degli Studi di Milano, IFIP for their financial support, and 
to the University of Fribourg, the University of Freiburg, and ASSERT4SOA project.

Paolo Ceravolo
Rafael Accorsi
Philippe Cudre-Mauroux
SIMPDA co-Chairs
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Sequential Approaches for Predicting Business
Process Outcome and Process Failure Warning

Mai Le1, Detlef Nauck2, and Bogdan Gabrys1

1 Bournemouth University, Bournemouth, UK
mai.phuong@bt.com,bgabrys@bournemouth.ac.uk

2 BT research, Ipswich, UK
detlef.nauck@bt.com

Abstract. Large service companies like telecommunication businesses
run complex customer service processes in order to provide communica-
tion services to their customers. The flawless execution of these processes
is essential since customer service is an important differentiator for these
companies. They must also be able to predict if processes will complete
successfully or run into exceptions in order to intervene at the right time,
pre-empt problems and maintain customer service. Business process data
is sequential in nature and can be very diverse. Thus, there is a need for
an efficient sequential forecasting methodology that can cope with the
diversity of the business data. In response to these requirements, in this
paper we propose an approach which is a combination of KNN (K near-
est neighbour) and sequence alignment for predicting process outcome.
The proposed approach exploits temporal categorical features of the ex-
tracted data to predict the process outcomes using sequence alignment
technique, and also addresses the diversity aspect of the data by con-
sidering subsets of similar process sequences, based on KNNs. We have
shown, via a set of experiments, that our model offers better results
when compared with original KNNs and random guess-based methods.
We also introduce a rule based technique based on GOSPADE, which de-
tects the repetitions of individual tasks and investigates the relationship
between them and the process failure. The results are demonstrated in
a comprehensive performance study on real business process data sets.

1 Introduction

Process mining is a relatively young research discipline but has been attracting
growing attention recently due to its capability for predicting process outcomes.
In every organisation, there are a large number of business processes to be dealt
with on a daily basis. A business process is a sequence of tasks/activities that
need to be completed to produce a product or to provide a service. Business
processes need to be carefully monitored and controlled (business process man-
agement) to be effective and efficient.

The idea behind process mining is to discover, monitor and improve pro-
cesses, aiming for excellent process execution. Process mining models contribute
to many phases in business process management including the diagnosis phase,

1



operational support, etc. [1], [2], [3]: during the execution phase the process is
monitored and can be slightly adjusted without redesigning the process; in the
diagnosis phase, the enacted process is analysed and the outcome of this analysis
can be used to redesign the process; Predictions and recommendations based on
models learnt from historical data can be used for online maintenance because
being aware of what might happen helps managers to set up suitable strategies
to intervene on time [4]. For example, it is of interest to investigate certain loops
that might lead to process failure; suggesting an optimal way to complete the
process starting from the current step etc.

Such models can be drawn from a rich source of mathematical models in
data mining [5]. However, due to the complexity and diversity of process data as
well as the sequential nature of process data, it seems to be poorly aligned with
any single classical data mining technique. Similar to data from business process
executions, customer behaviour data also consists of asynchronous sequences
and is considered as a kind of stochastic process. Customer behaviour data is
described by sequences of interactions between the customers and the company
while business processes are described by sequences of process events, i.e. steps
or tasks. In both cases the events and the entities (customers or jobs) that move
through the process instances are described by additional attributes. Therefore,
in this study we use both types of data, business process data and customer
behaviour data in order to test out if our proposed model is generic in terms of
dealing with sequential data.

This paper introduces a new K nearest sequence method which is able to
deal with sequential data. Our objective is to group similar sequences together
expecting that sequences which behave similarly in earlier steps go to the same
final step. In order to create a KNN model, which addresses the diversity and
the temporal character of the data, an original KNN is combined with sequence
alignment technique.

In our area of application we consider a number of sequences in which we want

to find K sequences which are most similar to a given sequence S(s
(j)
1 , . . . , s

(j)
nj ),

where j is the identity of the sequence. The similarity is determined using a
distance function and, the prediction should be the majority class among classes
of the K nearest sequences. This method is used in [6] to predict churn using
data from a telecommunication company. The authors combined KNN and the
theory of survival. In their work, Euclidean distance is used to calculate the
distance between the given sequence and all sequences in the data sample. As
our data consists of event sequences, in this study we use the edit distance in
the process of comparing two sequences.

It is also of interest to look into loops, which occurred in the data, to identify
some of them might lead to process failure. Hence, apart from the proposed
predictive models, in this paper we employ a potential technique in order to
provide warnings about process failure. It is based on a special algorithm in
association rules called GOSPADE [7] and it enables us to detect loops and the
links between them and the process failure.
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The problem can be formulated as follows: A business process instance (Sj)
is a composition of discrete events (or tasks) in a time-ordered sequence, Sj

=
{
s
(j)
1 , s

(j)
2 , . . . , s

(j)
nj

}
, sk takes values from a finite set of event types E =

{e1, . . . , eL}. Apart from its starting time t
(j)
i and ending time T

(j)
i , each of these

events has its own attributes. For simplicity, we assume that a process does not
contain any overlapping events, that means there are no parallel structures.

The goal is to predict the outcome (success/failure) of a given process in-

stance SN+1 =
{
s
(N+1)
1 , s

(N+1)
2 , . . . , s

(N+1)
i−1

}
based on the data from closed pro-

cess instances S = {S1, S2, . . . , SN} and to determine if the consecutive repetition
of a task Sj potentially leads to a failure for the considered process instance.

The remainder of this paper is organised as follows: Section 2 presents the
proposed models for predicting the process outcome. Section 3 discusses the
GOSPADE algorithm based loop failure detection (LFD) technique. It is followed
by Section 4 with a brief review of the data used in our analysis before we present
the results of our experiments. In Section 5, we conclude the paper and discuss
future directions.

2 Sequential KNNs

To determine sequence similarity both distance measure and similarity measure
can be used. For numeric variables well-known distance measures exist and can
be easily applied. However, in sequence analysis sometimes we have to work with
sequences which are constructed from symbols, e.g. categories (churn prediction),
phonemes (speech recognition) or characters (hand-writing recognition), etc. We
need specialised functions which have the ability of measuring the similarity of
symbolic sequences.

2.1 Sequence Alignment

Sequence alignment is very common in bio-informatics and has a relatively
long history in this domain. The target entities of sequence alignment in bio-
informatics are amino acid sequences of proteins, DNA sequences, etc. Sequence
alignment is used for a number of purposes [8]. Algorithms used in sequence
alignment are mainly divided into global alignment and local alignment. Global
alignment provides a global optimisation solution, which span the entire length
of all query sequences. In contrast, local alignment aims to find the most similar
segments from two query sequences. In this work, both types of alignment are
investigated to verify which one is effective in determining the similarity between
the two sequences, the overall comparison between two given sequences or the
most similar (consecutive) segments. The similarity between process sequences
is used to predict the process outcomes.

– Global algorithm
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In this kind of algorithms, sequences are aligned from the first event to the
last one. One such algorithm was introduced by Needleman and Wunchs [8].
There are three characteristic matrices associated this algorithm: substitu-
tion matrix, score matrix and traceback matrix. The role of the substitution
matrix is to generate the degree of matching any two events from the set of
event types, or in other words matching subsequences of length 1. This de-
gree which is irrespective of the position of the events then contributes to the
matching score in the score matrix that consider the complete sequences, i.e.
all events in the order they occur. Given two sequences, we then have to con-
sider the order of the events and compute the score of matching the ith event
in one sequence with the jth event in the other sequence, i = {1, . . . , len1},
j = {1, . . . , len2} and len1, len2 are the lengths of the two given sequences.
These scores define the score matrix. Finally, the trace back matrix encodes
the optimal way of matching both sequences from a number of possible
matches. We now introduce these three matrices.

1. Substitution matrix: in biology a substitution matrix describes the rate
at which one amino acid in a sequence transforms to another amino
acid over time. The entries of this matrix present the probabilities of
transforming one amino acid to another. There are different ways of
generating the substitution matrix. The simplest way is to not take into
account the amino acid mutation factor, instead just give a score of 1 to
the same amino acids and use a score of 0 to a pair of different amino
acids.

s(i, j) =

{
0 if eventi ̸= eventj
1 otherwise

In this case, the substitution matrix is an identity matrix, the elements
of the main diagonal are 1 and all the others are 0.

2. Score matrix: This matrix’s elements are similarity degrees of events
from the two given sequences.

hi0 = −δ × i, (1)

h0j = −δ × j, (2)

hij = max {hi−1,j − δ, hi−1,j−1 + s(xi, yj), hi,j−1 − δ} , (3)

where i = {1, . . . , len1}, j = {1, . . . , len2}. δ is a specific deletion/insertion
penalty value chosen by users. hi0 and h0j are the initial values needed
for the recursive formula in order to compute the entries of the score
matrix hij . xi and yj are events at positions i and j from the given se-
quences. s(xi, yj) is the score from the substitution matrix corresponding
to events xi and yj .
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3. Traceback matrix: Elements of this matrix are left, diag or up depending
on the corresponding hij from the score matrix. These entries are built
as follows.

q(i, j) =

diag if h(i , j ) = h(i − 1 , j − 1 ) + s(i , j )
up if h(i , j ) = h(i − 1 , j )− δ
left if h(i , j ) = h(i , j − 1 )− δ

(4)

This matrix is used to track back from the bottom right corner to the
top left corner to find the optimal matching path. Starting from the
bottom right element, one moves in the direction given by the element
which can be left, up or diag. This leads to another element with its
own instruction (up, left or diag). By following the chain of directions
the element at the top left corner is reached. The obtained path is the
optimal way of matching the two given sequences.

– Local algorithm
The aim of local algorithms [9], [10] is to find a pair of most similar segments,
from the given sequences. In this algorithm, a matrix of similarity degrees is
built based on the following formula:

hi0 = h0j = h00 = 0, (5)

where hi0, h0j and h00 are the initial values for the recursive formula that is
used to compute hij . Note that this is different from the global alignment.
The initial values are set to be 0 because in local alignment it is not important
where the common segment starts, the aim of the local alignment is to find
the most similar segments of two given sequences.

hij = max {hi−1,j − δ, hi−1,j−1 + s(xi, yj), hi,j−1 − δ, 0} , (6)

where s(xi, yj) is the element of the substitution matrix as presented in the
previous paragraph for global alignment.
The ith event in a sequence can be aligned to the jth event in another
sequence, or can be aligned to nothing (deletion). This leads to a number
of possible matchings of the two sequences. The optimal pair of aligned
segments is identified by first finding the highest score in the matrix. This
element is the end of the optimal aligned path. Then, the path is filled by
tracking back from that optimal highest score diagonally up toward the left
corner until 0 is reached.

2.2 KNNs Combined with Sequence Alignment

KNN is one of the classical approaches in data mining [11]. The model automat-
ically selects sequences from the continuously updated data. KNN can be used
as original non sequential approach [12] or extended into sequential approach
[6]. The core idea is to find similar sequences expecting these sequences have
a common behaviour and outcome. This expectation is understandable and is
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common, for example in biology, similar DNA or protein sequences are hoped to
have the same shape function.

Due to the sequential nature of business processes, we want to extract K
similar sequences in terms of their temporal characteristics not numerical quan-
tities. That is why the initial idea is to adopt the sequence alignment approach
from biology and combine it with KNNs. To estimate the similarity between two
sequences, the longest common segments between them can be used as crite-
rion. The local sequence alignment can be applied directly. Alternatively, two
sequences can be aligned globally, this finds the optimal matching by aligning
from the first event to the last one of the two sequences. In this case, global
matching allows us to compare the sequences in a whole rather than focus
on their most similar consecutive segments. The resulting approach is named
KNsSA (K nearest sequence with sequence alignment).

3 GOSPADE based Loop Failure Detection

Association rules are popular in areas like marketing, decision making and man-
agement support. They are used to detect information in the form of if-then
rules or sequential patterns. For instance, retailers want to know which products
customers usually purchase together (basket analysis). There are a number of
studies in this area covering different aspects: rules of single level concepts, mul-
tiple level concepts, usefulness of rules and how to efficiently detect rules from a
large data set with consecutive repeated tasks [13], [14], [11], [15], [7], [16], [17],
[18].

3.1 Association Rule Mining

The aim of association rule mining is to find frequent patterns in a data set. Given
ei and ej which are transactions or events, ei ⇒ ej means if a sequence Sk in S
contains ei then ej is contained in that sequence with a certain probability. In
addition, the number of sequences in which ei ⇒ ej appears is required to be
larger than a given minimum support.

Definition 1. The support of an event or association rule is the ratio of the
number of sequences in the data sample which contain the considered event/rule
with the number of all sequences.

Definition 2. The confidence of an association rule is the ratio of its support
with the support of.

There are a number of algorithms in association rules. Some of them were de-
veloped to capture the taxonomy structure of the problem, some of them are
suitable to deal with repetition in the data:

– A-priori algorithm and some of its extensions [14] (basic).
– Generalizations of sequential patterns algorithm [18] (a-priori extension).
– ML (multiple levels) algorithm and some variations [15] (taxonomy).
– SPADE and GO-SPADE algorithms [7] (repetition).
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3.2 GOSPADE Algorithm Variant for Loop Failure Detection

Intuitively, repetitions might slow down the completion of a process. Hence, we
would like to look into the data and search for rules related to task repetition
(loops) and the outcome of the process (success/failure). The GO-SPADE algo-
rithm was designed to deal with consecutive data and it is suitable for detecting
loops. We now introduce some concepts in association rule mining in order to
help us to illustrate the principle of the GOSPADE algorithm which is briefly
discussed afterwards:

Definition 3. A rule of length k (composed of k elements) is called k-frequent
sequence (pattern).

Definition 4. Prefix p of a a k-frequent rule z is the subsequence of z which
consists of the first (k − 1) elements.

Definition 5. Suffix s of a rule z is its last element.

Definition 6. The location information of a pattern is listed and stored in a
table, called idList. This information consists of the Id of the sequence in which
the pattern occurred, the position of the pattern in the sequence and the rule itself
(each pattern has its own idList). These sequence Ids and positions are denoted
sid and eid respectively (please see Tables 1). While scanning through the data,
each time the considered pattern occurs, a new row is added to the list for storing
the information about the Id of the corresponding data sequence as well as the
position of the pattern in the sequence. If the pattern is of length 1 then eid is
the position of the task in the given sequence, otherwise eid is the position of
the last task in k-frequent sequences when k > 1. To present the repetition of
a pattern, instead of storing repeatedly it in different rows in the list, only one
row is added to store the pattern by listing all of the eids. Since the information
of the sequence Id and the pattern itself are the same for these repetitions. The
eids of the replaced pattern are then written in interval form [i, i + j], where i,
i+1, . . ., i+j are the eids of the consecutive repeats of the pattern. If the pattern
occurs only once at position i, we write [i, i].

The GO-SPADE algorithm consists of two stages:

– Generate candidates step: in the original algorithm, SPADE distinguishes
two types of patterns, event patterns and sequence patterns. These types of
patterns are determined based on the relationship between a prefix and its
corresponding suffix. If the last item of the prefix p occurs at the same time
as the suffix s, the pattern is called event pattern and is denoted ps. If the
suffix s occurs strictly after the last item of the prefix p then the pattern is
called sequence pattern and it is denoted p → s. In our case, the available
data consists of sequences of events. As mentioned in the introduction par-
allel structures are not considered and we are looking at sequence patterns.
However, we work with loops only so the only IdList we have to investigate
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is IdList of length 1. It then does not matter if we are dealing with event
patterns or sequence patterns.
Let us consider event patterns for the sake of explaining the algorithm in a
simple way. For more detail, refer to [7]. In the first step, candidate frequent
patterns are generated. To generate frequent patterns of length k + 1, all
frequent patterns of length k which have the same prefix k − 1 are consid-
ered. Once we have all k frequent patterns with the same k − 1 prefix, the
corresponding IdLists are used. Consider two k-sequences z1 = (p1, s1), z2 =
(p2, s2), p1 = p2 and the corresponding IdLists IdList(z1) and IdList(z2). If
prefixes p1 and p2 are the same, z1 and z2 are merged to generate a new
frequent sequence z. For instance, the generated sequence is z = p1s1s2.
To compute the IdList for the generated sequence IdList(z), a join operation
is used. If sid1 is the same as sid2 then compare the eid of suffixes s1, s2
if eid1 is smaller than eid2 then chose eid2 as the eid of the new frequent
sequence in case the support of generated sequence is bigger than minimum
support.

– Counting support step: in GO-SPADE, it is easy to count the support of the
generated sequences. It does not need to go through the data base to count
the support of a candidate sequence. All the required information is already
stored in its IdList.

Example: given four process instances (sequences) P1: AAACB - success, P2:
BAB - failure, P3: BCD - success, and P4: ABBCDD - failure. Assume that
we want to detect loops and just need to generate the IdLists of single events.
The 1-IdList(A) generated from the given sequences is illustrated in Tables 1:
Based on the IdLists for A, B, C and D, we select all the loops to generate a

sid eid Task Loop

P1 [1, 3] A L
P2 [2, 2] A No
P4 [1, 1] A No

Table 1. The corresponding IdList of pattern of length 1 IdList(A).

new list as illustrated in Table 2. Based on the resulting list, we compute the
percentages of failure and success. This GOSPADE based technique is the loop
failure detection technique.

4 Evaluation

4.1 Data Preparation

We carried out a number of experiments based on records from three real pro-
cesses (DS1 − 3) from a multi-national telecommunications company. In these
datasets, the population of process instances turned out to be very diverse and
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sid eid Outcome Task Loop Support Confidence

P1 [1, 3] S A L 25% 1.0
P4 [2, 3] F B L 25% 1.0
P4 [5, 6] F D L 25% 1.0

Table 2. Loops and corresponding process outcomes found by LFD technique from a
studied data set.

not straightforward to work with. DS1 represents a small scale set with only
10000 entries, 633 process instances, and hundreds of unique tasks. DS2 is also
a real process with 11839 entries, 576 process instances with different lengths,
and also has hundreds of unique tasks. The lengths of process instances in DS2
vary considerably. Last of all, DS3 is a customer behaviour data set used for
churn prediction. This data set consists of 8080 customer records, each record
is a sequence of events related to a customer. There are four types of events
in churn data, churn, complaint, repair and provision. These customer event
sequences are also of different lengths. Among these 8080 sequences, only 161
sequences contain a churn event. This shows the skewness of the data. Therefore,
we artificially created new datasets with different ratios between non-churn and
churn sequences in order to reduce the skewness of the data and to investigate
if it had strong influence on the prediction model.

As we aim to predict the process outcome and to provide warning about
process failure, it is necessary to label the outcome as either success or failure and
this needs to be done before the proposed method can be applied. It is non-trivial
to define process success or failure. In the case of DS2, the difference between
the actual delivered date and the delivered date promised to the customer is
used as the criterion to determine the success and failure. Particularly, if the
actual delivered date is before the agreed date, that process instance is classified
as success, otherwise, it is classified as failure. In contrast to DS2, DS1 and
DS3 (churn and no churn labels) have available labels and therefore, they can
be used directly as input for the proposed model.

4.2 Results for Predictive Models

To evaluate KnsSAs, we benchmarked our models with two other approaches:

– RM - Random Model : in order to find the outcome of the process, we ran-
domly generate a number between 0 and 1, if the generated number is greater
than 0.5 the outcome is success (1) and vice versa if the generated number
is smaller than 0.5 the outcome is failure (0).

– Original KNN : we chose K nearest sequences in terms of having common
unique tasks. For example, given two sequences ABD and AAC, there are
one A, one B and one D in the first sequence, there are two A’s and one
C in the second one. Each unique task can be considered as one category,
distance for each category is computed then the sum is taken to obtain
the total distance between any two given sequences. For instance, the two
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sequences given above consist of four categories A, B, C and D. The distance
of category A is dA = 1, and those of categories B,C,D are dB = 1, dC = 1
and dD = 1 respectively. The resulting total distance of these two sequences
is d = dA + dB + dC + dD = 4.

For the proposed models, we investigate the effect of K as it is important to
get a reasonable number of similar sequences. As the labels are 0, 1, we decide
to select odd values for K so we can always extract the outcome/label of the
given sequence based on the K obtained sequences. The data sets DS1 and DS2
have a large number of unique tasks and the difference between the lengths of
the sequences is substantial. Intuitively, the value of K should be small taking
into account the diversity of the data. The results of the local KnsSA applying
on data sets DS1 and DS2 are presented in Figure 1:

Fig. 1. Percentage of correct predictions of local KnsSA using data sets DS1, DS2.

We then tested our global KnsSA using the same datasets. The results are
illustrated in Figure 2

Fig. 2. Percentage of correct predictions of global KnsSA using data sets DS1, DS2.

Figures 1 and 2 show that both global KnsSA and local KnsSA are more
accurate when they are applied to DS2. For DS2, global KnsSA with a higher
value of K provides a better performance. When K = 29 the performance of the
global KNsSA is 75%. On the other hand, applying global KnsSA toDS1 did not
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achieve similar high performance. The highest correct percentage obtained is only
64% with K = 7. Moreover, when K is increased, global KnsSA’s performance
on DS1 decreases. This can be explained as DS1 is more diverse than DS2.

Global and local KnsSAs do not show any difference when they are applied to
DS1. However, they show some difference in the case of DS2. This indicates that
there are no important segments which have influence on the process outcome
in DS1.

The performances of the original KNN, random guess and the proposed mod-
els, local and global KnsSAs, applied to the three data sets are presented in
Figure 3:

Fig. 3. Percentage of correct predictions of different models on data sets DS1, DS2 and
DS3.

The results show that the proposed models outperform both benchmark mod-
els, original KNN and random guess. Especially, in the churn data, the proposed
models capture churn event with a high degree of success whilst the other mod-
els do not. This also implies that the temporal characteristics of the data is
important for predicting the process outcome.

We now present the results of the experiments by applying the two models,
global and local KnsSAs to the churn data, DS3. The results are presented
differently from the results for DS1 and DS2. This change is mainly made for
the sake of dealing with the skewness of the churn data, the proportion between
class 0 and class 1 in DS3 is 98:2 whilst that proportion for DS1 and DS2
is about 40:60. There are four tables which illustrate different aspects of the
experiments’ objectives. Table 3, shows the difference obtained by varying K,
using local KnsSA and the original churn data. Table 4 demonstrates the results
obtained by using local KNsSA when artificial data were created by changing the
ratio between churn and no churn sequences in order to decrease the skewness
of the data. Table 5 shows the performance of global KnsSA when applied to
the former artificial data sets.

It can be seen from Table 3 that K = 3 is the best case for the churn data
as our dataset is not big. Also, when the original data were modified in order to
reduce its skewness, the performance of the model in terms of the churn detection
objective improved even though the overall performance worsened. Intuitively,
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Results/K 3 5 7

Total test data 809 809 809
Actual tests successful 793 793 793
Actual tests failure 16 16 16
Predicted tests successful 803 805 805
Predicted tests failure 6 4 4
Predicted tests success correct 793 793 793
Predicted tests failure correct 6 4 4
Correct ratio 0.99 0.99 0.99

Table 3. Local KnsSA applied on original DS3 with different K, K = 3, 5 and 7

Results/ratio 0.05 0.10 0.15

Total training data 511 875 1189
Total test data 59 100 135
Actual tests successful 45 83 120
Actual tests failure 14 17 15
Predicted tests successful 45 84 124
Predicted tests failure 14 16 11
Predicted tests success correct 44 80 118
Predicted tests failure correct 13 13 9
Correct ratio 0.97 0.93 0.94

Table 4. Local KnsSA applied on original DS3 with different churn and non churn
ratios K = 3

when the population of churn sequences strongly dominates, it is very likely that
our model could not catch the full churn set. It is shown in Table 3 that there
are only 6 predicting cases with churn and all of them are correct. In the actual
test data, there are 16 cases with churn. Although our model did not catch all of
them, it achieves 100% correctness regarding the churn cases that it predicted.
With the amended data, the overall performance of the model is reduced as well
as the prediction rate for churn. Nonetheless, it is still of interest because out
of 14 churn cases in the testing data, our model predicts 14 churn cases and 13
of them are correct. This amended data set consists of 161 (roughly 2% of the
original data set) churn cases and 10% of the non churn cases of the original
data set.

The results in Tables 4 and 5 show that the local KnsSA outperforms the
global KnsSAs when applied to the churn data set. It might be caused by the
fact that in customer behaviour sequences, only a set of special segments has
strong influence on churn action.

4.3 Results for Warning Technique LFD

The results of the experiments on analysing the relationship between loops and
process outcome using LFD applied to DS1, DS2 and DS3 are illustrated in
the Tables 6, 7 and 8 correspondingly.
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Results/ratio 0.05 0.10 0.15

Total training data 504 839 1208
Total test data 58 95 137
Actual tests successful 43 79 121
Actual tests failure 15 16 16
Predicted tests successful 48 90 134
Predicted tests failure 10 5 3
Predicted tests success correct 38 78 118
Predicted tests failure correct 5 4 0
Correct ratio 0.74 0.86 0.86

Table 5. Global KnsSA applied on original DS3 with different churn and non churn
ratios with K = 3

Success-Loop 72.88%, Failure-Loop 27.12%

sid eid Outcome Task Loop Support Confidence

9 [1, 2] F A L 0.31 1.00
13 [2, 3] S A L 0.17 1.00
17 [2, 3] S A L 0.31 1.00
23 [2, 3] S A L 0.31 1.00

Table 6. Loops and corresponding process outcomes found by the LFD in DS1.

Success-Loop 17.17%, Failure-Loop 82.83%

sid eid Outcome Task Loop Support Confidence

416 [41, 42] F C L 0.19 1.00
416 [1, 2] F B L 0.21 1.00
421 [15, 16] F B L 0.21 1.00
471 [16, 17] S B L 0.21 1.00

Table 7. Loops and corresponding process outcomes found by the LFD in DS2.

Success-Loop 87.66%, Failure-Loop 12.34%

sid eid Outcome Task Loop Support Confidence

1042 [1, 3] F 4 L 0.89 1.00
1043 [1, 2] S 4 L 0.89 1.00
1044 [1, 3] S 4 L 0.89 1.00
1047 [1, 2] S 4 L 0.89 1.00

Table 8. Loops and corresponding process outcomes found by the LFD in DS3.
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As the goal is to verify if there is a link between a specified pattern and
the outcome, specifically there is a link between a specified loop and failure,
minimum support and minimum confidence are varied in order to filter out loops
which are not frequent and not interesting. When minimum support is raised,
only loops with high frequency are considered. In general, there is no loop in the
data sets DS1 and DS2 which has high support and confidence.

The experiments don’t show the link between loops and failure as expected
whilst applying LFD to DS1. It is understandable as the loop task is ’contacting
customer’. Obviously, people who executed this process tried to provide good
service by repeating the task. In the case of DS2, the results of the experiments,
in contrast, show the link between loops and failure. DS3 is a special case, there
is no link between loops and failure or success because in general there are loops
in each customer behaviour sequence, loops in task 2 and task 4 have 84% and
89% support respectively.

5 Conclusions

KNNs as a classical data mining approach have been widely used for modelling
and predicting customer behaviour. This paper addresses some shortcomings of
these predictive models, which occur when they are used for sequential data.
Particularly, we propose some extensions to KNNs. These extensions were in-
troduced in order to capture the temporal characteristic of the data and to
profit from KNNs ability to deal with diverse data. Our extensions are tested on
real business process data from a multi telecommunications company and the
experiments provide some interesting results. First, the influence of global and
local algorithms change depending on the data employed. For example, in the
DS1 dataset, there is not much difference between using global KnsSA and local
KnsSA. However, forDS2, global KnsSA is more accurate and in the case ofDS3
local KnsSA outperforms global KnsSA. Even though the highest performance
when predicting process outcome of the proposed models is just 75%, it out-
performs the original KNNs, which proves that it is important to use sequential
data in our problem.

Of all experiments, churn prediction shows the most interesting result. As
churn is a rare event (2% of the data consist of churn), in the testing data set,
there are only around 15 churn cases. Our models correctly capture most of these
cases and percentage correct of churn prediction is very high. In the case of local
KnsSA with K = 3, applied to DS3, out of 14 churn cases, the model predicts
that there are 14 churn cases and 13 of them are correct.

It is interesting to see how the link between loops and process failure changes
from case to case (different processes). In DS1, a specific loop implies that it is
likely the process instance will end up with success. In DS2, there are certain
loops which lead to process failure with high probability.

The experimental results encourage us to adopt the strategy of first grouping
data into similar groups and then dealing with them using suitable approaches
in our future work.
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Abstract. Companies are ever more interested in process-oriented organiza-

tional designs due to the competitive advantages they can achieve. Companies 

must therefore be able to manage their business process models and deal with 

quality assurance concerns, especially when business process models are mined 

by reverse engineering (e.g. from information systems) since it has harmful ef-

fects on the quality. For example, non-relevant and fine-grained elements or in-

complete processes can be obtained. Refactoring techniques have become a 

widely-used method to mitigate those effects, changing the internal structure of 

business process models without altering its external behavior. Business process 

models can be transformed into graph structures since it has been proved as a 

more efficient way to manage information. This work presents IBUPROFEN, a 

set of graph-based refactoring algorithms to improve the quality of business 

process models. This paper demonstrates its feasibility by conducting a case 

study using a set of industrial business process models. 

Keywords: Business process model, refactoring, graph-based, understandabil-

ity, modifiability, case study. 

1 INTRODUCTION 

Business processes depict the set of coordinated activities that companies have to 

conduct to achieve their common business goals [1]. Business processes are often 

represented by graph models following standard notations such as BPMN (Business 

Process Modeling and Notation) [2]. In these graph representations, business activi-

ties or tasks are considered as nodes and sequence flows between these tasks as edges. 

These standard representations provides companies with a mean to manage their busi-

ness processes [3], i.e., analyze, execute and adapt their business process in an effec-

tive way. In fact, the appropriate management of business processes led to competi-

tive advantages [4]. 
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Unfortunately, business process models (as abstract descriptions) become misa-

ligned regarding business processes that are daily, actually executed. This is due to 

daily operations change faster than business process models. In turn, this is owing to 

the fact that IT technologies and enterprise information systems evolve over time by 

adding new functionalities and operations that are not updated in business process 

models [5]. As a consequence, organizations are increasingly interested in quality 

assurance of business process representations and models they own.  

There are several quality assurance techniques to achieve business process models 

with the appropriate quality levels. Business process mining techniques [6] are em-

ployed to obtain business process models from execution logs. Similarly, business 

process archeology [7] analyzes existing artifacts such as source code or databases for 

discovering and retrieving business process models in line with actual operation. Re-

pairing techniques are devoted to add missing parts and correct business process 

models to fit them to the reality [8]. A part from all these techniques, one of the most 

applied and well-proven technique is business process model refactoring [9], which 

change the internal structure of business process models without altering or modifying 

their external behavior, and therefore, improving the understandability and modifia-

bility among other quality features. 

Despite standard notations such as BPMN are graph-based, most business process 

model refactoring techniques [10-12], hardly ever are designed as algorithms that 

manage graphs. Instead, most refactoring techniques consider, for example, business 

processes as two isolated, linear sets of business tasks and sequence flows. This de-

sign decision probably is better for the effectiveness of the refactoring algorithms but 

has harmful effects in terms of efficiency. This means that non-graph-based algo-

rithms could have time-consuming problems when face with large, complex business 

process models. In fact, the usage of graph in different contexts [13-15] proved to be 

much more efficient than any other data structure. Due to this fact, this paper propos-

es IBUPROFEN, a business process refactoring approach based on graphs. 

IBUPROFEN defines a set of algorithms that are grouped into three categories ac-

cording to the quality assurance challenge that address: maximization of relevant 

elements, reduction of fine-grained granularity and completeness. This paper depicts 

how business process models are managed as graphs and how are refactored accord-

ing to the set of graph-based algorithms proposed in IBUPROFEN. This paper illus-

trates the usage of IBUPROFEN by means of a case study involving business process 

models obtained from real-life information systems, some of which are around 255 

nodes and 512 edges. 

The remainder of this paper is organized as follows: Section 2 summarizes related 

work; Section 3 introduces IBUPROFEN, the business process refactoring approach. 

Hence, their graph-based refactoring algorithms are shown as well as their implemen-

tation; Section 4 presents the application of the proposal with real-life business pro-

cess models. Finally, Section 5 discusses conclusions and future work. 
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2 RELATED WORKS 

There are various approaches in literature which deal with business process model 

refactoring by using different data structures. Dijkman et al. [10] identify refactoring 

opportunities in process model repositories. In order to identify similar parts in two 

different process models, these authors decompose both process models into smaller 

parts. They use a Refined Process Structure Tree (RPST) where the smaller parts of 

the decomposition are connected sub-graphs, such that control enters the fragment via 

a single entry node and leaves the fragment via a single exit node. The RPST defines a 

unique decomposition, i.e., a hierarchy of fragments that can be computed in linear 

time. The main difference of this work with our approach is that they use hierarchical 

structures and graphs in combination.  

La Rosa et al. [12] provide a set of modularization of business process models 

based on graphs. This approach proposes, for example, horizontal modularization by 

obtaining sub-graphs of nearly equal size while keeping the number of cut edges low. 

However, not all the modularization and refactoring algorithms are based on graphs. 

Similarly, the Proviado approach [16] applies a combination of graph reduction 

(Omission) and graph aggregation (Collapse) techniques to obtain customized process 

views based on a user query. The main difference of this work is that deal with visual-

ization more than refactoring.  

Weber et al. [11] enable designers to extract a process fragment into a sub-process 

to remove model redundancies, to foster reuse, and to reduce model size. Although 

this approach extracts fragments as sub-graphs, not all the refactoring algorithms 

proposed by these authors are based on graphs.  

Finally, Hauser et al. [17] propose a process graph model to represent business 

process models as graphs and transform these graphs into executable code following 

the model-driven engineering principles. Unfortunately, the process graph model has 

not been used with refactoring purposes. 

3 IBUPROFEN 

IBUPROFEN (Improvement and BUsiness Process Refactoring OF Embedded 

Noise) addresses business process model refactoring. This technique has been espe-

cially designed for business process models represented according to the BPMN and 

mined by reverse engineering. IBUPROFEN allows applying different graph-based 

refactoring algorithms in order to address some of the challenges that involve this 

kind of business process models. For example, incompleteness is an important chal-

lenge to cope with since data can be distributed in several sources. Moreover, differ-

ent types of granularity are a challenge to address because fine-grained granularity 

causes the quality degree is lower. Non-relevant information also causes a low degree 

quality since the model should not contain additional elements that do not perform 

any business logic in the organization.  

With the aim to carry out the refactoring, business process models according 

BPMN are managed as graphs. Once business process models are represented as 
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graphs, a set of ten refactoring algorithms are performed. These ten refactoring algo-

rithms supported by IBUPROFEN are divided into three categories regarding their 

purpose: maximization of relevant elements, fine-grained granularity reduction and 

completeness. For example, Fig. 1 shows one belonging to the first category, remov-

ing unnecessary elements. In that case, the gateway (that represents a decision node in 

BPMN) is removed since there are not nodes to choose, only one node (Task 2) can 

be executed after Task 1. Fig. 2 shows one belonging to the last category, completing 

the model. In that case, decision nodes (represented by gateways in BPMN) are added 

in incoming and outgoing branches. The diamond shape with the cross (exclusive 

gateway) represents that only one of the branches can be taken. The rest of refactoring 

algorithms can be consulted in [18]. 

 

Fig. 1. Removing unnecessary nesting 

 

Fig. 2. Adding decision nodes between incoming and outgoing branches 

IBUPROFEN is supported by a tool developed as an EclipseTM plug-in (available 

in [19]). The supporting tool can therefore be used in combination with other 

Eclipse™ plug-ins aimed at obtaining business process models, e.g., from the source 

code of existing information systems. IBUPROFEN uses JGraphT [20] to manipulate 

graphs easily. JGraphT is a free Java graph library that provides mathematical graph-

theory objects and algorithms. JGraphT supports various types of graphs such as, for 

example, directed graphs that are used in IBUPROFEN. Additionally, the BPMN file 

is read through the Jdom [21], library responsible for handling XML files via Java 

code. 

The next sub-sections explain in detail the transformation between business pro-

cess models according BPMN and graphs, as well as the implementation of each cat-

egory of refactoring algorithms and the transformation from graphs to BPMN. 

3.1 Transformation BPMN to Graphs 

Each business process model is transformed into a directed weighted graph (De-

faultDirectedWeightedGraph<V,E>), a non-simple directed graph in which 
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multiple edges between any two vertices are not permitted, but loops are. In our case, 

vertices (V) are modeled using the BPElement class while edges (E) are modeled 

using the BPEdge class. Both classes implement the Cloneable interface. BPEle-

ment saves the information about a BPMN element such as a task, data object, gate-

ways and events. BPEdge, in turn, saves the information about an edge in the business 

process model such as a sequence flow and an association flow. The information that 

is saved by these classes is the name, the type, an identifier, among other. In case of 

events and gateways, nodes save the subtype of this type of node, i.e., start, interme-

diate and end for events and exclusive, parallel, inclusive and complex for gateways. 

Compounded tasks are, in turn, directed weighted graphs. 

The set of business process models mined from existing information systems is 

transformed therefore to a list of graphs. Each graph represents one business process 

model and has several BPElement instances connected by means of several BPEdge 
instances. Thus, a business process model is represented as a graph through the nota-

tion G= (V, E), being v1, v2ϵ V (nodes) and e ϵ E (edge), the edge between these 

nodes e = (v1, v2). For example, the connection between a task t1 and task t2 (se-

quence flow) is represented as follow: e = (v1, v2), e.type=SEQUENCE, e.name= 

“t1�t2”, v1.type=TASK, v1.name=t1, v2.type=TASK, v2.name=t2. 

3.2 Graph-based refactoring algorithms  

IBUPROFEN provides a set of ten refactoring algorithms grouped into three cate-

gories: maximization of relevant elements, fine-grained granularity reduction and 

completeness [18]. The next paragraphs explain in detail the implementation of each 

refactoring algorithms belonging to each of the categories.  

• Maximization of relevant elements. 

This category groups the refactoring algorithms responsible for removing non-

relevant elements found in business process models; these include isolated tasks, 

sheet tasks and inconsistencies. Moreover, nested gateways can bring about an in-

crease in the complexity of business process models, so these are replaced by equiva-

lent, light-weight structures. The refactoring algorithms are the following: 

R1. Remove Isolated Nodes: This refactoring algorithm removes nodes (i.e., 

tasks, gateways or events) in the business process model that are not connected with 

any other node in that model, i.e., nodes without incoming and outgoing edges. Algo-

rithm 1 illustrates this refactoring. 

 

Algorithm 1: Remove Isolated Nodes. 

Given G = (V, E) 

∀ a ϵ V 

 if ¬∃ e ϵ E : (e = (b, a) ˅ e = (a, b), b ϵ V) then 

  V – {a} 
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R2. Remove Sheet Nodes: This refactoring algorithm removes elements in the 

business process model that are considered sheet nodes. These nodes can be gateways 

or intermediate events that have no successor nodes, i.e., nodes without outgoing 

edges in the graph. Algorithm 2 illustrates this refactoring. 

 

Algorithm 2: Remove Sheet Nodes. 

Given G = (V, E) 

∀ a ϵ V : a.type = INTERMEDIATE ˅ a.type = GATEWAY  

 if ¬∃ e ϵ E : e = (a, b), b ϵ V then 

  V – {a} 

R3. Merge nesting: This refactoring algorithm merges consecutive gateways of 

the same type (i.e., all gateways are exclusive or all are inclusive or parallel and so 

on). The merging is performed when the first gateway has only one output and the 

second has only one input. Algorithm 3 illustrates this refactoring algorithm. 

 

Algorithm 3: Merge Nesting. 

Given G = (V, E) 

gatewaysToMerge  Ø 

∀ a ϵ V : a.type = GATEWAY 

 ∀ b ϵ V : ∃! e1 ϵ E : e1 = (a, b) 

  if b.type = GATEWAY ˄ ∃! e2 ϵ E : v2 = (b, a) ˄ a.subType = b.subType then  

  gatewaysToMerge  {(a,b)} 

∀ (g1,g2) ϵ gatewaysToMerge 

 ∀ e ϵ E : e = (g2, a) 

  E  {e’ = (g1,a)}, E – {e}, V – {g2} 

R4. Remove Inconsistencies: This refactoring algorithm removes sequence flows 

in the business process model that are considered inconsistent. When two tasks are 

connected through a cut node, such as an intermediate event or a gateway, and 

through a direct sequence flow, this sequence flow is removed while the most restric-

tive path is maintained. Algorithm 4 illustrates this refactoring. 

 

Algorithm 4: Remove Inconsistent Paths. 

Given G = (V, E) 

∀ a ϵ V : a.type = GATEWAY ˅ a.type = INTERMEDIATE 

 ∀ es ϵ E : es = (a, as), as ϵ V 

  ∀ ep ϵ E : ep = (ap, a), ap ϵ V 

   if ∃ e ϵ E : e = (ap, as) then 

    E – {es}, E – {ep}, V – {a} 
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R5. Remove unnecessary nesting: This refactoring algorithm was shown in Fig. 

1. It removes gateways that connect only two nodes, i.e. with one input and one out-

put. This gateway is removed and a direct sequence flow is created between these 

nodes. Algorithm 5 illustrates this refactoring. 

 

Algorithm 5: Remove unnecessary nesting. 

Given G = (V, E) 

∀ a ϵ V : a.type = GATEWAY  

 if ∃!es ϵ E : es = (a, as) ˄ ∃!ep ϵ E : ep = (ap, a), as,ap ϵ V then 

  E – {es}, E – {ep}, V – {a}, E  {e’ = ( ap, as)} 

• Fine-grained granularity reduction 

The different granularity of business tasks and callable units in existing infor-

mation systems constitutes another important challenge [22]. According to the ap-

proach proposed by [23], each callable unit in an information systems is seen as a 

candidate business task. However, existing systems typically contain thousands of 

callable units, some of which are large ones supporting the main business functionali-

ties of the system, while many are very small and do not support any business activity 

directly. In other situations, a set of small callable units together support a business 

activity. This means that this category provides two refactoring algorithms to deal 

with large sets of fine-grained business tasks and data objects: 

R6. Create compound tasks: This refactoring algorithm transforms each task into 

a compound task when this task has several subsequent tasks, which are in turn con-

nected by a round-trip sequence flow to the task. This scenario comes about because 

each callable unit is transformed into a task during the reverse engineering stage when 

a given callable unit can invoke another callable unit, returning a value to the first 

one. In this case, a compound task is created with a start and end event connected 

with each subsequent task through the respective split and join exclusive gateways. 

Algorithm 6 illustrates this refactoring algorithm. 

 

Algorithm 6: Create compound tasks. 

Given G = (V, E) 

∀ a ϵ V : a.type = TASK 

 children  Ø 

 ∀ b ϵ V : b.type = TASK 

  if ∃ e1 ϵ E : e1 = (a, b) ˄ ∃! e2 ϵ E : e2 = (b, a) then 

   children  b 

   V – {b}, E – { e1}, E – { e2}, 

 G’ = (V’, E’) 

V’  {a1,a2,a3,a4}, a1.type = START, a2.type = END, a3.type = COMPLEX, a4.type = 

COMPLEX 
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E’  {m1,m2,m3,m4}, m1.type = SEQUENCE, m2.type = SEQUENCE, m3.type = 

SEQUENCE, m4.type = SEQUENCE, m1 = (a1,a3), m2 = (a4, a2) 

 ∀ c ϵ children 

E’ {m’,m’’}, m’.type = SEQUENCE, m’ = (a3,c), m’’.type = SEQUENCE, m’’ = (c, 

a4) 

 a.type = COMPOUND, a.subGraph = G’ 

R7. Combine data objects: This refactoring algorithm combines data objects that 

are input and/or output of a task. The combination is possible when those data objects 

are used exclusively (written or read) for that task. The combination is done when the 

number of data objects is above a threshold. To mitigate the collateral semantic loss, 

all the names of the grouped data objects are saved in the documentation attribute 

provided by the BPMN standard. Algorithm 7 illustrates this refactoring algorithm. 

 

Algorithm 7: Combine data objects. 

Given G = (V, E) 

∀ a ϵ V : a.type = TASK 

 dataWrite  Ø , dataRead  Ø 

 ∀ e ϵ E : e = (a, b), b ϵ V, b.type = DATA 

  if ∃! e ϵ E: e = (c, b) ˄ c=a then 

   dataWrite  {b} 

   V – {b}, E – {e} 

 ∀ e ϵ E : e = (b, a), b ϵ V, b.type = DATA 

  if ∃! e ϵ E: e = (b, c) ˄ c=a then 

   dataRead  {b} 

   V – {b}, E – {e} 

 V {dw}, dw.type = DATA 

 ∀ d1 ϵ dataWrite 

  dw.additionalInfo  d1.name 

 E  {ew}, ew.type = SEQUENCE, ew = (a, dw) 

 V {dr}, dr.type = DATA 

 ∀ d2 ϵ dataRead 

  dr.additionalInfo {d2.name} 

 E  {er = (dr, a)}, er.type = SEQUENCE 

• Completeness 

Any reverse engineering technique implies an increase in the degree of abstraction, 

and therefore there is a semantic loss. This category is provided for that reason, to 

deal with semantic loss by means of the incorporation of additional elements that are 

not been retrieved in the reverse engineering phase. The refactoring algorithms are the 

following: 
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R8. Join Start and End events: This refactoring algorithm joins the start and end 

event to the starting and ending tasks, respectively. These events are created whether 

or not they were created before. When there are several starting tasks, the algorithm 

adds a split complex gateway between the start event and starting tasks. Similarly, if 

there are several ending tasks, it adds a joining complex gateway between ending 

tasks and the end event [24]. Algorithm 8 illustrates this refactoring. 

 

Algorithm 8: Join start and end events. 

Given G = (V, E) 

∀ a ϵ V : a.type = TASK 

 start  Ø , end  Ø 

 if !∃e ϵ E: e = (b, a), b ϵ V then 

  start {a} 

 if !∃e ϵ E: e = (a, c), c ϵ V then 

  end {a} 

 V  {v1,v2,v3,v4}, v1.type = START, v2.type = END, v3 = COMPLEX, v4 = COMPLEX 

 E {e1,e2}, e1 = (v1, v3), e2 = (v4,v2) 

 ∀ v ϵ start 

  E {e’ = (v3, v)} 

 ∀ v ϵ end 

  E {e’ = (v, v4)} 

R9. Add gateways in incoming and outgoing branches: It is possible to obtain 

business process models by revere engineering that do not follow some of the good 

modeling practices that would be in accord with the BPMN standard as regards the 

usage of gateways [24]. In this case, this algorithm adds a split and join exclusive 

gateway when a certain task has several precursor or subsequent tasks, respectively 

(see Fig. 2). Algorithm 9 illustrates this refactoring. 

 

Algorithm 9: Add gateways in branches. 

Given G = (V, E) 

∀ a ϵ V : a.type = TASK ˅ a.type = EVENT 

 successor  Ø, predecessor  Ø  

 ∀ b ϵ V :∃e ϵ E: e = (a, b) 

  if b.type = TASK ˅ b.type = EVENT ˅ b.type = GATEWAY 

   successor  {b} 

   E – {e} 

 ∀ b ϵ V :∃e ϵ E: e = (b, a) 

  if b.type = TASK ∨  b.type = EVENT ˅ b.type = GATEWAY 

   predecessor {b} 

   E – {e} 
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 if |successor|>1 then 

  V  {v1}, v1.type = EXCLUSIVE 

  ∀ s ϵ successor 

   E {e1,e2}, e1 = (a, v1), e2 = (v1,s) 

 if |predecessor|>1 then 

  V  {v2}, v2.type = EXCLUSIVE 

  ∀ p ϵ predecessor 

   E {e1,e2}, e1 = (p, v1), e2 = (v1,a) 

R10. Refine names: This refactoring algorithm implements a heuristic to improve 

labels of business tasks that were obtained almost directly from methods or functions 

of legacy source code through reverse engineering. These labels usually follow nam-

ing conventions present in most programming approaches such as the concatenation 

of various capitalized words. This refactoring algorithm split these labels into ones 

containing various words. This algorithm is not necessary to be shown due to the easy 

implementation using graphs. 

3.3 Graph to BPMN 

After applying refactoring algorithms, each graph is transformed into a business 

process model and each graph element is transformed into a BPMN element. Thus, 

each BPElement is transformed into a task, data object, gateway or event according 

to its type while each BPEdge is transformed into a sequence flow or association 

flow according to its type. 

4 CASE STUDY 

This section provides a case study with a real-life information system. The object of 

this case study is IBUPROFEN and the purpose of this case study is to evaluate how 

each refactoring algorithm affects to the understandability and modifiability of the 

business process model. 

Despite the understandability depends on the people in charge of use, management 

or evaluation such business process models, i.e., it is subjective, understandability can 

be assess through several quality measures such as the number of nodes in the busi-

ness process models, the number of nesting branches, the connectivity between ele-

ments, the density of elements, among others. For this reason, this paper considers as 

dependent variables the size, density and separability of a business process model in 

order to assess understandability and modifiability of a business process model.  

• Size is the number of nodes in a business process model. This measure affects 

negatively to the understandability, i.e. a higher size difficult the understandability 

of a certain business process model [24].  
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• Density is the ratio between the total number of edges in a business process model 

and the theoretical maximum number of possible edges regarding the number of 

nodes. It affects the understandability and modifiability negatively, i.e., lower den-

sity values lead to business process models with a lower level of intricacy.  

• Separability represents the ratio between the number of cut-vertices in a business 

process model (i.e. nodes that serve as bridges between otherwise strongly-

connected components) and the total number of nodes. Separability affects the 

modifiability negatively, since higher separability implies hard and error-prone 

modifications of business process models. 

The case under study is XCare information system. XCare is a mobile application 

of 9.9 thousands of lines of code. This application is intended for diabetes patients, 

which analyzes blood (through an external device) and suggests diet plans. Hence, the 

independent variables of this case study are each business process model obtained 

from XCare through reverse engineering.  

The case study procedure consists of a set of semiautomatic steps that are executed 

in a computer with a 2.66 GHz dual processor and 4.0 GB RAM. The steps are as 

follows:  

1. First of all, the extraction of business process model from XCare is performed by 

using MARBLE [25]. MARBLE is a tool used to recover business process models 

from existing Java code. This tool was selected because is released as an Eclipse 

plug-in and it therefore can be easily integrated with the IBUPROFEN tool.  

2. Fig. 3 gives an example of a business process model obtained by MARBLE from 

XCare. This business process model contains 255 nodes and 512 edges, being the 

largest mined from XCare. The smallest model obtained has around 7 nodes and 6 

edges. The sample can be visualized entirely and perfectly online [26]. Thus, a 

sample of 25 business process models is obtained from the source code from 

XCare.  

3. The whole set of IBUPROFEN refactoring algorithms, that was mentioned in Sec-

tion 3.2, are applied in each business process model retrieved in the above step. 

Refactoring algorithms are applied in isolation. 

4. The dependent variables (size, density and separability) are recorded before and af-

ter applying each refactoring algorithm in order to be analyzed later.  

Table 1 collects the value of the size, density and separability mean after applying 

each refactoring algorithm, as well as the gain obtained with respect to the original 

value. The gain is defined as the ratio between the difference of measure values and 

the original measure value. Thus, a positive gain means that the refactoring affects the 

measure positively while a negative gain means that the refactoring affects the meas-

ure negatively. A zero gain means that the value for a certain measure did not change 

after refactoring. 
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Fig. 3. Example of business process model managed by IBUPROFEN 

Table 1. Effect of each refactoring algorithms on the size, density and separability 

Size Density Separability 

Mean Gain Mean Gain Mean Gain 

Original 70.760 0.000 0.086 0.000 47.88 0.000 

R1 46.440 0.366 0.150 -5.903 23.56 0.450 

R2 67.120 0.030 0.087 -0.061 44.24 0.040 

R3 70.760 0.000 0.086 0.000 47.88 0.000 

R4 70.760 0.000 0.086 0.007 47.88 0.000 

R5 70.440 0.003 0.086 -0.002 47.88 0.000 

R6 62.560 0.114 0.067 0.093 48.76 -0.015 

R7 63.040 0.098 0.093 -0.068 41.96 0.120 

R8 74.360 -0.201 0.114 -0.511 51.48 -0.249 

R9 90.160 -0.229 0.064 0.111 48.08 -0.002 

R10 70.760 0.000 0.086 0.000 47.88 0.000 
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Table 1 reveals that removing isolated nodes decreases the size and separability 

while the density is increased. Despite the density is higher after R1, the relevance of 

the model has been increased since non-relevant elements have been removed. Simi-

larly, R2 causes an increase of density when the size is decreased. Separability is 

decreased slightly. However, R3 has not impact on these measures due to business 

process models under study do not have nesting gateways. Removing inconsistencies 

(R4) maintains the same size and separability while the density is decreased because 

the number of edges is lower. Unnecessary gateways are removed (R5) and therefore 

the size is decreased while the density is increased owing to the number of nodes is 

lower. Separability after R5 is exacerbated slightly. R6 creates compound tasks in 

several business process models. This fact makes the size and density decrease in the 

most of cases. The same happens with R7, the number of nodes is lower but the num-

ber of edges is lower to and therefore, the density may increase while separability 

increases. R8 adds new missing elements in the model as start and end event as well 

as complex gateways. This makes that the size, separability and density are higher. In 

the same way, adding gateways in incoming and outgoing branches causes higher 

size. Nevertheless, the density after R9 tends to decrease due to there is more nodes in 

the model. Separability increases slightly since elements are more connected. In con-

trast, R10 does not have affect in any measures but the refinement of names implies 

an enhancement of the understandability. 

5 CONCLUSIONS AND FUTURE WORK 

Refactoring techniques has proved to be a good choice for improving business pro-

cess models in terms, for example, of their understandability and modifiability levels. 

While graph-based algorithms have been successfully employed in different contexts, 

most business process model refactoring techniques often use alternative data struc-

tures [10-12] which leads to inefficient results. For this reason, this paper presents 

IBUPROFEN as a technique for refactoring business process models following a 

graph-based approach. Thus, the business process model is managed by means of a 

graph, changing its internal structure while its semantic is preserved. IBUPROFEN 

proposes ten refactoring algorithm divided into three groups in order to address the 

common problems that organizations have to deal when they retrieved such business 

process models by reverse engineering.  

In order to demonstrate the feasibility of this approach, IBUPROFEN has been 

firstly implemented as an open source tool, and secondly, a case study with industrial 

business process models has been conducted. The case study reveals that the applica-

tion the proposed graph-based refactoring algorithms improve the size, separability 

and density of business process models in the most of cases by removing non-relevant 

and fine-grained elements as well as by completing the models. The main limitation 

of this study is that results show size and density have an inverse relationship, i.e., 

when one increase the other decrease.  

The second limitation lies in the empirical study analyzes the application of each 

refactoring algorithm in isolation. However, studies reveals that the order of applica-
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tion of various refactoring algorithms in sequence could have an effect on the ob-

tained results [18]. 

In line with the mentioned limitations, the future work will focus on the replication 

of the case study by analyzing alternative measures as well as the effect of different 

application orders. Furthermore, an algorithm improvement endeavor will be made to 

conciliate the size and density gain at the same time. 
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Abstract. The declarative modeling of workflows has been introduced
to cope with flexibility in processes. Its rationale is based on the idea
of stating some basic rules (named constraints), tying the execution of
some activities to the enabling, requiring or disabling of other activities.
What is not explicitly prohibited by such constraints is implicitly consid-
ered legal, w.r.t. the specification of the process. Declarative models for
workflows are based on a taxonomy of constraint templates. Constraints
are thus instances of constraint templates, applied to specific activities.
Many algorithms for the automated discovery of declarative workflows
associate to each constraint a support. The support is a statistical mea-
sure assessing to what extent a constraint was respected during the enact-
ment(s) of the process. In current state-of-the-art literature, constraints
having a support below a user-defined threshold are considered not valid
for the process. Thresholds are useful for filtering out guesses based on
possible misleading events, reported in logs either because of errors in
the execution, unlikely process deviations, or wrong recordings in logs.
The latter circumstance can be considered extremely relevant when logs
are not written down directly by machines reporting their work, but ex-
tracted from other source of information. Here, we present an insight on
the actual capacity of filtering constraints by modifying the threshold for
support, on the basis of real data. Then, taking a cue from the results
performed on such analysis, we consider the trend of support when con-
trolled errors are injected into the log, w.r.t. individual constraint tem-
plates. Through these tests, we demonstrate by experiment that each
constraint template reveal to be less or more robust to different kinds of
error, according to its nature.

Keywords: process mining, artful process, declarative workflow, noisy
event log

1 Introduction

Processes are typically represented as graphs, delineating their possible execu-
tions altogether, from the beginning up to the end. Most of the used notations are
indeed derived by Petri Nets [2], such as Workflow Nets [1], BPMN [8], YAWL
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[4]. The classical approach is called “imperative” because it explicitly represents
every step allowed by the process model at hand. This leads to the likely increase
of graphical objects as the process allows more alternative executions. The size
of the model, though, has undesirable effects on the understandability and also
on the likelihood of errors (see [18] for an insight of the Seven Process Model-
ing Guidelines): larger models tend to be more difficult to understand [19], not
to mention the higher error probability which they suffer from, with respect to
small models [17].

The declarative workflow models [22] have been introduced to cope with
flexibility in processes. Its rationale is based on the idea of stating some ba-
sic rules (named constraints), tying the execution of some activities to either
the enabling, requiring or disabling of other activities. What is not explicitly
prohibited by such constraints is implicitly considered legal, w.r.t. the specifica-
tion of the process. Declarative models for workflows are based on a taxonomy
of constraint templates. Constraints are thus instances of constraint templates,
applied to specific activities. A collection of constraints constitute altogether a
declarative workflow. ConDec [20], now renamed Declare, is the most used lan-
guage for modeling declarative workflows in the community of Business Process
Management. It provides an extendible list of constraint templates, which we
will consider in the remainder of this paper. Declarative models are particularly
effective with some non-conventional kinds of process. For instance, professors,
researchers, information engineers and all those professionals contributing to the
production of a valuable but intangible products, such as knowledge, are com-
monly defined “knowledge workers” [23]. They are used to dealing with rapid
decisions among multiple choices, based on their expertise, competence and in-
tuition. There is an art in the management of their work. This is the reason for
the name assigned to their processes: artful processes [14], which belong to the
larger category of knowledge-intensive processes [9]. Artful processes are thus
very flexible, dynamic and subject to change. Due to their characteristics, the
declarative approach suits to their modeling [5]. Mining their workflow would be
of extreme interest for understanding the best practices and winning strategies
adopted by expert knowledge workers.

Process Mining [3], a.k.a. Workflow Mining [2], is the set of techniques that
allow the extraction of process descriptions, stemming from a set of recorded real
executions. Such executions are intended to be stored in so called event logs, i.e.,
textual representations of a temporarily ordered linear sequence of tasks. Many
techniques have been proposed for mining Declare workflows ([16,15,10,11,7,6]).
Most of them associate to each discovered constraint a support, i.e., a statis-
tical measure assessing to what extent a constraint was respected during the
enactment(s) of the process. Those discovered constraints having a support be-
low a user-defined threshold are considered not valid for the process. Thresholds
are useful for filtering out guesses based on possible misleading events, reported
in event logs either because of errors in the execution, or due to very unlikely
process deviations, or caused by wrong registrations of events in logs. The lat-
ter circumstance can be considered extremely relevant when event logs are not
written down directly by machines reporting their work, but extracted from
other sources of information. Artful processes, e.g., are known to be scarcely
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automated [9]. Therefore, there are few possibilities to rely on classical system
logs, keeping track of their executions. As a matter of fact, despite the advent of
structured case management tools, many enterprise processes are still “run” over
email messages. Artful processes, for instance, often require the collaboration of
many actors, who usually share their information by means of email messages.
Thus, email messages are a valuable source of information and event logs can be
extracted out of them, relying on their content and meta-data (e.g., the delivery
timestamp). [12] presents a novel approach and a tool, named MailOfMine, de-
signed to mine declarative workflows for artful processes out of email collections.
First, MailOfMine inspects subjects, bodies and headers of given archives of
email messages: assuming that reading about the execution of an activity can
be interpreted as the reporting of its actual enactment, it searches the email
messages where one among a list of user-defined expressions is found. Each is
considered an event. Then, considering the temporal ordering of email messages
in every archive, a trace in the log is built accordingly. Such log is passed to the
MailOfMine control flow discovery algorithm (MINERful), which returns the
declarative model for the artful process laying behind the email communications
analyzed. Extracting logs out of email messages leads to possible errors though,
due to the automated interpretation of semi-structured texts. Hence, such ex-
tracted logs are intrinsically prone to errors. Thereby, mistakes in the discovered
workflow are likely to increase.

This is actually the question we search an answer for in this paper: what
happens to unknown models when they are discovered on the basis of logs which
are affected by errors. [13] investigates an approach for repairing process models
basing on event data. Conversely, we consider the possible unreliability of data
which process models are discovered from, supposing that process models were
not previously known at all. In this paper, we first report the analysis of the
results obtained by applying MailOfMine to real data, focused on the precision
of the inferred model with respect to the support threshold. Then, we present an
insight on the trend of the support in presence of errors, injected into synthetic
logs. We focus on different types of errors (insertion or deletion of events) and
spreading policies (a given percentage per each trace or all over the log). We
repeat our experiments for each of the possible constraint templates that the
MINERful algorithm is able to discover. Thus, we aim at understanding the
different levels of robustness that constraint templates show w.r.t. the different
types of errors.

The remainder of the paper is as follows. Section 2 describes the constraint
templates of Declare and their usage for describing a declarative process model.
Section 3 reports the results of tests on real data (Section 3.1) and experiments
conducted on the basis of tunable injection of errors into synthetic logs (Sec-
tion 3.2). Section 4 concludes this paper and outlines the future paths for our
investigation that this paper sheds light on.

2 The declarative process model

Here we abstract activities as symbols (e.g., ρ, σ) of an alphabet Σ, appearing
in finite strings, which, in turn, represent process traces. We will interchange-
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ably use the terms “activity”, “character” and “symbol”, as well as “trace”
and “string”, then. We adopt the subset of Declare taxonomy of constraints for
modeling processes, as in [16]. For a comprehensive analysis of all the constraint
templates in Declare, the reader can refer to [20,21].

Constraints are temporal rules constraining the execution of activities.
E.g., Response(ρ, σ) is a constraint on the activities ρ and σ, forcing σ
to be executed if the ρ activity was completed before. Such rules are
meant to adhere to specific constraint templates. RespondedExistence is the
template of RespondedExistence(ρ, σ). We further categorize constraint tem-
plates into constraint types. For instance, RespondedExistence belongs to the
RelationConstraint type. Figure 1 depicts the subsumption hierarchy of Declare
constraints.

Declare constraints are always referred to an activity at least, which we call
“implying”: if it is executed, the constraint is triggered – vice-versa, if it does
not appear in the trace, the constraint has no effect on the trace itself. The
Existence(M,ρ) constraint imposes ρ to appear at least M times in the trace.
We rename Existence(1, ρ) as Participation(ρ). The Absence(N, ρ) constraint
holds if ρ occurs at most N − 1 times in the trace. We call Absence(2, ρ) as
Uniqueness(ρ). Init(ρ) makes each trace start with ρ.

The aforementioned constraints fall under the type of ExistenceConstraints,
as they relate to an “implying” activity only. The following are named
RelationConstraints, since the execution of the implying imposes some condi-
tions on another activity, namely the “implied”.

RespondedExistence(ρ, σ) holds if, whenever ρ is read, σ was either al-
ready read or going to occur (i.e., no matter if before or afterwards). In-
stead, Response(ρ, σ) enforces it by requiring a σ to appear after ρ, if ρ was
read. Precedence(ρ, σ) forces σ to occur after ρ as well, but the condition
to be verified is that σ was read - namely, you can not have any σ if you
did not read a ρ before. AlternateResponse(ρ, σ) and AlternatePrecedence(ρ, σ)
strengthen respectively Response(ρ, σ) and Precedence(ρ, σ) by stating that each
ρ (σ) must be followed (preceded) by at least one occurrence of σ (ρ). The
“alternation” is in that you can not have two ρ’s (σ’s) in a row before σ
(after ρ). ChainResponse(ρ, σ) and ChainPrecedence(ρ, σ), in turn, specialize
AlternateResponse(ρ, σ) and AlternatePrecedence(ρ, σ), both declaring that no
other symbol can occur between ρ and σ. The difference between the two is
in that the former is verified for each occurrence of ρ, the latter for each oc-
currence of σ. The reader should note that the hierarchy under the Precedence
constraint template does not inherit the base and implied symbols from the
RespondedExistence parent; it overrides them both by inverting the two, instead.
This is due to the semantics of the constraints themselves.

The MutualRelation constraints follow: they are verified iff two
RespondedExistence (or descendant) constraints (resp., (forward
and backward , in Figure 1) are satisfied. CoExistence(ρ, σ) holds
if both RespondedExistence(ρ, σ) and RespondedExistence(σ, ρ) hold.
Succession(ρ, σ) is valid if Response(ρ, σ) and Precedence(ρ, σ) are ver-
ified. The same holds with AlternateSuccession(ρ, σ), equivalent to the
conjunction of AlternateResponse(ρ, σ) and AlternatePrecedence(ρ, σ),
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and ChainSuccession(ρ, σ), with respect to ChainResponse(ρ, σ) and
ChainPrecedence(ρ, σ).

Finally, we consider NegativeRelation constraints: they are satisfied iff the re-
lated MutualRelations (negated , in Figure 1) are not. NotChainSuccession(ρ, σ)
expresses the impossibility for σ to occur immediately after ρ (the opposite
of ChainSuccession(ρ, σ)). NotSuccession(ρ, σ) generalizes the previous by im-
posing that, if ρ is read, no other σ can be read until the end of the trace
(Succession(ρ, σ) is the negated constraint). NotCoExistence(ρ, σ) is even more
restrictive: if ρ appears, not any σ can be in the same trace (the contrary of
CoExistence(ρ, σ)).

Fig. 1: The declarative process model’s hierarchy of constraints. Taking into ac-
count the UML Class Diagram graphical notations, the Generalization (“is-a”)
relationship represents the subsumption between constraint templates. The sub-
sumed is on the tail, the subsuming on the head. The Realization relationships
indicate that the constraint template (and the subsumed in the hierarchy) be-
long to a specific type. Constraint templates are drawn as solid boxes, whereas
the constraint types’ boxes are dashed.

As a brief example, we may want to model the process of defining an agenda
for a research project meeting. The schedule is discussed by email among the
participants. We suppose that a final agenda will be committed (“confirm” –
n) after that requests for a new proposal (“request” – r), proposals themselves
(“propose” – p) and comments (“comment” – c) have been circulated.

The aforementioned activities are bound to the following constraints, then.
If a request is sent, then a proposal is expected to be prepared afterwards (cf.
Response(r, p)). Comments can be given in order to review a proposed agenda,
or for soliciting the formulation of a new proposal. Thus, the presence of c in the
trace is constrained to the presence of p (cf. RespondedExistence(c, p)). A con-
firmation is supposed to be mandatorily given after the proposal, and vice-versa
any proposal is expected to precede a confirmation (cf. Succession(p, n)). We
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suppose the confirmation to be the final activity (cf. End(n)). This mandatory
task (cf. Participation(n)) is not expected to be executed more than once (cf.
Uniqueness(n)).

Hence, the example process consists in the six aforementioned constraints:
Response(r, p), RespondedExistence(c, p), Succession(p, n), Participation(n),
Uniqueness(n) and End(n). As an example, the following traces would be com-
pliant to the workflow: pn, pcn, rpcn, rpcpn, rrpcrpcrcpcn, rpprpcccrpcn.

3 Experiments and evaluation

In order to inspect the quality of the control flow discovery in presence of error-
prone logs, we first verified the whole MailOfMine system on real data (Sec-
tion 3.1). There, data were extracted from the mailbox of an authors’ colleague,
known to be an expert in the area of the process to discover. As usual for art-
ful processes, the process behind the analyzed email messages was not known
a priori. Therefore, we could not apply an automated comparison between the
resulting workflow model and the originating process, since no definition for
the originating process was available at all. Thus, the expert was requested to
analyze and assess the discovered workflow model by categorizing the mined
constraints. Being real data, the presence of errors in the phase of the extraction
of event logs out of email messages was not tunable.

Thereafter, we created synthetic logs, where errors of different kinds were
injected into event logs. Every event log was created as adhering to the specifi-
cation of declarative processes comprising a single constraint at a time. For each
log, i.e., a different constraint template was considered. Being known a priori
the only constraint to be considered valid, when mined out of the synthetic log,
we focused on the trend of its support, in order to monitor the robustness of the
template w.r.t. given types of errors. We outline the results of that analysis in
Section 3.2.

3.1 A real case study

As real data to conduct the experiments on, we took 6 mailbox IMAP fold-
ers containing email messages which concerned the management of 5 different
European research projects (Figure 1a). Such folders belonged to a domain ex-
pert. Our aim was to use MailOfMine in order to discover the artful process
of managing European research projects and validate the result, together with
him.

In order to ease the revision process of the gathered results, we restricted
the number of activities for the process to discover to 13. 8.998% of the total
amount of email messages were considered related to the execution of an activity.
The setup and the results of the inspection of email messages for extracting a
log is quantitatively summarized in Table 1b. The log was passed to the control
flow discovery algorithm, which returned a process model comprising c.a. 200
constraints. Each was verified to hold true within the log and associated to a
support exceeding the user-defined threshold of 80%.
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Mailbox
1 2 3 4 5 6 Total

Messages 3523 39 844 4 746 1 479 60 8 770

(a) The input

Activities 13 Noticeably right discovered constraints 14 (6.422%)
Traces 6 Right discovered constraints 173 (69.725%)
Events 139 Wrong discovered constraints 45 (20.642%)

Discovered constraints 218 Utterly wrong discovered constraints 7 (3.211%)

(b) Retrieved information and mined constraints

Table 1: Evaluation of MailOfMine on real data: setup and results

In order to assess the validity of the mined process, we checked every con-
straint with the expert. This allowed us for a quantitative evaluation.For each
constraint in the list, we asked him whether it was either: (i) right, i.e., it
made sense with respect to his experience; (ii) noticeably right, i.e., it not only
made sense but also suggested some surprising mechanisms in the workflow; (iii)
wrong, i.e., not necessarily corresponding to reality; (iv) utterly wrong, i.e., not
corresponding to reality, unreasonable. The last level was assigned to quite few
constraints (7 out of 218), a half of how many were considered noticeably right
(14). The model is not known a priori, but the expert could classify as right or
wrong a guessed constraint. Then, the analysis helped us find only true positives
(TP , i.e., right or noticeably right) and false positives (FP , i.e., wrong or utterly
wrong). As a matter of fact, such situation of partial knowledge of the workflow
reproduces a real case, where the artful process had not ever been formalized
before.
Recalling that Precision = TP

TP+FP , the algorithm was proven to obtain a
Precision degree of 0.794 over the real case study. Table 1b summarizes the
encouraging results of this real case study evaluation. More than 75% of the
constraints inferred were compliant to a realistic model of the process. Figure 2
shows the trend of true positives, false positives and overall (i.e., the sum of
the preceding) constraints found, scaled in percentage by their total amount,
with respect to their support. The quantities on the ordinates are cumulative,
i.e., they represent the sum of the values which are gained up to the current
abscissa. The curves show how, as the support increases, the distance between
the cumulated false positives and the true positives grow. A line puts in evidence
where the relative percentage of confirmed constraints overtakes the wrong, i.e.,
a “breakpoint” after which the rate of hits, in terms of accepted guesses, is higher
than the rate of misses, in terms of wrong guesses. Such breakpoint corresponds
to a support value of 0.85 (i.e., 5% higher than the threshold established a pri-
ori), which is little enough to limit the number of true positives below that soil
to less than 10%. The same graph, although, depicts that more than 90% of
errors are given a support exceeding that soil as well. Thus, shifting the thresh-
old altogether would not lead to significant improvements in the quality of the
returned process. Hence, we studied the trend of support for error-injected logs,
taking into account and isolating the behavior of every constraint template to
different types of errors.
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Fig. 2: The trend of the cumulative sum of constraints discovered, scaled by their
total amount, w.r.t. the assigned support

3.2 Experiments over artificial error-injected logs

In order to test the robustness of MINERful with respect to the presence of
errors in logs, we built an additional testing module, which injected a controlled
amount of noise in the sequences of traces.

We identified three possible types of error injection:
1. insertion of spurious events in the log;
2. deletion of events from the log;
3. random insertion/deletion of events.

The errors were spread according to a given percentage3. The tester could
also specify whether errors had to refer to a given activity, or not. In the latter
case, every insertion or deletion was applied to an event picked each time at
random.

In order to define how many errors had to be injected, and where, a spreading
policy was requested too. It could be either:
1. to calculate the number of errors to inject w.r.t. the whole log, and distribute

the error injections accordingly, or
2. to calculate the number of errors to inject w.r.t. every single trace, case by

case.
In the latter case, every trace was made affected by a number of errors, computed
on the basis of the number of target events in that trace. This reproduces a
systematic error, taking place in every registered enactment of the process. In
the former, some traces could remain untouched.

3 In case the calculated number of errors to inject resulted in a non-integer number,
the actual amount of errors was rounded up to the next integer (e.g., 0.2 was rounded
to 1 error to inject).
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Thereupon, we conducted an extensive analysis on the reaction of MINERful,
the control flow discovery algorithm of MailOfMine, through an experiment
set up as summarized in Table 2.

Activities (target) 8 (1) Spreading policies 3
Generating constraints 18 Error types 3

Trace length [0, 30] Runs per combination 50
Log size 1 000 Error injection percentage [0, 30]

Total runs 167 400

Table 2: Setup of the experiments for monitoring the reaction of MINERful to
the controlled error injection into logs

We created 18 groups of 9 300 synthetic logs each. Every group was generated
so to comply to one constraint at a time, among the 18 templates involving a, as
the implying activity, and (optionally) b, as the implied (i.e., Participation(a),
Uniqueness(a), . . . , RespondedExistence(a, b), Response(a, b), . . . ). The alphabet
comprised 6 more non-constrained activities (c, d, . . . , h), totalling 8. We chose
a as the target activity for the injection of errors. Then, we injected errors in
the synthetic logs, with all of the possible combinations of the aforementioned
parameters ((i) insertion, deletion or random error type, (ii) over-string or over-
collection spreading policy, (iii) error injection percentage ranging between 0
and 30%) and ran the control flow discovery algorithm of MailOfMine on the
resulting altered logs. We collected the results and, for each of the 18 groups
of logs, analyzed the trend of the support for the generating constraint. I.e., we
looked at how the support for the only constraint which had to be verified all
over the log lowered, w.r.t. the increasing percentage of errors injected. We also
hightlighted those other constraints whose topmost computed support exceeded
the value of 0.754, being them the most likely candidates to be false positives in
the discovery.

The analysis of within-trace error-injected logs revealed to be more effective
in stressing the resilience of constraints with respect to certain types of errors. In
other words, it showed the structural weaknesses of constraint templates w.r.t.
some types of error even for small percentages of injected errors. For instance,
the support of End(a)’s (Figure 3) is not affected by the insertion of spurious a’s
in the traces (see Figure 3a), whereas it suffers from deletions of a’s (Figure 3b).

In Section 2 we described the mechanism tying MutualRelation constraints to
forward and backward -related constraints, as in the case of AlternateSuccession
w.r.t. AlternateResponse and AlternatePrecedence. Then, here we remark that
since (i) the support for AlternateResponse(a, b) remains unchanged in case of
spurious inserted a’s (Figure 4a), but not in case of deleted a’s (Figure 4b), whilst

4 We recall that assigning a constraint the support of 0.5 would be equivalent to
asserting that such constraint would hold if, tossing a coin, a cross was shown in the
end. Thereby, 0.75 is the least value of the topmost half of the “reliable” range.
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(ii) conversely, the support for AlternatePrecedence(a, b) remains unchanged in
case of deleted a’s (Figure 4c), but not in case of inserted spurious a’s (Figure 4d),
AlternateSuccession inherits the sensitivity towards errors of both, resulting in
a decreasing support for both faulty insertions and deletions of a’s (Figure 5).

The analysis of over-collection error-injected logs showed smoother changes
in curves, since errors are spread on a wider area of appearances, for the tar-
geted activity. Therefore, it reveals a more realistic trend for the assessment of
discovered constraints in presence of errors. We reasonably expect to have sparse
errors in logs, rather than a fixed percentage of faults for every trace, as a matter
of fact.

Along a branch in the constraints hierarchy (see Figure 1), we expect that
the more a constraint is restrictive, the more its support decreases in terms of
deviations from the expected behavior. We can prove it by evidence in, e.g.,
Figure 6, where the curve’s slope gets steeper as we analyze the subsumed
constraints along the MutualRelation constraints (i.e., CoExistence, Succession,
AlternateSuccession, ChainSuccession).

The interested reader can download the whole collection of graphs depicting
the gathered results at the following address:
http://www.dis.uniroma1.it/~cdc/code/minerful/latest/

errorinjectiontestresults.zip
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Fig. 6: The trend of the support for the MutualRelation constraints, w.r.t. the
errors injected in the log. The error injection policy under exam is the random
insertion/deletion of a events, over the whole log.
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4 Conclusions

Throughout this paper, we have analyzed the problem of discovering declara-
tive workflows out of event logs which are affected by errors. To this aim, we
first assessed the quality of a model, mined out of real data. We used a single
threshold level for the estimated support of discovered constraints, in order to
determine whether they could be considered valid for the mined process or not.
The obtained results suggested that adjusting the level of such threshold did not
considerably enhance the quality of the mined process altogether. Therefore, for
each constraint in the set of Declare templates, we investigated the trend of its
own estimated support with respect to the amount of errors injected into logs.
By means of experiments carried out on synthetic data, we showed that the se-
mantics of constraint templates actually affect their degree of robustness w.r.t.
the presence or spurious events or the absence of expected ones in the log.

Starting from these results, we will investigate the problem of defining an
automated approach for the self-adjustment of user-defined thresholds, on the
basis of the nature of each discovered constraint. Intuitively, indeed, a more
“robust” constraint should be considered valid in the log (and therefore for the
process) if its support exceeds a higher threshold. On the contrary, the threshold
should be diminished for more “sensitive” ones. We also aim at mixing such an
approach with the analysis of different metrics, pertaining to the number of times
an event occurred in the log. The intuition is that the more an event is frequent
in the log, the less it can be considered subject to errors. Such metrics have been
already considered in literature ([15]) for assessing the relevance of discovered
constraints. We want to exploit them for estimating the reliability of constraints
in mined processes as well.
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Improving knowledge worker productivity - the Active integrated approach. BT
Technologiy Journal 26(2), 165–176 (2009).

45

http://repository.tue.nl/638413
http://repository.tue.nl/638413


Development of a knowledge base for enabling
non-expert users to apply data mining algorithms
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Abstract. Non-expert users find complex to gain richer insights into the in-
creasingly amount of available data. Advanced data analysis techniques, such
as data mining, are difficult to apply due to the fact that (i) a great number of
data mining algorithms can be applied to solve the same problem, and (ii) cor-
rectly applying data mining techniques always requires dealing with the data
quality of sources. Therefore, these non-expert users must be informed about
what data mining techniques and parameters-setting are appropriate for being
applied to their sources according to their data quality. To this aim, we pro-
pose the construction of an automatic recommender built using a knowledge
base which contains information about previously solved data mining tasks.
The construction of the knowledge base is a critical step in the recommender
design. We propose a model-driven approach for the development of a knowl-
edge base, which is automatically fed by a Taverna workflow. Experiments
are conducted to show the feasibility of our knowledge base as a resource in
an online educational platform, in which instructors of e-learning courses are
non-expert data miners who need to discover how their courses are used in
order to make informed decisions to improve them.

Keywords: knowledge base, data mining, recommenders, meta-learning, model-driven
development

1 Introduction

The increasing availability of data is a great opportunity for everyone to take advan-
tage of their analysis. Physicians in hospitals, lawyers in the law business, teachers
in high schools or universities, or even regular citizens, would be interested in apply-
ing advanced data analysis techniques to make informed decisions in their daily life.
Importantly, data mining is one of the most prominent technique to discover implicit
knowledge patterns, thus gaining richer insights into data [16].

However, non-expert users may find complex to apply data mining techniques to
obtain useful results, due to the fact that it is an intrinsically complex process [17, 23]
in which (i) a great number of algorithms can be applied to solve the same problem
with different outcomes, and (ii) correctly applying data mining techniques always
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requires a lot of manual effort for preparing the data sets according to their quality.
Consequently, data mining requires the know-how of an expert in order to obtain
reliable and useful knowledge in the resulting patterns. Democratization of data min-
ing therefore requires relying on knowledge about what data mining techniques and
parameters-setting are appropriate for being applied to their sources according to
their data quality.

User-friendly data mining [14] is a step forward to this democratization, since it
fosters knowledge discovery without mastering concepts and data mining techniques.
To realize user-friendly data mining, in this paper we propose a model-driven approach
for the development of a data-mining knowledge base. It contains information about
the behavior of data mining algorithms in presence of one or several data quality
criteria and intrinsic characteristics of the data sets. This information comes from a
set of experiments automatically obtained by means of a Taverna workflow in order to
be easily replicated as well as enabling the extension of the knowledge base. A model-
driven development approach is proposed in order to obtain the information extracted
from our Taverna workflow in a standard manner and automatically generating the
knowledge base as a set of models.

The process of building the data-mining knowledge base starts when a dataset is
selected as new source in our Taverna workflow. Then, a set of data quality criteria are
measured when some mining algorithms are applied to the dataset. This information
is stored in a model which is automatically created by using a model-driven approach.
An overview of our approach is shown in Figure 1.

Fig. 1. Developing our knowledge base.

It is worth noting that our knowledge base can be used (i) directly, by non-expert
data miners that have certain expertise in data management; or (ii) indirectly, by
using a kind of “recommender” that query the knowledge base to guide non-expert
data miners by suggesting the best algorithm to be applied to the data, or even to
guide experts data miners by suggesting, for example, the algorithms they should use
at the beginning of their study.

Some experimentation is conducted in order to evaluate our knowledge base as
a resource for a non-expert data miner in an online educational context: instructors
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of e-learning courses are non-expert data miners who need to discover whom and
how their courses are used in order to improve them. Data mining is being profusely
used [21] in the educational context as consequence of the rapid expansion of the use
of technologies in supporting learning, not only in established institutional contexts
and platforms, but also in the emerging landscape of free, open, social learning online.
Although there are tools as ElWM [29] which help instructors to analyse their virtual
courses, a knowledge base as proposed here will become a crucial resource for designing
a recommender that help instructors (as non-expert data miners) in applying the
right data mining algorithm on their data sets and to extract conclusions oriented to
improving the teaching-learning process.

This paper is therefore a step forward to realize the user-friendly data mining.
Specifically, the contributions of this paper are as follows:

1. A metamodel that contains those useful concepts for representing models with
information about data mining experiments: data’s sources metadata, results of
data mining algorithms, and values of data quality criteria.

2. A knowledge base as a repository of models that contains the data mining infor-
mation.

3. A Taverna workflow for providing a mechanism to obtain all the information to
automatically create our knowledge base.

4. A set of experiments addressed to build a recommender are shown as proof of
feasibility of our approach

The remainder of this paper is structured as follows: an overview of the related
work is presented in section 2. Our knowledge base is introduced in section 3, while
the conducted experiments are described in section 4. Finally, conclusions and future
work are sketched in section 5.

2 Related work

The data mining algorithm selection is at the core of the knowledge discovery pro-
cess [5]. Several data mining ontologies have been developed to provide adequate
knowledge to help in this selection. For example, OntoDM [18] is a top-level ontol-
ogy for data mining concepts that describes basic entities aimed to cover the whole
data-mining domain, while EXPO ontology [22] is focused on modeling scientific ex-
periments. A more complete ontology is DMOP [9] which not only describes learning
algorithms (including their internal mechanisms and models), but also workflows. Fur-
thermore, a large set of data mining operators are described in the KD ontology [28]
and the eProPlan ontology [12].

Regarding data mining workflows, the KDDONTO ontology [3] aims at both
discovering suitable KD algorithms and describing workflows of KD processes. It
is mainly focused on concepts related to inputs and outputs of the algorithms and
any pre and post-conditions for their use. Also, the Ontology-Based Meta-Mining of
Knowledge Discovery Workflows [10] is aimed at supporting workflow construction for
the knowledge discovery process. Moreover, in [25] authors propose a specific ontology
to describe machine learning experiments in a standardized manner for supporting
a collaborative approach to the analysis of learning algorithms (further developed
in [24]).

There are some projects that allow scientific community to contribute with their
experimentation in improving the knowledge discovery process. The Machine Learning
Experiment Database developed by University of Leuven [2] offers a Web tool to store
the experiments performed in a database and query it. The e-LICO project funded
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by the Seventh Framework Programme [8] has developed a knowledge-driven data
mining assistant which relies on a data mining ontology to plan the mining process
and propose ranked workflows for a given application problem [10].

Unlike our proposal, both projects are oriented to support expert data miners.
Our knowledge base would help naive data miners and non-experts users to have a
kind of guidance about which techniques can or should be used and in which contexts.

Furthermore, although ontologies used in the aforementioned approaches are very
useful for providing semantics, they lack mechanisms for automating the management
(and interchange) of metadata, such as metamodeling [19]. Under the model-driven
umbrella, and according to [13], a model is a “description of (part of) a system writ-
ten in a well-defined language, while a well-defined language is a language with well-
defined form (syntax), and meaning (semantics), which is suitable for automated in-
terpretation by a computer”. Therefore, on the one hand, a model must focus on those
important parts of a system, thus avoiding superfluous details. On the other hand,
well defined languages can be designed by means of metamodeling [1], which provides
the foundation for creating models in a meaningful, precise and consistent manner.
Therefore, metamodelling provides a common structure for storing the most relevant
information in models, thus avoiding interoperability and compatibility problems. For
example, having a metamodel allows us to specify data coming from different DBMS
in a model which can be easily used as input data set for data mining experiments.

Our aim in this work is creating a metamodel inspired by the aforementioned
data mining ontologies that allows us to create a set of models to create a knowledge
base for data mining. Moreover, in previous experiments we have demonstrated the
influence of data quality in the results obtained when applying techniques of data
mining [4].

3 Model-driven approach for knowledge base development

Our knowledge base brings the results on executing data mining processes on
many data sets. It can be therefore used as a resource to keep information about the
behavior of different data mining algorithms with regard of the data sources quality
and general characteristics of the data set. Collected information can be useful for
supporting non-expert users in a decision making process and which is the best data
mining algorithm to apply according to the available data. To this aim, our knowledge
base contains the following information:

Information from input data sets. Metadata from the data sets must be known,
as number of attributes and instances, as well as the corresponding data types.

Results when applying a data mining algorithm. Some information related to
the execution of a data mining algorithm is acquired: data mining technique being
executed, predicted attribute and their results.

Data quality criteria. Several quality criteria from the data sets must be measured.
Quality criteria can be related to data sets (e.g. percentages of null values), as
well as fields (e.g. field correlation).

3.1 Scientific workflow for the development of our knowledge base

The development of our data mining knowledge base is driven by the development
of a scientific workflow. This workflow is in charge of (i) collecting all the required
information for our knowledge base (as previously stated), (ii) creating the knowledge
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base, and (iii) implementing a recommender for data mining algorithms based on our
knowledge base.

Scientific workflows are largely recognized as useful paradigms to describe, drive,
and share information about experiments5. Specifically, Taverna Workbench6 is used
in our approach. Taverna is part of myGrid project7, that aims to produce and use
a suite of tools designed to allow international communities to publish and share
information.

Our workflow has as a main objective the datasets processing in order to create
models to conform the knowledge base. To this end, the workflow begins with the
loading of the data source (e.g. .arff files8) on which will be applied a set of data
mining algorithms. Then, the type of data mining technique must be executed9. Next
step is about to obtain a predicted attribute (usually the last column). Subsequently,
in order to have a visual output in the workflow, expert user can select the resulting
algorithm values (e.g. correctly classified instances, mean absolute error, precision,
etc.), although all these results are part of the obtained model, and all data mining
algorithms are executed, leading to a result set. Simultaneously, the workflow measures
the quality criteria values of the data source according to some quality criteria. The
workflow can be run manually or configured by command line.

Once required information is acquired, the knowledge base is generated as ex-
plained in the following subsection.

3.2 Generating a data mining knowledge base

Our knowledge base aims to represent in a structured and homogeneous manner all
the necessary data mining concepts. Following the model-driven paradigm [1], our
knowledge base is uniform and automatically created as a repository of models that
conforms to a metamodel for representing the output information of our Taverna
workflow. Once, the knowledge base is obtained the non-expert miner could use it to
evaluate the real dataset in order to obtain the adecuated predicted model having in
account the dataset features.

The aim of our metamodel is being as generic as possible. Therefore, any data
related to the aforementioned information about data mining experiments (metadata
of data sources, results of data mining algorithms, and values of data quality criteria)
is adequately represented in a model. Our models are not restricted to a certain quality
criteria, since the metamodel support creating new quality criteria in each model as
required. The definition of our metamodel (see Fig. 3) is based on an analysis of
several ontologies (see Section 2):

DMKBModel. This is the main class that contains the other useful elements for
representing a Data Mining Knowledge Base (DMKB). The DMKBModel class al-
lows the specification of a model in which the following information can be stored:
input data sets, metadata, data mining algorithms, parameter-setting, data min-
ing results generated when the Taverna workflow is executed, and data quality
criteria.

5 http://en.wikipedia.org/wiki/Scientific workflow system
6 http://www.taverna.org.uk/
7 http://www.myGrid.org.uk
8 Attribute-Relation File Format (ARFF), a file format used by the data mining tool
Weka [6] to store data.

9 Our Taverna workflow was designed to be useful for any mining technique, but in this
paper we only consider classification techniques.
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Fig. 2. Our Taverna workflow.

DataSet. It describes data sets used for generating the information included in the
knowledge base. Each DataSet is composed of different fields. Also, each data set
contains a category and a set of metadata.

Field. It represents a piece of data contained in the DataSet. This piece of data is
identified by a name. Also, the kind of field must be defined (by means of an
enumeration called FieldKind) and its type (by means of an enumeration called
FieldType). This class contains a set of data quality values that are related to
the field.

FieldKind. It is an enumeration class for defining the general kind of values that
the field instances may have (continuous, categorical or mixed).

FieldType. It is an enumeration class for representing the type of each Field (nu-
meric, date, nominal or string)

DataMiningResults. This class represents values of measures for each data set after
executing an algorithm (e.g. accuracy).

Algorithm. This class represent information about executed data mining algorithms.
Each algorithm belongs to a specific technique. (e.g.NaiveBayes, J48, RandomTree
or Adaboost).

Parameter. It is a class that represents values of initial parameters when executing
an algorithm. This class contains the name of the parameter and a value.
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Technique. This class defines a set of existing data mining techniques (e.g. a tree, a
probability matrix, etc.). It contains a subgroup attribute in case that the algo-
rithm requires to be further classified.

ProblemKind. It defines the different kinds of problem with which the user need is
satisfied (e.g. classification, prediction, clustering, etc.).

DataQualityCriteria. It is an abstract class that represents information related to
the different criteria that can be presented either in a DataSet (DatasetDataQualityValue)
or in each Field (FieldDataQualityValue). For each data quality criteria, a
ComputationMode is defined to described how it is calculated (e.g. Pearson cor-
relation method), and a MeasuringUnit that represent the corresponding unit of
measure.

DatasetDataQualityValue This class inherits from the DataQualityCriteria class
and defines data quality value criteria for a Dataset.

FieldDataQualityValue It inherits from the DataQualityCriteria class and rep-
resents a value for specific Field class.

Fig. 3. Our metamodel for representing our data mining knowledge base.

As aforementioned, our Taverna workflow is in charge of handling the model-driven
generation of the data mining knowledge base from the acquired information.

When a dataset is processed, all the acquired information is saved in a model
conforming to the metamodel presented in Fig. 3. A set of transformations has been
developed for creating the models that are integrated in the knowledge base. These
transformation are executed in Taverna by means of a Web service.

Our model-driven approach is built on top of the Eclipse Framework10, which is an
open source project conceived as a modular platform which can be extended in order
to add features to the development environment. Specifically, transformation tasks for

10 http://www.eclipse.org
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generating models have been supported with the use of Java facilities provided by the
Eclipse Modeling Framework (EMF)11. The Java code in listing 1.1 shows an excerpt
of the transformation in charge of creating a model within the knowledge base. For
each of the data mining algorithms executed by the workflow, the following classes are
generated: DataMiningResult, Algorithm, Technique, and ProblemKind; as well as
the required existing relationships among them: hasDMResults, algorithms, technique,
and problemKind. Finally, the model (represented by means of a XMI file) is created.

1 for ( int i = 0 ; i <= Fi r s t . l i s t aResA lg . s i z e ()−1;
2 i++)
3 {
4 DataMiningResults dmr =kbf . createDataMiningResults ( ) ;
5 dmr . setName ( F i r s t . l i s t aResA lg . get ( i ) . requirementName ) ;
6 dmr . setValue ( F i r s t . l i s t aResA lg . get ( i ) . value ) ;
7 Algorithm alg= kbf . createAlgor i thm ( ) ;
8 a lg . setName ( F i r s t . l i s t aResA lg . get ( i ) . algName ) ;
9 Technique tec=kbf . createTechnique ( ) ;

10 tec . setName ( F i r s t . l i s t aResA lg . get ( i ) . technique ) ;
11 tec . setSubGroup ( F i r s t . l i s t aResA lg . get ( i ) . subgroup ) ;
12 ProblemKind pk=kbf . createProblemKind ( ) ;
13 pk . setName ( probKind ) ;
14 a lg . setTechnique ( tec ) ;
15 tec . setProblemKind (pk ) ;
16 dmr . setAlgor i thms ( a lg ) ;
17 model . getHasDMResults ( ) . add (dmr ) ;
18 }
19 ResourceSet r s = new ResourceSetImpl ( ) ;
20 r s . getResourceFactoryRegis t ry ( ) . getExtensionToFactoryMap ( ) . put ( ”xmi” , new XMIResourceFactoryImpl ( ) ) ;
21 Resource r e source = rs . c reateResource (URI . createFi leURI ( ” ouput generated /” + ds . getName ( ) + ” . xmi” ) ) ;
22 r e source . getContents ( ) . add (model ) ;

Code 1.1. Segment of Java code to create a model.

Fig. 4 shows a sample DMKBModel generated by using our approach. It can be
observed some of the elements that conform it (e.g. Dataset, Fields, FieldDataQual-
ity, DatasetDataQuality and DataMiningResults, which refers to the number of cor-
rectly classified instances achieved by the Decision Table algorithm for the comp2class
dataset, in this case 305).

Fig. 4. Sample model of comp2class data set.

11 http://www.eclipse.org/emf
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Our knowledge base is composed by the set of models obtained after running the
Taverna workflow for each input data set. These will be the data source which allows
us to build our recommender.

3.3 Recommender system

A recommender system takes as input a collection of cases, each belonging to one of
a small number of classes and described by its values for a fixed set of attributes, and
output a classifier that can accurately predict the class to which a new case belongs
(ref [25]). To create this recommender, some different classification algorithms and
features can be used. In our case we used as input the number of instances, number
of attributes, percentage of nominal attributes, percentage of numerical attributes,
percentage of null values, grade of data set balance and algorithm name. We chose
these features due to their strong influence in the accuracy which the recommender
can achieved.

4 Experimental evaluation

Our approach has been evaluated in the e-learning domain by carrying out a experi-
ment. The methodology followed comprises the steps listed below:

1. Selection of courses and data extraction from e-learning platforms.
2. Generation of 96 data sets as described in Sect. 4.1
3. Building of 1152 classification models from the application of 12 classification

algorithms on 96 out of 99 data sets. The rest were used for testing.
4. Extraction of meta-features of each data set
5. Creation of data sets with the meta-features of each data set adding as class

attribute the algorithm or algorithms which achieved the highest accuracy.
6. Building of a recommender of algorithms from our data sets with the meta-features

chosen. We rely on meta-learning to build our recommender since this technique
has been demonstrated suitable to assist users to choose the best algorithm for a
problem at hand [11, 26].

7. Evaluation of our recommender in terms of number of times that its answer
matches the algorithms that better classify the data set

In what follows, we describe the data sets and classifiers used in our experiment,
along the process of building our knowledge base. Next, we explain the building of
our recommender in order to show the feasibility of our proposal.

4.1 Data sets description

In our experiments, we used data from eight courses hosted in e-learning platforms at
University of Cantabria (Spain): (i) one course, entitled “Introduction to multimedia
methods” offered in three academic years (2007-2010) with 70 students enrolled in
average and hosted in the Blackboard e-learning platform; (ii) seven computer science
courses taught in the 2007-2008 academic year with a total of 432 enrolled students
and hosted in the Moodle Learning Content Management System; (iii) six courses
oriented to train transversal skills imparted during the first semester of 2013 with
a range from 20 to 126 learners per course, also hosted in Moodle; and (iv) a semi-
presential course entitled ”Mathematics for economists” with 465 students enrolled.
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Training data sets We defined 23 data sets with information extracted from plat-
forms logs. Each instance in every data set represents the activity of a student in
an academic year together with the final mark obtained in the course. Two different
groups of data sets are considered: the training data set (used to generate the ex-
periments to feed our knowledge base), and the test data sets (used to evaluate the
recommender).

In order to have enough data sets for our experimentation, and taking into account
generally data from virtual learning environments are clean, we built new data sets
performing some controlled perturbations to the original datasets. The new data sets
have the quality degraded, which allow us to assess if the meta-features chosen are
suitable for this purpose. Furthermore, as the process to be performed by the expert
should be about a monitored data set which allow validating the behavior of the
algorithms under variations of the quality of data.

We generated 96 data sets from them. First we created 3 data sets with data
from multimedia course establishing the class attribute with values pass or fail, and
another one as the union of these three. The same process was carried out with the
programming course, the ”Mathematics for economists” course and the transversal
courses. Next, we generated 4 discretised data sets from the previous bi-class data sets
using PKIDiscretize from Weka, and 4 data sets more but these partially discretised.
Besides, we created two data sets with 4 classes (fail, pass, good, excellent) and one
with 5 classes (drop-out, fail, pass, good, and excellent). These are our 23 original
data sets whose main features are shown in Table 1. Data sets numered from 1 to 11
correspond to the “Introduction to multimedia methods”, those from 12 to 15 corre-
spond to the computer science courses, data set 16 and 17 are from the ”Mathematics
for economists” course and finally data sets numbered from 18 to 23 correspond to
the transversal courses.

Then, we generated 72 data sets by adding to the first eighteen data sets from
Table 1 a 10, 20, 30 and 40% of missing values. And finally, we created 4 data sets
more by applying SMOTE algorithm on 2 of our original data sets with the following
proportion of balancing class: 80-20%, 85-15%, 70-10% and 90-10%.

Test data sets Our test data sets are described in Table 2. As can be observed, we
chose three data sets with different meta-features: the first one contains the activity
carried out by the students in the 2009-2010 academic year in the “Introduction to
Multimedia” course (mult2class2010), it is bi-class and all attributes except the class,
are numerical; the second one, collects the activity performed in the three editions of
Multimedia course degraded with a 10% of missing values (multGlobalActivity); and
finally, the third one gathers data from the six transversal courses mentioned above
(tranversalDS) in an unique file. It is bi-class, balanced, without structural nulls, with
2 nominal and 4 numerical attributes.

They were used to evaluate the feasibility of our knowledge base for building a
classifier which helps the end-user in the selection of the best algorithm.

4.2 Classifiers used in the experiment

Due to the existence of different classification algorithms, 12 different classifiers pro-
vided by Weka (trees, rules, bayesian, lazy and ensemble) were executed on the train-
ing data sets in order to feed the knowledge base. These classifiers were selected
taking into account the most frequently used data mining algorithms [27] and those
classifiers used in some previous works about prediction of students performance with
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Table 1. Original data sets description

Name # Instances # Attributes # numerical Att. # of nominal Att. # of classes

dataset1 64 13 13 0 2

dataset2 65 11 11 0 2

dataset3 193 22 22 0 2

dataset4 193 22 22 0 4

dataset5 193 22 22 0 5

dataset6 193 22 0 22 2

dataset7 193 22 15 7 2

dataset8 64 13 0 13 2

dataset9 64 13 7 6 2

dataset10 65 11 0 11 2

dataset11 65 11 5 6 2

dataset12 438 14 14 0 2

dataset13 438 14 14 0 4

dataset14 438 14 0 14 2

dataset15 438 14 5 9 2

dataset16 465 6 0 6 2

dataset17 465 6 2 4 2

dataset18 38 4 0 4 2

dataset19 126 5 0 5 2

dataset20 28 4 0 4 2

dataset21 44 3 0 3 2

dataset22 67 6 0 6 2

dataset23 67 5 0 5 2

Table 2. Description of tests data sets

Name # instances # attributes # numerical att. # nominal att. # classes % missing class balance

mult2class2010 64 18 18 0 2 0 quite unbalanced

multGlobalActivity 193 4 4 0 2 0 balanced

tranversalDS 304 6 6 4 2 0 balanced
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which we obtained the best results [7, 29]: J48, SimpleCart, RandomForest, Naive-
Bayes, BayesNetwork, Jrip, Ridor, OneR, NNge, DecisionTable, K-NN, and Adaboost.

4.3 Meta-features

The meta-features used in this experimentation can be classified in three groups: gen-
eral, quality-related and based on information theoretic features. In particular, we
selected the number of attributes and instances in the data set, the number of cate-
gorical and numerical attributes, the type of data in the data set (numeric, nominal or
mixed) and the number of classes. Regarding quality, we chose completeness (percent-
age of null values) and finally, we used class entropy in order to establish if the class
was balanced or not. We defined three possible values for this attribute: balanced,
quite unbalanced, highly unbalanced.

Next, we explain how was calculated these two last meta-features.

Missing values Structural null values are considered [15]. This kind of null value does
not imply that value is not known, but not applicable in certain context. Given that
we consider clean our sources of data, given the existence of a null value is considered
as a structural null value. The percentage of missing values has been computed by
means of numberofmissingvalues/(numberofattributes ∗ numberofinstances).

Balance The unbalanced class criteria is a measure which indicates how unbalanced
the class attribute is. Data stored in a certain column are balanced if the numbers of
different values representing each different instance are similar, i.e., a similar number
of instances are expected for each value. For a two class data set: if balanced of
classes is 60-40 or less, then the data set is balanced, else if it is higher than 60-40 but
lesser than 80-20, then the data set is quite unbalanced, in other case the data set is
highly unbalanced. For multi class data sets (more than 2 classes), the class is highly
unbalanced if some of the classes appears more than double than the others. To know
how balanced data are, a method that returns the Chi-square for each column has been
developed. Then, a statistic Chi-square test is performed to know if the instances are
uniformly distributed. The null hypothesis is that all positions have similar number of
instances. Then, the data would be uniformly distributed. The alternative hypothesis
states that they are different. The level of significance (the point at which one can
determine with 95% of confidence that the difference is not due to chance alone) is
set at 0.05. The Chi-square formula is as follows:

χ2
obs =

n∑
i=1

(fi − npi)
2

npi

where

– χ2
obs:

– fi: number of observed frequencies.
– pi: number of expected frequencies.
– n is the number of categories to be considered.

4.4 Generating the knowledge base

Our knowledge base was fed with results of the training data sets. Each one of the
classifiers enumerated in Section 4.2 was applied to the 96 training data sets described
in Section 4.1. Results were stored in the knowledge base, together with their cor-
responding meta-features described in Section 4.3. This means that 1152 different
models (96 ∗ 12) were generated.
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4.5 Results

The knowledge base is used by a recommender for selecting the best classifier for an
input test data set. Therefore, the goal of this experiment is twofold: on one hand,
knowing if the generated knowledge base supports the recommender in its task, and
on the other hand, evaluating the goodness of our recommender.

Before knowing which are the best classifiers for each of the test data sets, we
performed a clustering process using kMeans on the meta-features of the training data
sets in order to discover if there were well defined patterns that we could remark. In
table 3 we show the results of the 5 clusters obtained. As can be observed, cluster0
collects the data sets with a high number of instances and the nominal attributes and
null instances. Cluster1 contains those data sets with the lowest number of instances
and a high number of numerical attributes. Cluster2 and cluster4 are very similar,
both with a high number of instances and a 100% of numerical attributes, but differ
in the degree of balance, cluster2 gathers quite unbalanced instances and cluster4,
highly unbalanced instances. Finally, cluster3 contains instances with a high number
of attributes and the highest number of nominal values. This analysis shows that we
have a suitable collection of data sets, that means, it is representative enough.

Table 3. Metadata clustering

Characteristics cluster0 cluster1 cluster2 cluster3 cluster4

numInstances 438 119.54 512.86 147 401.37
numAtt 14 16.93 14 19 20.11

nominalAtt 85.5 8.68 0 93.29 0
numeicalAtt 15 91.07 100 6.57 100
missingValues 19.62 16.24 12.64 11.19 16.54
is balanced QuiteBalanced Balanced QuiteBalanced Balanced HighlyBalanced

Next, we built classifiers for our test data sets in order to know which one is the
technique that best classifies each one. So that, we applied the 12 selected classifiers to
the test data sets and these were ranked according to its accuracy. The best algorithms
of this ranking are shown in Table 4. The table must be read as follows: the classifier
which obtains the best accuracy for the mult2class2010 data set is NaiveBayes, which
is followed by RandomForest and NNge, and quite far by KNN, J48 and BayesNet.

Table 4. Ranking of test data sets when applying classifiers.

Data set Algorithm Rank Accuracy

mult2class2010 NaiveBayes 1 85.9375
RandomForest 2 82.8125

NNge 2 82.8125
kNN 3 79.6874
J48 4 78.125

BayesNet 4 78.125

multGlobalActivity BayesNet 1 84.0206
SimpleCart 2 83.5052

DecisionTable 2 83.5052
J48 3 82.9897
Jrip 3 82.9897

transversalDS J48 1 86.1963
kNN 2 85.5828
JRip 3 84.3558

RandomForest 4 823.7423
SimpleCart 5 83.4653

Next, we built two different recommenders using J48 and NaiveBayes algorithms,
respectively. The meta data set used contained 111 instances, that means, one in-
stance with the meta-features of each data set together the best algorithm which
performed the classification task. Since some data sets were classified by more than
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one algorithm with the same accuracy, these appears twice, once with each algorithm.
The data set considered for this task contained the instances of our knowledge base
corresponding to the four classifiers that achieved more times the better results, which
are (NaiveBayes, J48, Jrip and BayesNet).

The recommendation given for each data set by each recommender is shown
in Table 5. As can be observed, the recommender based on J48 recommends, for
multGlobalActivity data set, one of the best classifiers, Jrip; and the best one for
mult2class2012 and transversalDS datasets, NaiveBayes and J48 respectively. The
recommender based onNaiveBayes recommends one of the best classifiers for the
multGlobalActivity dataset, J48, and for transversalDS data set, Jrip. Thus, we con-
clude that these recommenders select one of the best classification algorithms.

Table 5. Recommender results.

Dataset J48 Recommendation NB Recommendation

multGlobalActivity Jrip J48

mult2class2010 NaiveBayes Jrip

transversalDS J48 Jrip

Finally, we built another recommender, in this case, we used the 12 classifiers de-
scribed in Section 4.2. Results are shown in Table 6. In multGlobalActivity data set,
the recommender based on J48 recommends to use Jrip, which is one of the best algo-
rithms to classify this data set. Moreover, for transversalDS data set, it recommends
the best classifier, J48. The recommender based on NaiveBayes also recommends one
of the best algorithms for mult2class2010 : RandomForest. However, the results are
worse than in previous experiment in which we only considered four classifiers for our
predictive attribute. This happens because, in this case, RandomForest appears in
knowledge base as the best algorithm in the 25% of the cases, which is a high per-
centage over 12 possible classifiers. For transversalsDS data set, it also recommends
RandomForest, which is the 4th better classifier for this data set over 12.

Table 6. Recommender results

Data set J48 Recommendation NB Recommendation

multGlobalActivity Jrip RandomForest

mult2class2010 Jrip RandomForest

transversalDS J48 Jrip

These results demonstrate that our proposal is feasible although it is necessary
to have a higher number of experiments in order to get a more general model. It
is a little problem in e-learning context because although there are lots of courses
hosted in e-learning platforms, not all courses can be used since it is necessary to
know how the courses were designed and exploded by learners to be considered to
predict performance.

We used other techniques based on landmarking [20] but the results were worse.
On the other hand, we should add other meta-features related to parameter-setting
of the algorithms. In this experimentation the algorithms were run with their default
parameters.

5 Conclusions and future work

The application of data mining techniques are commonly known as a hard process
generally based on trial and error empirical methods. As a consequence they can
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only be applied by a small minority of experts. In this paper, a knowledge base is
defined that contains information of previous data mining experiments in order to
provide guidance to non-expert users to apply data mining techniques. To generate
our knowledge base, a model-driven approach is defined, based on a Taverna workflow.
As shown in our experiments, our knowledge base can be useful as a resource for non-
expert data miners. The best classifiers can be recommended most of times from
a set of 4 classifiers (NaiveBayes, J48, Jrip, and BayesNet) in order to predict the
performance of students in our e-learning scenario. Moreover, in one of these cases,
our knowledge base supports in recommending the best algorithm for two of the data
sets. Although, the number of good recommendations were worse when the set of
classifiers is 12, these results encourage us to continue researching in order to improve
how the recommender can use the knowledge base in a better manner. As future work,
we plan to conduct more experiments in order to study how to obtain better results
when more classifiers are considered. Regardless the recommender can provide good
results to a non-expert user with significantly low effort, more complex recommenders
that improve these results could be developed.
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University of Alicante (Spain).
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7. Hämäläinen, W., Vinni, M.: Comparison of machine learning methods for intelligent
tutoring systems. In: Ikeda, M., Ashley, K., Chan, T.W. (eds.) Intelligent Tutoring Sys-
tems. Lecture Notes in Computer Science, vol. 4053, pp. 525–534. Springer Berlin /
Heidelberg (2006), 10.1007/11774303 52

8. Hilario, M.: e-lico annual report 2010. Tech. rep., Université de Geneve (2010)
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Abstract. Process mining is a process management technique to ex-
tract knowledge from the event logs recorded by an information system.
We show how applying an appropriate semantic lifting to the event and
workflow log may help to discover the process that is actually being
executed. In particular, we show how it is possible to extract not only
knowledge about the structure of the process, but also to verify if some
non-functional properties, such as security properties, hold during the
process execution.

1 Introduction

Business Process Intelligence (BPI) is a research area that is quickly gaining
interest and importance: it refers to the application of various measurement and
analysis techniques both at design and at run-time in the area of business process
management. In practice, BPI stands for an integrated set of tools for manag-
ing process execution quality by offering several features such as monitoring,
analysis, discovery, control, optimization and prediction.

In particular, process mining is a process management technique to extract
knowledge from the event logs recorded by an information system. It is often
used for discovering processes if there is no a priori model, or for conformance
analysis in case there is an a priori model that is compared with the event log
in order to find out if there are discrepancies between the log and the model.

In this work, we focus our attention on process mining techniques based on
the computation of frequencies among event dependencies to reconstruct the
workflow of concurrent systems. In particular, we show how applying an appro-
priate semantic lifting to the event and workflow log may help to discover the
process that is actually being executed. In the Web scenario, the term semantic
lifting refers to the process of associating content items with suitable semantic
objects as metadata to turn unstructured content items into semantic knowl-
edge resources. In our case, the semantic lifting procedure corresponds to all the
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transformations of low-level systems logs carried out in order to achieve a con-
ceptual description of business process instances, without knowing the business
process a priori.

To illustrate our proposal, we present a case study based on a data loss
prevention scenario aiming to preventing the loss of critical information in com-
panies. In order to describe our running example, we use a lightweight data
representation model designed to support real time monitoring of business pro-
cesses based on a shared vocabulary defined using open standard representations
(RDF). We believe that the usage of RDF as modeling language allows indepen-
dence and extremely flexible interoperability between applications.

The contributions of this paper are:

– an example on how semantic lifting may help to improve the discovering
process during process mining;

– a definition of a Data Loss Prevention System in RDF, modeling a multi-level
security policy based on the organizational boundaries (internal vs external
actors and resources);

– an example on how, using semantic lifting in combination with standard
process mining techniques during the discovery phase, it is possible to extract
not only knowledge about the structure of the process, but also to verify if
some non-functional properties, such as security properties, hold during the
process execution.

This work is organized as follows. In Section 2, we introduce the semantic
lifting approach and describe how it has been used so far; in Section 3, we give
a short overview of the Resource Description Framework (RDF). Section 4 is
the core of the paper, where we present the Data Loss scenario and we give
some examples on how semantic lifting helps improving the investigation on the
process. Section 5 concludes the paper.

2 Semantic Lifting: State of the Art

In the Web scenario, the term semantic lifting refers to the process of associating
content items with suitable semantic objects as metadata to turn unstructured
content items into semantic knowledge resources. As discussed in [3], by semantic
lifting we refer to all the transformations of low-level systems logs carried out in
order to achieve a conceptual description of business process instances. Typically,
this procedure is implicitly done by converting data from the data storages of an
information system to an event log format suitable for process monitoring [5].
We believe that this problem is orthogonal to the abstraction problem in process
mining, dealing with different levels of abstraction when comparing events with
modeled business activities [4]: our goal is to see how associating some semantics
to an event from the log it is possible to extract better knowledge about some
properties of the overall process, not to see which is the mapping between events
and business activities/tasks.
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So far, the term semantic lifting has been used in the context of model-driven
software development. In [9], the authors proposed a technique for designing
and implementing tool components which can semantically lift model differences
arising among the tools. In particular, they used the term semantic lifting of
differences to refer to the transformation of low-level changes to all the more
conceptual descriptions of model modifications.

The literature [11] reports how the Business Process Management (BPM)
usually operates at two main distinct levels, corresponding, respectively, to a
management level, supporting business organizations in optimizing their opera-
tional processes, and a technology level, supporting IT users in process modeling
and execution.

In these two levels, experts operate without a systematic interaction and co-
operation, causing the well known problem of Business/IT alignment. In fact,
one key problem is the alignment of different tools and methods used by the
two communities (business and IT experts). In order to reduce the gap between
these two levels, De Nicola and colleagues refer in [11] to semantic technolo-
gies as an useful approach at supporting business process design, reengineering
and maintenance of the business process, by highlighting some advantages re-
lated to the semantic lifting. The first one regards the support that the semantic
lifting can give to business process design by a semantic alignment of a busi-
ness process respect to a reference ontology. The semantic alignment can be
achieved by performing consistency checking through the use of a reasoning en-
gine. Then, the reengineering of a business process (BP) can be improved by
providing suggestions to experts during the design phase of a BP, for example in
finding alternative elements with semantic search and similarity reasoning over
the business ontology. The authors also indicate, as another advantage, the pos-
sibility to support a BP maintenance by automatically checking the alignment
between one of more business processes against the business ontology when the
latter is modified. This can provide strong benefits since, for instance, a change
in the company organization, could affect many business processes that need to
be manually checked.

3 RDF to model Business Processes

Generally speaking, the Resource Description Framework (RDF) [7] corresponds
to a standard vocabulary definition, which is at the basis of the Semantic Web vi-
sion, and it is composed by three elements: concepts, relations between concepts
and attributes of concepts. These elements are modeled as a labelled oriented
graph [6], defined by a set of triples < s, p, o > where s is subject, p is predicate
and o is object, combined as shown in Figure 1.

New information is inserted into an RDF graph by adding new triples to the
set. It is therefore easy to understand why such a representation can provide big
benefits for real time business process analysis: data can be appended ‘on the
fly’ to the existing one, and it will become part of the graph, available for any
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Fig. 1. RDF subject-object relation.

analytical application, without the need for reconfiguration or any other data
preparation steps.

RDF standard vocabularies allow external applications to query data through
SPARQL query language [12]. SPARQL is a standard query language for RDF
graphs based on conjunctive queries on triple patterns, identifying paths in the
RDF graph. Thus, queries can be seen as graph views. SPARQL is supported
by most of the triples stores available.

Moreover, RDF provides a basic set of semantics that is used to define con-
cepts, sub-concepts, relations, attributes, and can be extended easily with any
domain-specific information. For this reason, it is an extremely generic data
representation model that can be used in any domain.

In [10], the authors present a framework based on RDF for business pro-
cess monitoring and analysis. They define an RDF model to represent a generic
business process that can be easily extended in order to describe any specific
business process by only extending the RDF vocabulary and adding new triples
to the triple store. The model is used as a reference by both monitoring ap-
plications (i.e., applications producing the data to be analyzed) and analyzing
tools. On one side, a process monitor creates and maintains the extension of the
generic business process vocabulary either at start time, if the process is known
a priori, or at runtime while capturing process execution data, if the process
is not known. Process execution data is then saved as triples with respect to
the extended model. On the other side, the analyzing tools may send SPARQL
queries to the continuously updated process execution RDF graph.

Figure 2 shows the conceptual model of a generic business process, seen as
a sequence of different tasks, each having a start/end time and possibly having
zero or more sub-tasks. We will use this model to describe our running example.

4 Case study: a Data Loss Prevention System

Data loss is an error condition in information systems in which information is
destroyed by failures or neglect in storage, transmission, or processing. Consider
for example some different companies belonging to the same manufacturing sup-
ply chain and sharing business process critical data by using a file sharing server
in order to access to the data. This scenario could expose the critical data to
malicious users if access control is not implemented correctly. Indeed, an access
control to such a server should be carried out by a security model, based on
specific rules considering, for example, the user authentication for file sharing,
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Fig. 2. RDF Representation of a generic business process.

security policies definition for users that have access rights to some confiden-
tial data, data checking before sending them to external companies that do not
belong to the manufacturing supply chain considered, usage of authorized chan-
nels for data delivery, like company’s e-mail, and so on. In order to prevent
any kind of data loss, systems usually develop an intellectual ownership defense,
also called data-loss model, tracking any action operated on a document. The
process is able to highlight some security-related information, such as the eco-
nomical value assigned to the outgoing intellectual ownership, or the number of
‘confidential’ data sent around, possibly to external destinations.

Protecting the confidentiality of information stored in a computer system, or
transmitted over a public network is a relevant problem in computer security,
called information leakage. The approach of information flow analysis involves
performing a static analysis of the program with the aim of proving that there
will not be leaks of sensitive information. The starting point in secure information
flow analysis is the classification of program variables into different security levels
(i.e., defining a multi-level security policy). In the simplest case, two levels are
used: public (or low, L) and secret (or high, H). There is an information flow
from object x to object y whenever the information stored in x is transferred to,
or used to derive information transferred to, object y. The main purpose is to
prevent leak of sensitive information from an high variable to a lower one.

In our case study, we will consider the two security levels generated by the
organizational boundaries (internal/external).

4.1 An RDF Model of the Data Loss case study

Our RDF model representation of the Data Loss case study is based on the
lightweight RDF data model for business processes analysis carried out in [10]
and briefly described in Section 3. As previously pointed out, the model does
not contain any data, but it only provides a generic schema that the process
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monitoring applications extend and instantiate. The Data Loss RDF model is
then defined as an extension of the general schema and is depicted in Figure 3:
it consists of the conceptual model of Figure 2 extended with domain specific
concepts taken from the Data loss problem scenario. In particular, in our run-
ning example, we assume that the files shared between the companies in the
same manufacturing chain are CAD files, thus the business process is named
‘pCAD:CAD Process’.

Fig. 3. RDF Representation of the Data Loss Problem.

The main task is ‘pCAD:UseFile’, which creates a data file (‘pCAD:File’),
that can be used by a project manager (‘pCAD:Employee’), which is an employee
of one of the companies. All the concepts labeled ‘dLoss’ are the one which spec-
ify the security model to prevent Data Loss. The subclass called ‘dLOSS:File’
is assigned several attributes: the security level (‘dLoss:ConfidentialFile’), and
the economic value (‘dLOSS:economicValue’), in order to be able to check in-
formation leakage or to compute the economical loss of the outgoing intellectual
ownership. The destination of an operation on a file (‘dLOSS:Destination’) has
three main attributes: ‘dLOSS:InternalNetwork’, ‘dLOSS:ValueNetworkActor’
and ‘dLOSS:ExternalActor’, the last specifying if the file has been shared with
a user within the organizational boundaries or not.

As reported in Section 3, the usage of a framework based on an RDF triple
store like [10] is specifically designed for integrating multiple source and support-
ing fast and continuous execution of SPARQL queries favouring the join between
the execution processes and the monitoring.

4.2 Semantic Lifting for Mining a Data Loss Process

In this section, we show how an appropriate semantic lifting may help during
the process mining phase. Process mining is the technique of distilling a struc-
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tured process description from a set of real executions. To the sake of discussion,
we limit our example to process mining algorithms that are based on detecting
ordering relations among events to characterize a workflow execution log [14]. In
particular, they build dependency/frequencies tables that are used to compare
single executions in order to induce a reference model, or to verify the satisfi-
ability of specific conditions on the order of executions of events. We assume
that the reader is familiar with the following definitions that are common in this
scenario [2].

Workflow trace. Let E = {e1, e2, · · · , en} be a set of events, then t ∈ E∗

is a workflow (execution) trace.

Workflow log. Let E = {e1, e2, · · · , en} be a set of events, then W ⊆ E∗ is
a workflow log.

Successor. Let W be a workflow log over E and a, b ∈ E be two events,
then b is a successor of a (notation a ≺W b) if and only if there is a trace t ∈W
such that t = {e1, e2, · · · , en} with ei ≡ a and ei+1 ≡ b. Similarly, we use the
notation a ≺n

W b to express that event b is successor of event a by n steps (i.e.,
ei ≡ a and ei+k ≡ b, with 1 < k ≤ n).

Notice that the successor relationship is rich enough to reveal many work-
flow properties since we can construct dependency/frequency tables that allow
to verify the relations that constraint a set of log traces. However, in order to
better characterize the significance of dependency between events, other mea-
sures, based on information theory, are adopted in the literature, such as for
instance the J-Measure proposed by Smyth and Goodman [13], able to quantify
the information content of a rule.

Table 1 shows a fragment of a workflow log possibly generated by a data loss
prevention system tracking in-use actions based on the RDF model described
in the previous section. The system reports all the events that generated a new
status of a specific document. In particular, we assume that for each event it is
specified: (i) the type of event (Create, Update, Share, Remove); (ii) the user
performing the action on the file expressed by the email address; (iii) the times-
tamp spotlighting the end point (a system user, in our case) that achieved the
control on the document at the end of the event which allow us to chronolog-
ically order the events; and (iv) the estimated value of the file (in the range:
Low, Medium, High).

Following the approach in [14], we construct the dependency/frequency (D/F)
table from the data log illustrated in Table 1. More in detail, the information
contained in Table 2, are:

– the overall frequency of event a (notation #a);

– the frequency of event a followed by event Create (C for short);

– the frequency of event a followed by event Update (U for short) by 1, 2 and
3 steps;

– the frequency of event a followed by event Share (S for short) by 1, 2 and 3
steps.
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Table 1. An example of workflow log for the Data Loss case study.

Event User Timestamp Status Estimated value

File AAAA
Create userP@staff.org 2012-11-09 T 11:20 Draft High
Update userP@staff.org 2012-11-09 T 19:20 Draft
Share userA@staff.org 2012-11-12 T 10:23 Proposal
Update userA@staff.org 2012-11-14 T 18:47 Proposal
Share userP@staff.org 2012-11-15 T 12:07 Proposal
Update userP@staff.org 2012-11-18 T 09:21 Recommendation
Share userM@inc.org 2012-11-18 T 14:31 Recommendation

File AAAB
Create userF@staff.org 2012-12-03 T 09:22 Draft Medium
Update userF@staff.org 2012-12-03 T 12:02 Draft
Update userF@staff.org 2012-12-03 T 17:34 Draft
Share userV@staff.org 2012-12-05 T 11:41 Draft
Share userD@staff.org 2012-12-05 T 11:41 Proposal
Update userD@staff.org 2012-12-08 T 10:36 Proposal
Update userV@staff.org 2012-12-08 T 16:29 Proposal
Share userG@inc.org 2012-12-10 T 08:09 Proposal
Update userV@staff.org 2012-12-10 T 18:38 Recommendation

File AAAC
Create userV@staff.org 2012-12-04 T 10:26 Draft Medium
Update userV@staff.org 2012-12-04 T 13:12 Draft
Update userV@staff.org 2012-12-05 T 10:12 Draft
Share userA@staff.org 2012-12-05 T 12:22 Draft
Share userD@staff.org 2012-12-06 T 14:51 Proposal
Share userM@inc.org 2012-12-07 T 10:31 Proposal
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Using this table we can observe that the following patterns hold in W :
Create �W Update or Create �∗

W Share, that is, a file is always created before
being updated or shared.

Table 2. An example of Dependency/Frequency based on the Successor relation.

a #a a ≺ C a ≺ U a ≺2 U a ≺3 U a ≺ S a ≺2 S a ≺3 S

Create 3 0 3 2 1 0 1 2
Update 10 0 3 3 2 6 5 5
Share 9 0 4 2 2 3 3 1

Since a ‘data-loss model’ is typically aimed at detecting anomalous behav-
iors, the expected behavior in the form of unwanted behaviors (black-listing)
or wanted behavior (white-listing) needs to be defined. This can be done by
identifying behavioral patterns over the sequences of events that are normally
registered in the workflow logs. We may, for instance, be interested in mining
expected behavior for documents shared within and outside the boundaries of
the organization. Still focusing our attention on the Share events which might
cause unwanted information flows, we might be interested to see which are the
users that most frequently share the documents with other users either inside or
outside the boundaries. To this aim, a semantic lifting procedure can be applied
to the log data for remodeling the representation of the process and allowing
additional investigations.

A first semantic lifting can be done by applying the Data Loss model de-
scribed in the previous section to our log, in order to distinguish among events
where files are shared internally or externally to the organization. In our example,
the lifting can be done by exploiting two data transformations rules expressed
according to Equation 1. Data are then mapped to the model using standard
techniques for mapping RDF data [8].

User‖ [A− Z0− 9 .−] + @staff + . [A− Z] {2, 4}
→ dLOSS : Internal

[A− Z0− 9 .−] + @inc + . [A− Z] {2, 4}
→ dLOSS : External

(1)

After applying the semantic lifting to the log, we are able to build and fill Ta-
ble 3, where a Share event is rewritten as ‘Share Internal’ when the Share event is
performed by an Internal user, otherwise the event is rewritten as a ‘Share Exter-
nal’ event. In this new dependences/frequencies among events, we observe that
a new pattern holds: ShareInternal �W ShareInternal �W ShareExternal.
Informally, we can interpret this pattern in the execution traces as the identifi-
cation of an expected behavior about document sharing: before a document is
shared externally to the organization it has to pass some (typically two) internal
steps.
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Table 3. D/F after a first semantic lifting: Sharing between Internal/External Users.

a # a ≺ SI a ≺2 SI a ≺ SE a ≺2 SE

Share Internal (SI) 6 3 0 3 3
Share External (SE) 3 0 0 0 0

SI ≺ SI 3 0 0 0 3

Another semantic lifting can be done by grouping together all the Share log
events performed by the same user. Please notice that, as described in detail in
Section 3, RDF allows to easily aggregate data by considering their shared prop-
erties. Moreover, SPARQL queries allow us to manipulate data to view them
in the appropriate structural order, by defining, for example, events that are
grouped and aggregated by different attributes. Table 4 reports the frequen-
cies of these events, referring to an event Share with userV@staff.org as SV,
Share with userA@staff.org as SA, and so on.

Table 4. D/F after another semantic lifting: Sharing events for specific Users.

a # a ≺ SA a ≺2 SA a ≺ SD a ≺2 SD a ≺ SG a ≺2 SG a ≺ SM a ≺2 SM a ≺ SP a ≺2 SP a ≺ SV a ≺2 SV
SA 2 0 0 1 0 0 0 0 1 0 1 0 0
SD 2 0 0 0 0 0 0 1 0 0 0 0 0
SG 1 0 0 0 0 0 0 0 0 0 0 0 0
SM 2 0 0 0 0 0 0 0 0 0 0 0 0
SP 1 0 0 0 0 0 0 0 1 0 0 0 0
SV 1 0 0 1 0 0 0 0 0 0 0 0 0

We can observe that the table is sparse, therefore few patterns can be proved
to hold in W . In our example, for instance, we can derive that in only one case
SA �2

W SM , meaning that User userA@staff.org shares a document before
the same document is shared by User userM@staff.org. We can also derive
that User userM@staff.org is always the last to share the document, possibly
meaning that he is at the bottom of the organization hierarchy or that he is an
untrusted user (thing that is supported by the fact that it is an external user).
Given the low frequency of both cases, the two conclusions we drew are not
particularly relevant since they are not supported by a large number of traces.
The sparsity of the table is typical of so called ‘spaghetti-like processes’, i.e.,
unstructured processes where recurrent event sequences are not so easily defined
[1]. In this case, a semantic lifting procedure could be applied to the log data
for remodeling the representation of the process and implementing additional
investigations.
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5 Conclusion

In this paper we showed how standard process mining techniques can be com-
bined with semantic lifting procedures on the workflow logs in order to discover
more precise workflow models from event-based data. Moreover, we highlighted
the benefits using RDF as a modeling formalism by using it in our case study.
This is just a first step to show the feasibility and the advantages of the ap-
proach. As a future work we plan to study how to automatize the process by
exploiting the usage of RDF as a modeling language.
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Abstract. Nowadays, demanding legal regulations as well as sophis-
ticated customer needs force companies in electronics and automotive
industries to provide a multitude of different sustainability indicators.
Since their products usually contain numerous components and sub-
components, companies must deal with complex, intransparent data col-
lection processes along their supply chains in order to finally deliver
valuable data. A myriad of different automatic and manual tasks, po-
tentially long-running processes, and quickly changing situations result
in great variability that is hard to handle. In the SustainHub project,
a dedicated information system for supporting data collection processes
is developed. Thereby, core challenges as well as state-of-the-art were
systematically gathered, consolidated as well as assessed. The condensed
results are presented in this paper.

Key words: Business Process Variability, Data Collection, Sustainabil-
ity, Supply Chain

1 Introduction

These days, companies of the electronics and automotive industry face steadily
growing demands for sustainability compliance triggered by authorities, cus-
tomers and public opinion. As products often consist of numerous individual
components, which, in turn, also comprise sub-components, heterogeneous sus-
tainability data need to be collected along intertwined and intransparent supply
chains. Thereby, highly complex, cross-organizational data collection processes
are required, featuring a high variability, e.g., through dynamically integrat-
ing companies’ employees and information systems (ISs). Further issues include
incompleteness and varying quality of provided data, heterogeneity of data for-
mats, or changing situations and requirements. Until today, there is no dedi-
cated IS supporting companies in creating, managing and optimizing such data
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collection processes. Within the SustainHub1 project, such a dedicated informa-
tion system is being developed. In this context, use cases, delivered by industry
partners from the automotive and the electronics domain, have been intensively
studied in order to consolidate core challenges and essential requirements re-
garding the IT-support of data collection processes. In relation, state-of-the-art
has also been deeply studied to assess whether existing approaches and solutions
satisfy the requirements. As a result, this paper systematically presents the con-
densed core challenges and state-of-the-art considering complex sustainability
data collection process along today’s supply chains. This domain is well suited
for eliciting such challenges because of the complexity of the supply chains on
the one hand and the requirements imposed by emerging laws and regulations
on the other. However, they can be transferred to many other domains as well.
Thus, this contribution identifies 7 core challenges for data exchange and collec-
tion in complex distributed environments and also reviews approaches in place
to solve these challenges. Thereupon, future research in the area of adaptive
business process management can be aligned to extend existing approaches for
supporting more variability and dynamics in today’s business processes.

Therefore, the fundamentals and an illustrating example are introduced in
section 2. Subsequently, seven data collection challenges are unveiled in section
3, exposing concrete findings, identified problems and derived requirements. In
section 4, the current state-of-the-art is presented based on its origin. Finally,
section 5 rounds out this paper giving a conclusion and an outlook.

2 Sustainable Supply Chains

This section elaborates on the domain of sustainable supply chains and gives
background information.

2.1 Fundamentals

In today’s globalized industry, the development and production of many products
is based on intransparent, complex supply chains with dozens of interconnected
companies distributed around the globe. To ensure and extend competitiveness,
complex communication tasks must be managed properly for effective and effi-
cient interorganizational processes. Generally, such cross-organizational collab-
oration involves a variety of different manual and automated tasks. Involved
companies significantly differ in size and industry background, and they use var-
ious different ISs, which are not able to intercommunicate easily. Due to this
heterogeneity, neither federated data schemes, unifying tools nor other concepts
can be realistically introduced without considerable effort [1].

As sustainability is is an emerging trend, companies even face a new challenge
in their supply chains: sustainable development and production. The incentives

1 SustainHub (Project No.283130) is a collaborative project within the 7th Framework
Programme of the European Commission (Topic ENV.2011.3.1.9-1, Eco-innovation).

75



are given by two parties: On one hand, legal regulations, increasingly issued by
authorities, force companies to publish more and more sustainability indicators
(like greenhouse gas emissions in production or gender issues) on an obligatory
basis. On the other hand, public opinion and customers compel companies to
provide sustainability information (e.g., organic food) as an important base for
their purchase decisions.

Examples include ISO 14000 standard for environmental factors in pro-
duction, GRI2 covering sustainability factors or regulations like REACH3 and
RoHS4. Overall, sustainability information involve a myriad of different indica-
tors. It relates to social issues (e.g., employment conditions or gender issues),
to environmental issues (e.g., hazardous substances or greenhouse gas (GHG)
emissions), or to managerial issues (e.g., compliance issues).

There already exist tools at market providing support for the management
and transfer of sustainability data: IMDS5 (International Material Data Sys-
tem), for instance, is used in the automotive industry and allows for material
declaration by creating and sharing bills of materials (BOM). A similar system
exists for the electronics industry (Environ BOMcheck6). Despite providing use-
ful support in basic data declaration and exchange tasks, these tools clearly fall
short in providing dedicated support for the sustainability data collection and
exchange along the supply chains.

2.2 Illustrating Example

To illustrate the complexity of sustainability data collection processes in a dis-
tributed supply chain, we provide an example. The latter was composed with the
problems and requirements provided by SustainHub’s partner companies for the
automotive and electronics industry by formal and informal surveys and inter-
views. Please mind that data collection in such a complex environment does not
have the characteristics of a simple query. It is rather a varying, long-running
process incorporating various activities and involving different participants.

The example illustrated in Fig. 1, depicts the following situation: Imposed by
regulations, an automotive manufacturer (requester) has to provide sustainabil-
ity data considering its production. This data is captured by two sustainability
indicators, one dealing with the greenhouse gas emissions relating to the pro-
duction of a certain product, the other addressing the REACH regulation. The
latter concerns the whole company as companies usually declare compliance to
that regulation on a company basis.

To provide data regarding these two indicators, the manufacturer has to
gather related information from his suppliers (answerer). Hence, it requests a

2 Global Reporting Initiative: https://www.globalreporting.org
3 Regulation (EC) No 1907/2006: Registration, Evaluation, Authorisation and Re-

striction of Chemicals
4 Directive 2002/95/EC: Restriction of (the use of certain) Hazardous Substances
5 http://www.mdsystem.com
6 https://www.bomcheck.net
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Fig. 1: Examples of Two Data Collection Processes

REACH compliance statement from one of its suppliers. To get the information,
the activities shown in the process Request 1 have to be executed. Furthermore,
the product for which the greenhouse gas emissions shall be indicated has a BoM
with two positions coming from external suppliers. Thus, the request, depicted by
the second workflow, has to be split up into two requests, one for each supplier.

Hence, the basic scenario involves a set of activities as part of the data collec-
tion processes. Some of these are common for the requests, e.g., on the requester
side, checking available data that might satisfy the request, selecting the com-
pany and contact person, and the submitting the request. On the answerer side,
data must be collected and provided. The other process activities are specifically
selected for each case. Thereby, the selection of the right activities is strongly
driven by data (process parameters) coming from the requester, the answerer,
the requests and indicators, and possible already available data.

For example, Request 1 implies a legally binding statement considering
REACH compliance. Therefore, a designated representative (e.g., the CEO) must
sign the data. In many cases, companies have special authorization procedures
for releasing of such data, e.g., that one or more responsible persons have to
approve the request (cf. two parallel approval activities (Approve Data Request)
at Request 2, four-eyes-principle). In some cases, data may be already avail-
able in a company and does not have to be manually gathered (cf. Request 2,
Check of available Data). However, every time the company-internal format of
the answerer does not match the requester’s one, a conversion must be applied.
Further, some indicators and requests also directly relate to a given standard
(e.g., ISO 14064 for greenhouse gases) where this can directly trigger an assess-
ment of the answerer if he cannot exhibit the fulfillment of the standard (cf.
Request 2, External Assessment).
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Finally, another important aspect for often long-running data collection pro-
cesses is that process parameters might change over time and, hence, exceptional
situations could occur. Even in this very simple example, many variations and
deviations might occur: for example, if the CEO was not available, activity Sign
Data could be delayed. In turn, this might become a problem if there are defined
deadlines for the query answer.

3 Data Collection Challenges

Following first insights provided in Section 2, this section presents seven concrete
challenges for an information system supporting sustainability data collection
processes along a supply chain (IS-DCP). The results are based on findings from
case studies conducted with industrial partners in the SustainHub project. Three
figures serve for illustration purposes: Fig. 2 illustrates data collection challenges
(DCC) 1 and 2, Fig. 3 illustrates DCC 3 and 4, and Fig. 4 illustrates DCC 5-7.

AnswererRequester Service Provider Data Storage ApplicationHuman

Challenge 1: Selection

Challenge 2: Access

Fig. 2: Data Collection Challenges 1 and 2

3.1 DCC 1: Dynamic Selection of Involved Parties

Findings Sustainability data collection in a supply chain involves various par-
ties. A single request may depend on the timely delivery of data from different
companies. For manual tasks, this mostly has to be done by a specific person with
sustainability knowledge or authority. In big companies, it can be even difficult
to find the right contact person to answer a specific request. In relation, contact
persons may change from time to time. Furthermore, as the requested data is
often complex, has to be computed, or relates to legal requirements, external
service providers may be involved in the data collection request as well. Finally,
regarding the timely answering of a request, many requests are adjusted and
forwarded to further suppliers (cf. Fig. 2) – thus answering times can multiply.
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Problems The contemporary approach to such requests heavily relies on indi-
viduals conducting manual tasks and interacting individually. There are tools
(e.g., email) which can provide support for some of these and partly automate
them. However, much work is still coordinated manually. As a request can be
forwarded down the supply chain, it is quite difficult to predict, who exactly will
be involved in its processing. Resulting from that, answering times of requests
can be hardly estimated in a reliable manner as well.
Requirements An IS-DCP need to enable companies to centrally create and
manage data collection requests. Thereby, it must be possible to simplify the
dynamic selection process of involved parties and contact persons regarding the
request answerers as well as potentially needed service providers. This is a ba-
sic requirement for enabling efficient request answering, data management, and
monitoring.

3.2 DCC 2: Access to Requested Data

Findings In a supply chain different parties follow different approaches to data
management. Big companies mostly have implemented a higher level of automa-
tion while SMEs heavily rely on the work of individual persons. Furthermore,
sustainability reporting is a relatively new area and a unified reporting method
is not implemented along supply chains. This implies great variability when
it comes to accessing companies’ internal data. Some companies have advanced
software solutions for their data management, some manage their data in generic
databases, some store it in specific files (e.g., Excel), and some have even not
started to manage sustainability data yet.
Problems The contemporary approach to sustainability reporting is managed
manually to a large extend. This involves manual requests from one party to
another and different data collection tasks on the answerer side. This can impose
large delays in data collection processes as sustainability data must be manually
gathered from systems, databases or specific files before it can be compiled,
prepared and authorized in preparation to the delivery to the requester.
Requirements An IS-DCP must accelerate and facilitate the access to re-
quested sustainability data. On the one hand, this includes guiding users in
manual data collection as well as automizing data-related activities (e.g., data
approval, data transformation) as far as possible. On the other hand, automatic
data collection should be enabled whenever possible. This involves accessing the
systems containing the data automatically (e.g., via the provision of appropriate
interfaces) and including such activities with manual approval activities when
needed. Finally, data conversion between different formats ought to be supported
as a basis for data aggregation.

3.3 DCC 3: Meta Data Management

Findings The management and configuration of sustainability data requests
in a supply chain relies on a myriad of different data sets. As aforementioned,
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this data comes from various sources. Examples of such parameters include the
preferences of the requester as well as the answerers (including approval processes
and data formats) or the properties of the sustainability indicators (e.g., relations
to standards) (cf. Fig. 3). As a result, potentially matching data might be already
available in some cases but exposing different properties as requested.
Problems As requests rely on heterogeneous data, they are difficult to man-
age. Requirements are partially presumed by the requester and often implicit.
Hence, answerers might be unaware of all requirements and deliver data not
matching them. Moreover, it is difficult to determine whether data, which has
been collected before, fits the requirements of a new request. Finally, as a supply
chain might involve a large number of requesters and answerers, this problem
multiplies as crucial request data is scattered along the entire supply chain.
Requirements To be able to consistently and effectively manage data collection
processes, an IS-DCP must centrally implement, manage and provide an under-
standable meta data schema addressing relevant request parameters. Thereby,
instanced data based on the uniform meta data schema can be effectively used
to directly derive and adjust variants of data collection processes.

Query Variant 2Query Variant 1

Meta Data
Requester Data

Query 1
Query 1

Request 1

Request Variant 1 Request Variant 2
Meta Data
Answerer Data

Meta Data
Available Data

Meta Data
Request Data

Meta Data
Situational Data

Challenge 3: Meta Data

Challenge 4: Request 
Variants

Fig. 3: Data Collection Challenges 3 and 4

3.4 DCC 4: Request Variants

Findings As mentioned, sustainability data exchange in a supply chain in-
volves a considerable number of different manual and automated tasks aligned to
the current data request. Hence, execution differs greatly among different data
requests, highly influenced by parameters and data and distributed on many
sources (cf. DCC 3 and Fig. 3). Moreover, the reuse of provided data is problem-
atic as well as the reuse of knowledge about conducted data requests: persons
in charge, managing a data collection, might not be aware of which approach
matches the current parameter set.
Problems This makes the whole data collection procedure tedious and error
prone. Based on the gained insights, to each data request a data collection pro-
cess is manually defined initially, and evolves stepwise afterwards. Relying on
the various influencing parameters, every request has to be treated individu-
ally – there is no applicable uniform approach to a data request, instead a high
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number of variants of data collection processes exist. So far, there is no sys-
tem or approach in place that allows structuring or even governing such varying
processes along a supply chain.
Requirements An IS-DCP needs not only to be capable of explicitly defining
the process of data collection. Due to the great variability in this domain, it must
also be capable of managing numerous variants of each data request relating
to a given parameter set. This includes the effective and efficient modeling,
management, storage and executing of data collection request processes.

3.5 DCC 5: Incompleteness and Quality

Findings Sustainability data requests are demanding and their complex data
collection processes evolve based on delivered data and forwarded requests to
other parties (i.e., suppliers of the suppliers) (cf. Fig. 4). Furthermore, they
are often tied to regulative requirements and laws as well as involve mandatory
deadlines. Therefore, situations might occur, in which not all needed data is
present, but the request answer must still be delivered due to a deadline. As
another case, needed data might be available, but on different quality levels
and/or in different formats.
Problems Contemporary sustainability data collection in supply chains is
plagued by quality problems relating to the delivered data. Not only that re-
quests are incompletely answered, the requester also has no awareness of the
completeness and quality of the data stemming from multiple answerers. More-
over, answerers have no approach to data delivery in place when being unable
to provide the requested data entirely, or their data does not match the re-
quest’s quality requirements. Missing a unified approach, definitive assertions or
statements to the quality of the data of one request can often not be made and
requests might even fail due to that fact.
Requirements An IS-DCP must be able to deal with incomplete data and
quality problems. It must be possible that a request can be answered despite
missing or low quality data. Furthermore, such a system must be able to make
assumptions about the quality of the data that answers a request.

Request 1

Request 2

Request 3Request 4

Requester

Challenge 5: QualityChallenge 6: Monitoring

Challenge 7: Variability

Feedback

Feedback
Feedback

Feedback

Sub-Request 1-1

Sub-Request 1-2

Feedback

Feedback

Deviation 1Deviation 2

Deviation 3

Fig. 4: Data Collection Challenges 5-7
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3.6 DCC 6: Monitoring

Findings Sustainability data collection along the supply chain involves many
parties and logically may take a long time. The requests exist in many variants
and the quality and completeness of the provided data differ greatly (cf. DCC 5).
The contemporary approach to such requests does not provide any information
about the state of the request to requesters before the latter is answered (cf.
Fig. 4). This includes missing statements about delivered data as well as the
intermediate requests along the supply chain. If request processing is delayed
at the side of one or more answerers, the initial requester cannot access such
information without huge effort.
Problems As a requester has no information about the state and potential
data delivery problems of his requests, problems only become apparent when
deadlines are approaching. However, at that time, it is mostly too late to apply
countermeasures to low quality, incomplete data, or answerers that simple deliver
no data at all.
Requirements An IS-DCP must be capable of monitoring complex requests
spanning multiple answerers as well as various different manual and automatic
activities. A requester must have the option to get actively or passively informed
about the state of the activities along the data collection process as well as the
state of the delivered data.

3.7 DCC 7: Run Time Variability

Findings Data collection requests can take a long time to answer as they dynam-
ically involve a great number of different parties. Further, they expose manual
and automatic activities, different kinds of data and data formats, and various
unforeseen influences on the data collection process. This implies that param-
eters, applied at the beginning of the request influencing data collection, may
change during the run time of a data collection process. Exceptional situation
handling occurs as a result of expiring deadlines or answerers not delivering data.
Problems The variability relating to sustainability data collection processes
constitute a great challenge for companies. Running requests might become in-
validated due to the aforementioned issues. However, there is no common sense
or standard approach to this. Instead, requesters and answerers must manually
find solutions to still get requests answered in time. This includes much addi-
tional effort and delays. Another issue are external assessments: they could not
only be delayed but also completely fail, leaving the answerer without a required
certification. The final problem touched by this example concerns mostly long-
running data collection processes: data, that was available at the beginning of
the query, could get invalid during the long-term process (e.g., if it has a defined
validity period).
Requirements An IS-DCP must cope with run-time variability occurring in
today’s sophisticated sustainability data collection processes. As soon as issues
are detected, data collection processes must be timely adapted to the changing
situation in order to keep the impact of these issues as considerable as possible.
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This requests a system which is able to dynamically adapt already running data
collection processes without invalidating or breaking the existing process flow.

4 State of the art

This section gives insights on the state of the art in scientific approaches relating
to the issues shown in this paper. It starts with a broader overview and proceeds
with more closely related work including three subsections.

Section 3 underlines that exchanging data between different companies along
a supply chain in an efficient and effective way has always been a challenge.
Nonetheless, this exchange is not only necessary—it is now a crucial success fac-
tor and a competitive advantage, these days. However, many influencing factors
hamper the realization of a data exchange being automated and homogeneous.
In particular for those companies aiming to address holistic sustainability man-
agement, the inability to implement automated and consistent data exchange is
a big obstacle. Please remind that these companies need to take into account
existing and even emerging laws as well as regulations requesting to gather and
distribute information about their produced goods. Furthermore, that requested
information need be gathered from their their suppliers as well. Hence, complex
data collection processes, involving a multitude of different companies and sys-
tems, have to be designed, conducted, and monitored to ensure compliance. So
far, we could not locate any related work that completely addresses the afore-
mentioned challenges (cf. Section 3).

For complex data collection processes, IS support in the supply chain is de-
sirable supporting communication and enabling automated data collection. The
importance and impact of an IS for supply chain communication has already
been highlighted in literature various times. In [2], for instance, a literature re-
view is conducted showing a tremendous influence of ISs on achieving effective
SCM. The authors also propose a theoretical framework for implementing ISs
in the supply chain. Therefore, they identify the following core areas: strate-
gic planning, virtual enterprise, e-commerce, infrastructure, knowledge manage-
ment, and implementation. However, their findings also include that great flex-
ibility in the IS and the companies is necessary and that IS-enabled SCM often
requires major changes in the way companies deal with SCM. As another exam-
ple, [3] presents an empirical study to evaluate alternative technical approaches
to support collaboration in SCM. These alternatives are a centralized web plat-
form, classical electronic data interchange (EDI) approaches, and a decentralized,
web service based solution. The author assesses the suitability of the different
approaches with regard to the complexity of the processes and the exchanged
information. Concluding, the relating work in this area shows or evaluates novel
approaches to SCM management, which are, however, mostly theoretic, very
general, and not applicable to the specific topic of sustainability data collection
processes.

As automation can be a way to deal with various issues for sustainability
data collection, various approaches addressing that topic can be found in litera-
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ture. However, none of them applies to the domain and specific requirements of
sustainable supply chain communication. For example, [4] presents an approach
to semi-automatic data collection, analysis, and model generation for perfor-
mance analysis of computer networks. The approach incorporates a graphical
user interface and a data pipeline for transforming network data into organized
hash tables and spread sheets for usage in simulation tools. As it primarily deals
with a specific type of data transformation, it is not suitable in our context.
Such approaches deal with automated data collection; yet they are not related
to sustainability or SCM and the problems arising in this setting.

There also exist approaches addressing sustainability reporting (e.g., [5],
[6],[7], and [8]). However, they do not suggest technical solutions for automatic
data collection. They rather address the topic theoretically by analyzing the
importance of corporate sustainability reporting, evaluating sustainability indi-
cators or the process of sustainability reporting as a whole, or aiming at building
a sustainability model by analyzing case studies.

Besides approaches targeting generic sustainability, SCM and data collection
issues, there are three closer areas that are mainly related to our problem state-
ment and issues. As discussed, sustainability data collection processes involve
numerous tasks to be orchestrated. Data requests may exist in many different
variants based on a myriad of different data sources and may be subjected to dy-
namic changes during run-time (cf. DCC 7). This sub-section reviews approaches
for process configuration (Section 4.1), data- and user-driven processes (Section
4.2), and dynamic processes (Section 4.3).

4.1 Process Configuration

Behaviour-based configuration approaches enable the process modeler to specify
pre-defined adaptations to the process behaviour. One option for realizing this
is hiding and blocking as described by [9]. By blocking, this approach allows
disabling the occurrence of a single activity/event. The other option enabled by
this approach is hiding enabling a single activity to be hidden. That activity is
then executed silently but succeeding activities in that path are still accessible.

Another way to enable process model configuration for different situations is
to incorporate configurable elements into the process models as described in [10]
or [11]. An example of this approach is a configurable activity, which may be
integrated, omitted, or optionally integrated surrounded by XOR gateways. An-
other approach enabling process model configuration is ADOM [12] that builds
on software engineering principles and allows for the specification of guidelines
and constraints with the process model. A different approach to process config-
uration is taken by structural configuration, which is based on the observation
that process variants are often created by users by simply copying a process
model and then applying situational adaptations to it. A sophisticated approach
dealing with such cases is Provop [13], which enables process variants by storing
a base process models and pre-configured adaptations to it. The later can also
be related to context variables to enable the application of changes matching to
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different situations. Finally, [14] provides a comprehensive overview of existing
approaches targeting process variability.

Process configuration approaches are a promising option to the problem pre-
sented in this paper. Nevertheless, that approaches do not completely match
the requirements for flexible data collection workflows in such a dynamic and
heterogeneous environment, as many different data sources must be considered
and request can be subjected to change even while they are running.

4.2 Data- and User-driven Processes

In contrast to classical process management approaches focusing on the sequenc-
ing of activities, the case handling paradigm [15] focuses on the objective of the
process that is called case. In relation, the product-based workflow approach
focuses on the interconnection between product specification and derived work-
flows [16]. The Business Artifacts approach [17] is a data driven methodology
that focuses on business artifacts rather than activities. These artifacts hold the
information about the current situation and thus determine how the process shall
be executed. In particular, all executed activities are tied to the life-cycle of the
business artifacts. Another data-driven process approach is provided by Core-
Pro [18]. It enables process coordination based on objects and their relations.
In particular, it provides a means for generating process structures out of the
object life cycles of connected objects and their interactions. The creation of con-
cepts, methods, and tools for object- and process-aware applications is the goal
of the PHILharmonic Flows framework [19]. Thus, flexible integration of busi-
ness data and business processes shall be achieved and the limitations known
from activity-centered Workflow Management Systems shall be overcome.

The approaches shown in this sub-section facilitate processes that are more
user- or data-centric and aware. The creation of processes from certain objects
could be interesting for SustainHub, however in the dynamic supply chain envi-
ronment processes rather rely on context parameters than objects and are also
continuously influenced by their changes while executing.

4.3 Dynamic Processes

In current literature, there are two main options for making the automatically
supported execution of workflows dynamic: Normal, imperative workflows that
are dynamic or adaptive or constraint based declarative workflows that are less
rigid by design. This sub-section briefly reviews both kinds of approaches starting
with adaptive imperative workflows.

Adaptive PAIS have been developed that incorporate the ability to change a
running process instance to conform to a changing situation. Examples of such
systems are ADEPT2 [20], Breeze [21], WASA [22], and SPADE [23]. All of
these only permit manual adaptation carried out by a user. An important issue
in this case is that the exceptional situations leading to the adaptation can occur
more than once. In that case, knowledge about the previous changes should be
exploited to extend effectiveness and efficiency of the current change [24][25].
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In case a human shall apply the adaptations, approaches like ProCycle [26]
or CAKE2 [27] aim at supporting him with that knowledge. In the situation
described in this paper, these approaches are not suitable since the creation
and adaptation of process instances has to incorporate various potentially new
information and has to be applied before humans are involved or incorporate
knowledge the issuer of a workflow does not possess. Automated creation and
adaptation of the data collection workflows will be favourable. In this area,
only a small number of contemporary approaches exist, like AgentWork [28]
and SmartPM [29] Unfortunately, these are limited to rule based detection of
exceptions and application of countermeasures.

As mentioned before, another way to enables flexibility into workflows is
by specifying them in a declaring way. By such specification, a strict activity
sequencing is not rigidly prescribed. Instead of this, a number of different con-
straints can be used to specify certain facts that the workflow execution must
conform to. This could be the mutual exclusion of two activities or a sequencing
relation between two distinct activities. Based on this, all activities specified can
be executed at any time as long as no constraint is violated. Examples for such
approaches are DECLARE [30] and ALASKA [31]. However, such approaches
have specific shortcomings relating to understandability. Furthermore and even
more important in our context, if no clear activity sequencing is specified, all ac-
tivities relating to monitoring are difficult to satisfy and monitoring is a crucial
requirement for the industry in this case.

5 Conclusion

This paper motivated the topic of sustainability data exchange along supply
chains to subsequently present core challenges as well as state of the art in this
area. We have clearly identified seven core challenges for today’s data collection
processes based on intensive interaction with our SustainHub partners most of
them relating to variability issues. Especially, design time as well as run time
flexibility are clear requirements for any approach supporting companies aim-
ing at sustainable development and production. The presented challenges can
serve as starting point for applications developed to support today’s compli-
cated supply chain communication. The challenges are expressed in terms of
sustainability data collection, however they describe generic problems that may
occur in many domains. Thus the results can be easily transferred and be used
for other domains. There exists a substantial amount of related work in differ-
ent areas touching these topics. Yet, none of these approaches or tools succeeds
in providing holistic support for the process of sustainability data exchange in
a supply chain. The support of data collection requests and processes along
today’s complex supply chains is a challenge in the literal sense. Nonetheless,
SustainHub is actively working on a process-based solution to deal with, and
successfully manage the high variability occurring during design and run time.
Future work will describe the exact approach, combination of technologies, and
the architecture of the system to cope with the aforementioned challenges.

86



Acknowledgement

The project SustainHub (Project No.283130) is sponsored by the EU in the 7th
Framework Programme of the European Commission (Topic ENV.2011.3.1.9-1,
Eco-innovation).

References

1. Fawcett, S.E., Osterhaus, P., Magnan, G.M., Brau, J.C., McCarter, M.W.: Infor-
mation sharing and supply chain performance: the role of connectivity and willing-
ness. Supply Chain Management: An International Journal 12(5) (2007) 358–368

2. Gunasekaran, A., Ngai, E.W.T.: Information systems in supply chain integration
and management. European Journal of Operational Research 159(2) (2004) 269–
295

3. Pramatari, K.: Collaborative supply chain practices and evolving technological
approaches. Supply Chain Management: An International Journal 12(3) (2007)
210–220

4. Barnett, P.T., Braddock, D.M., Clarke, A.D., DuPré, D.L., Gimarc, R., Lehr, T.F.,
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Abstract. Despite the widespread adoption of process management sys-
tems (PrMS) by industry, there exist numerous processes that cannot
be adequately supported by PrMS so far. A common characteristic of
these processes, which is usually neglected by traditional activity-centric
PrMS, is the role of data as driver for process modeling and enact-
ment. To overcome the limitations caused by missing integration of data
and process, several data-centric process management approaches have
emerged. A popular one is the Case Handling (CH) paradigm. However,
previous case studies pointed out that, although it targets some of the
limitations from activity-centric PrMS, the integration of processes and
data supported by CH is still unsatisfactory. In this paper, we present
the lessons learned from previous case studies and discuss the limitations
of CH. We then present the PHILharmonicFlows framework, which en-
hances the power of data-centric approaches such as CH by enforcing
a well-defined modeling methodology governing the object-centric spec-
ification and execution of processes and based on a formal operational
semantics.

Key words: Case Handling, Data-centric Processes, Object-aware Pro-
cess Management

1 Introduction

Business process management provides generic methods, tools and techniques for
designing, configuring, enacting, and monitoring business processes [1]. Existing
process management systems (PrMS) are usually activity-centric; i.e., processes
are defined as a set of “black-box” activities and control flow elements, express-
ing the order and constraints for executing these activities. However, in these
PrMS, business data is typically treated as second-class citizen [2, 3]. Most PrMS
only cover atomic data elements, which are needed for control flow routing and
as input parameters of process activities. In turn, business objects are usually
stored in external databases; i.e., they are outside the control of the activity-
centric PrMS. Traditional activity-centric PrMS have been primarily designed for
highly structured, repetitive processes. By contrast, knowledge-intensive processes
are often unstructured or semi-structured [4]; i.e., these processes are driven by
user decisions and cannot be straight-jacketed into activities [2]. Moreover, such
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processes require integrated access to data; i.e., users shall be able to immedi-
ately access important information at arbitrary points in time during process
execution. Additionally, the execution of knowledge-intensive processes depends
on the availability of certain information, but not on the completion of a certain
activity (as in activity-centric PrMS). Consequently, they are data-driven; i.e.,
instead of depending on activity completion, the progress of process execution
depends on changes of correspondent business objects. Besides, these processes
normally depend on data from other process instances from the same or dif-
ferent type. Therefore, a PrMS must provide a mechanism for coordinating the
interactions between such interdependent processes.

In several case studies in different domains [5, 6, 7, 8, 9], we learned that the
described limitations can be traced back to the missing integration of business
data and processes. To overcome at least some of the more severe limitations,
there exist several approaches that support a tight integration of process and
data [2, 3, 7, 10, 11, 12, 13]. One prominent data-centric approach is provided
by the Case Handling paradigm (CH) [2, 14, 15]. In CH, the central concept is
the case (e.g., an insurance claim or a job offer), which comprises tasks (i.e., ac-
tivities), data elements, and relations between the tasks making up the process.
Although CH overcomes some of the limitations known from activity-centric
PrMS, the paradigm is still not broadly used in practice. To better understand
the reasons for this, in several case studies [5, 6, 8] we applied the CH paradigm
to existing processes. Thereby, we have observed that CH is limited in respect
to object-awareness. Although CH permits to associate different types of data
elements to a case, which may be considered in tight accordance with an object,
it neither provides explicit support for complex objects nor the relations between
them. More precisely, CH supports object behavior ; i.e., it allows specifying in
which order and by whom the data elements (i.e., object attributes) shall be writ-
ten at runtime. However, CH does not properly take into account the interaction
among different cases or different instances of the same case type. In this pa-
per, we present the lessons learned in these case studies and discuss some of the
fundamental limitations of CH. We further discuss the challenges to be tackled
to improve the paradigm in order to provide adequate support for object-aware
processes. We then give insights into the PHILharmonicFlows framework, which
enhance the CH paradigm by giving adequate support to object-aware processes.

Section 2 provides more details on object-aware processes and their charac-
teristics. In Section 3, we present a job application process as example. Along
with this example, we present a set of requirements to be met by a PrMS in
order to provide an adequate support. In Section 4, CH is introduced followed
by a discussion of how CH meets the requirements. Finally, we sketch how to
enhance the CH paradigm (and other data-centric approaches as well) by intro-
ducing the PHILharmonicFlows framework in Section 5. Section 6 closes with a
summary and an outlook.
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2 Object-aware Processes

This section describes the fundamental characteristics of object-aware processes.
Several require a full integration of process and data. As we learned in case
studies in a variety of domains [5, 6, 7, 8, 9], object-aware processes present the
following major characteristics:

Object behavior. This characteristic deals with the processing of individual
object instances. More precisely, for each object type a separate process defini-
tion must be provided. At runtime, the latter is then used for coordinating the
processing of individual object instances among different users. In addition, it
must be specified in which order and by whom the attributes of a particular
object instance shall be (mandatorily) written, and what valid attribute settings
(i.e., attribute values) are. Furthermore, when executing activities, the involved
object instances need to be in certain states. Consequently, for each object type,
its behavior should be definable in terms of states and transitions. At runtime,
the creation of an object instance shall be directly coupled with the creation of
its corresponding process instance. In this context, it is important to ensure that
mandatory data is provided during process execution; i.e., during the processing
of object instances. For this reason, object behavior should be defined in terms
of data conditions rather than based on black-box activities.

Object interactions. The behavior of a particular object must be coordi-
nated with the one of other related objects. The related object instances may be
created or deleted at arbitrary point in time, resulting in a complex data struc-

ture. The latter dynamically evolves during runtime, depending on the types and
numbers of created object instances. Further, individual object instances of the
same type may be in different processing states at a certain point in time. More
precisely, it must be possible to execute individual process instances (of which
each corresponds to the processing of a particular object instance) in a loosely
coupled manner; i.e., concurrently to each other and synchronizing their execu-
tion where needed by taking semantic object relations and cardinality constraints
into account.

Data-driven execution. To proceed with the processing of a particular ob-
ject instance, in a given state, certain attribute values are mandatorily required.
Hence, object attribute values reflect the progress of the corresponding process
instance. More precisely, the setting of certain object attribute values is enforced
in order to progress with the process through the use of mandatory activities.
However, if required data is already available (e.g., it may be optionally provided
by authorized users before the respective mandatory activity becomes enabled),
these activities will be automatically skipped when being activated. Furthermore,
users shall be able to re-execute a particular activity, even if all mandatory ob-
ject attributes have been already set. For this purpose, data-driven execution
must be combined with explicit user commitments. Finally, the execution of a
mandatory activity may depend on attribute values of related object instances.
Thus, the coordination of multiple process instances should be supported in a
data-driven way as well.
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Flexible activity execution. For creating object instances and changing
object attribute values, form-based activities can be used. Respective user forms
should comprise input fields (e.g., text fields or check-boxes) for writing selected
attributes and data fields for reading attributes of object instances. However,
different users might prefer different work practices. Activities should therefore
be executable at different levels of granularity; e.g., it should be possible that
an activity may relate to one or multiple object process instances.

Integrated access. Authorized users should be able to access and manage
process-related data objects at any point of time. More precisely, permissions for
creating and deleting object instances, as well as for reading and writing their
attributes need to be defined. Attribute changes contradicting specified object
behavior must be prevented. Which attributes may be written or read by a par-
ticular (form-based) activity not only depends on the user invoking this activity,
but also on the progress of the corresponding process instance. While certain
users must execute an activity mandatorily in the context of a particular object
instance, others might be authorized to optionally execute this activity; i.e., a
distinction is made between mandatory and optional permissions. Furthermore,
for object-aware processes, the selection of actors usually not only depends on
the activity to be performed, but also on the object instances processed by this
activity. In this context, the relationships between users and object instances
must be taken into account.

3 Illustrating Example and Requirements

This section presents an example of an object-aware process showing the char-
acteristics sketched in Section 2. Following this, we discuss some of the require-
ments to be met by a PrMS in order to give adequate support to this process.

3.1 Illustrating Scenario: Recruitment Process

As example we consider a (simplified) scenario for recruiting people as known
from human resource management (cf. Fig. 1).

Example 1 (Recruitment Process). In the context of recruitment,
applicants may apply for job vacancies via an Internet online form. Before
an applicant may send her application to the respective company, specific in-
formation (e.g., name, e-mail address, birthday, residence) must be provided.
Once the application has been submitted, the responsible personnel officer in
the human resource department is notified. The overall process goal is to decide
which applicant shall be invited for the interview.

When the personnel officer receives a job application, he may request in-
ternal reviews for each applicant. The concrete number of reviews may differ
from application to application. Corresponding review forms have to be filled
by employees from functional divisions. Employees make a proposal on how to
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Fig. 1. Example of a recruitment process from the human resource domain

proceed; i.e., they indicate whether the applicant shall be invited for an inter-
view or be rejected. In the former case an additional appraisal is needed. After
the employee has filled the review form, she submits it to the personnel officer.
Based on the incoming reviews, he makes his decision on the application;
i.e., if there are reviews indicating the applicant’s interview, the personnel

officer shall invite the applicant for an interview. Otherwise, the application

is rejected.

3.2 Scenario Requirements

To adequately support such a scenario, any PrMS must meet a set of require-
ments, which we describe in the following. This will later be followed by a dis-
cussion, where we point out which of these requirements are met by CH and
which are not.

R1 (Data integration): According to our scenario, the data should be
managed in terms of object types comprising object attributes and relations to
other object types.

Example R1 (Data integration): For each job, a set of applications may
be created. In turn, for each application, several reviews may exist. Thereby,
a review comprises attributes like application, employee, remark, proposal and
appraisal.

R2 (Flexible access to data): Authorized data access should be enabled
at any point in time during process execution; i.e., not only during the execution
of a particular activity.

Example R2 (Flexible access to data): The personnel officer should
be allowed to access an application even if no activity is currently contained
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Fig. 2. Types of form-based activities

in his worklist. Furthermore, he should be allowed to update selected attributes
from an application whenever needed.

R3 (Support of form-based activities and control flow within user
forms): A form-based activity comprises a set of atomic actions. Each of them
corresponds to either an input field for writing or a data field for reading the value
of an object attribute. Which attributes may be written or read in a particular
form-based activity may depend on the user invoking this activity and the state
of the object instance. In addition, since the writing of particular attributes are
mandatory, these forms must signalize which are the corresponding mandatory
input fields. However, whether a certain object attribute is mandatory in an
activity might depend on the value of other related attributes; i.e., when filling
a form, certain attributes might become mandatory on the fly.

Example R3a (Form-based activities): An employee requires a form-
based activity to write a review for an application. To complete this activity,
she must assign values to attributes remark, proposal, and appraisal. In addition,
she might access the attributes values of the corresponding application.

Example R3b (Control flow within user forms): If an employee chooses
to reject a job application, she must provide a reason for this; i.e., attribute
rejection reason becomes mandatory and a value must be set for it.

R4 (Support of variable activity granularity): Due to the tight inte-
gration with data, the behavior of the form-based activities might be related
to more than one object instance; i.e., some activities might read/write data in
more than one object instance. Accordingly, they may be classified as instance-
specific, context-specific, and batch activities. Instance-specific activities corre-
spond to exactly one object instance (cf. Fig. 2a). When executing it, attributes
of that object instance may be read, written or updated using a form. In turn,
a context-sensitive activity additionally includes form fields corresponding to
higher- or lower-level object instances (cf. Fig. 2b). Finally, batch activities al-
low users to change a collection of object instances in one go; i.e., attribute values
are assigned to all selected object instances using one single form (cf. Fig. 2c).
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Example R4 (Support of variable activity granularity): An employee

may choose a context-sensitive activity to edit a review; i.e., to write at-
tributes proposal and appraisal and to read attributes referring to the respective
application. In turn, personnel officer may choose a batch activity to mark all
the other applications as “rejected” when an applicant is hired for the job.

R5 (Support of mandatory as well as optional activities): In order
to reach process objectives, certain activities must be mandatorily executed for
progressing with the control-flow. At the same time, users should be allowed to
optionally execute additional activities; e.g., to write certain attributes even if
they are not required at the moment.

Example R5a (Mandatory activity): When performing a review of a
job application, the employee must provide a recommendation on whether to
invite the job applicant for an interview or reject the job application; i.e., a
form-based activity needs to be mandatorily executed.

Example R5b (Optional activity): After a review has been requested
and performed by an employee, the personnel officer might want to update the
review request; e.g., attribute remark may be optionally updated even if it has
been already set.

R6 (Alignment of process execution with object behavior): It should
be possible to determine in which order and by whom object attributes must be
(mandatorily) written and what valid attribute value settings are. Consequently,
for each object type, its behavior should be definable in terms of states and
transitions. In particular, it should be possible to drive process execution based
on data and to dynamically react on attribute value changes. Hence, it is crucial
to map states to attribute values.

Example R6 (Object behavior): The object review can be defined by
different states: initiated (when the personnel officer is setting which job

application is going to be reviewed and which employee shall perform the
review), under review (when the employee decides whether reject or invite the
job applicant), rejected (if the job application is rejected), and invited (if
the employee decides to invite the job applicant for an interview). An employee

may only provide a review for a particular job application if the process is cur-
rently at state under review. The latter is automatically activated as soon as
values for attributes employee and application have been assigned. If he rejects

the job application (i.e., attribute proposal is set as rejected), then the at-
tribute remark shall instantly become mandatory.

R7 (Support of flexible process execution): The value setting of cer-
tain object attributes are mandatory for process execution; i.e., the mandatory
activities enforce the value setting of these object attributes as required for pro-
gressing with the process. In principle, respective attributes might be written
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by executing optional activities as well. If an optional activity is executed be-
fore activating a mandatory activity, the latter may be automatically skipped
(if other attribute mandatorily set by it have been written before as well).

Example R7 (Flexible process execution): An employee might reject

a job application, through an optional activity, while the personnel officer

is still setting values for other attributes regarding the review; i.e., the review

activity is skipped and will not be shown in the employee’s worklist.

R8 (Support of activity re-execution): Users should be allowed to re-
execute a particular activity (i.e., to update the referring attributes), even if all
mandatory attributes have been already set. To reflect this behavior, users must
explicitly commit the completion of the respective activity.

Example R8 (Activity re-execution): An employee may change his
proposal (i.e., invite or reject the job applicant) in the context of a review

arbitrarily often, as long as he has not explicitly confirmed his decision.

R9 (Enable proper data authorization): To enable access to data at any
point in time, permissions for creating and deleting object instances as well as
for reading/writing their attributes must be defined. However, attribute changes
contradicting to object behavior must be prevented. To achieve this, the progress
of the process must be taken into account when granting permissions to change
object attributes.

Example R9 (Proper data authorization): An employee must not see
the review proposal of other employees. At the same time, she must not update
her own proposal after submitting it to the personnel officer.

4 The Case Handling Paradigm

Case Handling (CH) [2, 14, 15] is a paradigm for supporting flexible and
knowledge-intensive processes by strongly integrating them with data. This sec-
tion first summarizes basic CH concepts. This is followed by a discussion on
whether or not CH meets the requirements introduced in Section 3.2.

4.1 Basic Case Handling Concepts

The core concept of the CH approach is the case type. The latter comprises tasks
(i.e., activities), atomic data elements, and a set of precedence relations between
the tasks making up a process. Opposed to traditional activity-centric PrMS,
the primary driver for progressing with a case (i.e., a process instance) is not
the event related to task completion, but the availability of values for the data
elements of the case. While an activity-centric process model clearly separates
the process from its associated data, CH integrates both in a tighter manner,
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Fig. 3. CH paradigm applied to our example

using produced data not only for routing decisions, but also for determining
which parts of the process have already been accomplished. With CH, each
task may be associated with three sets of data elements, each serving a distinct
purpose: the first association is between a task and all data elements that must
be accessible while performing this task. Further, all data elements mandatory

for a task must be set (i.e., bound to a value) before the task itself is considered
to be completed by the CH system. Finally, a data object may have a random
number of tasks to which it is restricted, meaning that it can only be updated
while performing one of these tasks. Interactive tasks are connected to forms,
each providing access to a selection of data objects. Note that a particular form
may be associated with multiple tasks. Finally, it is possible to associate a form
to the case itself; i.e., the case and its data elements may be accessed at any
point in time using this form.

If a user closes a form after filling out only parts of the mandatory data
fields of a task, despite the task not considered as finished, data already entered
will still be available to the person who continues working on that task. Such a
closely intertwined relation between data and process, however, abandons their
often unnatural separation as pursued in traditional PrMS. With the status of
data elements being the primary determinant of the case status, this concept
overcomes some of the limitations of traditional PrMS:

– Work can now be organized by those performing it with a far higher degree
of freedom. Activities may either be performed only partially, without losing
intermediary results, or multiple related activities may be handled in one go,
surpassing the weakened border between tasks.

– Routing is no longer solely determined by the pre-specified process model.
Case types may be designed in such a manner that multiple activities are
enabled concurrently, providing different ways of achieving the same goal.
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In addition to the execute role, specifying the subset of resources allowed
to handle a specific task, CH introduces two other roles being crucial for any
operational support: the skip and redo roles. The skip role allows users to bypass
a selected task. To skip a task, however, all preceding tasks, which have not
been completed yet must be skipped (or completed) beforehand. This becomes
necessary to ensure an unambiguous state of the process. In turn, the redo role

enables the user to deliberately roll back the state’s case by undoing tasks. In the
latter context, the values provided for data objects during the execution of tasks,
which are now undone, are not discarded, but merely marked as unconfirmed.
Hence, they may serve as a default value when re-executing the respective tasks
later on. Before a task may be redone, all subsequent tasks that have already
been completed must be rolled back as well.

Fig. 3a illustrates an example of how cases and sub-cases can be related. In
this example, the case of type job offer is related to a varying number of sub-
cases of type job application. In turn, this sub-case may be related to different
reviews. Details of a case type are shown in Fig. 3c. Thereby, data elements
are associated with forms representing corresponding input fields. In turn, forms
are associated with tasks. In our example, the depicted form is associated to
both tasks of the case. More precisely, data elements name, birthdate and e-mail

address are mandatory for completing task Fill in job application form, while
data element skills is mandatory for task Inform skills. In particular, data
element name may be only filled in the context of task Fill in job application

form. Data element remarks, in turn, is a so-called free data element ; i.e., it may
be accessed at any point in time during case executiong by any involved user
role.

4.2 How Does Case Handling Meet the Requirements of
Object-aware Processes

We now analyze and discuss whether CH meets the requirements of object-aware
processes presented in Section 3.2. This analysis is based on previous case studies
[5, 6, 8] as well as on hands-on experience with the CH tool BPMone1. The latter
is a commercial tool that implements the concepts of the CH paradigm.

R1 (Data integration): In CH, a case may be considered in tight accor-
dance with an object ; i.e., the data elements related to a case may logically be
considered as data attributes of an object. Further, a case may be hierarchically
related with sub-cases, representing object relationships. However, only direct
relations (i.e., case and correspondent sub-cases) are supported. Neither interac-
tions between two instances of the same case nor access to a case’s data elements
by a corresponding sub-case are allowed (cf. Fig. 3b).

R2 (Flexible access to data): One of the main characteristics of the CH
paradigm is its focus on the entire case; i.e., all users get full reading access
to the whole case when they are executing any activity. In particular, context

1 http://www.perceptivesoftware.com/products/perceptive-process/business-
process-management
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tunneling (i.e., limitation of the user’s view to single work items) is avoided,
which increases process flexibility. The users involved in one case instance may
read all related data elements of the case at any point in time. Additionally,
values of free data elements may be edited by all users at any point in time
during case execution.

R3 (Support of form-based activities and control flow within user
forms): Like activity-based modeling approaches, in CH, process steps corre-
spond to activities. Such activities can be implemented in terms of forms. Each
form is linked with a collection of atomic data elements, which are either manda-
tory or restricted. An activity will be considered as completed if all mandatory
data elements have an assigned value. However, CH does not allow a field (and
the corresponding data element) to become mandatory dynamically; i.e., there
are no mechanisms that allow defining the internal flow logic within a form.
Hence, this requirement is not completely met.

R4 (Support of variable activity granularity): Similar to activity-
centric approaches, in the CH paradigm, each task instance is related to exactly
one process instance (i.e., instance-specific activities). However, using sub-cases
as workaround, context-sensitive activities are partially; i.e., if a case has sub-
cases, its tasks may access data elements from its sub-cases. Since CH does
not support interactions among different instances of the same case type, batch
activities are not directly supported.

R5 (Support of mandatory as well as optional activities): In CH,
a task may have associated data elements that must be set before completing
the case. Setting these mandatory data elements is considered as a mandatory
activity. In turn, the definition of optional activities in CH is enabled by the use
of free data elements. Since the latter are not relevant for process control, they
may be set at any point in time during case execution by any user involved in
the case.

R6 (Alignment of process execution with object behavior): In par-
ticular, the data elements of a case may be associated with tasks (i.e., activities)
and be declared as mandatory or restricted. Free data elements, in turn, may be
changed at any point in time by any user involved in the case. Thereby, CH al-
lows capturing of the object behavior. In other words, by associating mandatory
data elements with tasks from a case, it becomes possible to specify in which
order and by whom these data elements (or object attributes) shall be written.
Additionally, input fields and transitions may be associated with constraints on
attribute values. Finally, it is possible to initialize and terminate a case instance
at any point in time.

R7 (Support of flexible process execution): Enabling of a task is driven
by data; i.e., tasks are enabled when data becomes available. When all mandatory
data elements, related to a particular activity, are set, the subsequent activity
becomes enabled. Additionally, tasks may be automatically skipped at runtime
if their mandatory data elements have been provided by other tasks before.

R8 (Support of activity re-execution): For each task in CH, separate
roles can be defined. More precisely, it is possible to define who shall work on
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an activity and who may redo or skip it. The redo role allows actors to execute
activities several times. However, the user may re-execute the task only until
the completion of the respective case. If the execution of the case is completed,
the user must not re-execute the task anymore. Hence, user commitments are
not considered; i.e., the user cannot indicate to the system that he agrees with
the values, set for the data elements, so that the task is then finished in a user-
controlled way.

R9 (Enable proper data authorization): In CH, data elements are as-
sociated with the tasks in order to define the order in which they shall be set.
The user role assigned as execute role to a particular activity is the one al-
lowed to write the related data elements. However, the direct association of roles
with tasks does not allow declaring such tasks as optional for other user roles.
Moreover, to avoid context-tunneling, any user involved in the case may read
information of the entire case at any point in time; i.e., data privacy becomes a
severe issue.

5 Enhancing the Case Handling Paradigm

The CH paradigm overcomes many of the limitations caused by the missing
integration of data and processes. However, as discussed, there still exist re-
quirements not fully met by CH; e.g., concerning flexible activity granularity
and data privacy issues. Although CH focus on data as driver for process execu-
tion, it does not take object states and transitions between them into account;
i.e., CH does not enable mappings between attribute values and objects states
and therefore is unable to ensure compliance between them. To deal with these
drawbacks of the CH paradigm and other existing data-centric approaches, we
have developed the PHILharmonicFlows framework. Fig. 4 summarizes its main
components. Basically, PHILharmonicFlows comprises both modeling and run-

time environment enabling full lifecycle support for object-aware processes. As a
fundamental prerequisite, a data model describing the respective domain needs
to be defined; i.e., object type and relations are defined (cf. Fig. 5a).

The modeling environment of PHILharmonicFlows enforces a well-defined
modeling methodology governing the definition of processes at two different levels
of granularity: micro and macro processes. A micro process captures the behavior
of an object (cf. Fig. 6), while the macro process realizes the objects interactions.
In particular, PHILharmonicFlows supports the interaction and coordination
of object instances asynchronously as long this does not violate any semantic
dependencies to be considered.

Process and data authorization is based on user roles. Data may be accessed
optionally and at any point in time. In turn, process execution is based on
permissions for creating and deleting object instances as well as for reading or
writing their attributes. Furthermore, to enable access at the object attribute
level, PHILharmonicFlows maintains a comprehensive authorization table. Fi-
nally, based on these authorization settings, PHILharmonicFlows automatically
generates user forms. Besides the form-based activities, the framework support
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Fig. 4. PHILharmonicFlows
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black-box activities as well (i.e., activities that invoke external applications or
functions that implement more complex computations).

The runtime environment provides data- and process-oriented views to end-
users; i.e., authorized users may invoke activities for accessing data at any point
in time as well as activities needed to proceed with the flow of the processes.
Moreover, PHILharmonicFlows is based on a well-defined formal semantics,
which allows for the automatic generation of end-user components corresponding
to the runtime environment (e.g., user worklists and form-based activities).



Due to the lack of space, we do not describe the components of the framework.
A more detailed description of the framework as well as its components can be
found in [7, 16].

6 Summary & Outlook

In this paper, we discussed the limitations of the CH paradigm regarding the sup-
port of object-aware processes. We based this discussion on several case studies,
including hands-on experience we gathered when working with the CH system
BPMone.
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Fig. 7. Comparing the CH paradigm and PHILharmonicFlows

In particular, CH does not enable mappings between attribute values and ob-
jects states and therefore is unable to ensure compliance between them. Hence,
problems like the limited interaction among case instances and lack of data pri-
vacy make the CH paradigm unsuitable for object-aware processes. We further
presented the PHILharmonicFlows framework. Its objective is to enhance the
power of CH paradigm and other data-centric approaches to enable proper sup-
port of such processes. This approach has been applied in several case studies
comprising different domains (e.g., human resources management, healthcare,
and automotive industry). As proof-of-concept, a prototype has been developed,
enabling the modeling and enactment of object-aware processes. Finally, Fig. 7
shows a compilation of the requirements of object-aware processes and how well
both approaches (i.e., CH and PHILharmonicFlows) meet them.

Acknowledgements

The authors would like to acknowledge the financial support provided by the
Ernst Wilken Foundation.

102



References

[1] Reichert, M., Weber, B.: Enabling Flexibility in Process-aware Information
Systems: Challenges, Methods, Technologies. Springer (2012)

[2] van der Aalst, W.M.P., Weske, M., Grünbauer, D.: Case handling: A new
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Abstract. The internetworking and the outsourcing of business activi-
ties have become essential in the short term to maintain competitiveness
in the market, as it allows to significantly reduce time and cost of core
business processes. However, outsourcing, increasing the level of informa-
tion sharing, imposes new precautions to maintain, in the medium and
long-term, strategic control over the knowledge produced and exchanged,
both in terms of “know-how” and “know-that”. Especially for SMEs, his
implies substantial risk of a technological nature, in that it requires com-
plex and extremely expensive technological framework. KITE.it aims to
develop a methodological and technological framework to support the
transition of the advanced mechanical supply chains towards Value Net-
work models able to guarantee:
– interoperability and cooperation between firms and individuals in the

network;
– the management and securing of the intellectual capital;
– measurement and performance optimization.

Key words: Business Process Management, Data Analysis

1 Introduction

The exit from the great global crisis towards a new cycle of development re-
quires to move from organizational and inter-organizational models, based on
a strict definition of roles and organizational boundaries, to structures defined
as a Value Network (VN): an organizational structure by fluid boundaries and
the complex relational dynamics in which individuals, groups and organizations
thrive through complex processes of interchange and integration of value, based
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Fig. 1. KITE.it end to end methodology

on the network paradigm[2]. In this context, the competitiveness of the Made in
Italy must be defended and enhanced redefining business models and business
processes according to the VM Paradigm. We define VN as the integration of
a Business Network (or network of enterprises) and the corresponding Social
Network: the first characterized by the mediation of the economic value, while
the second by the mediation of knowledge and intellectual capital of knowledge
workers. In an increasingly, uncertain and changeable market, business agility
is the mantra of knowledge driven organization [1]. A variety of tools and tech-
nologies were developed to simplify the communication among organizations and
people across the VN. These tools are focused on information sharing and are
characterized by the ability to integrate information systems, to connect the
processes of an organization to those of suppliers and make the process acces-
sible to the customers. Exhortation to collaboration, sharing, cooperation and
the ability to rapidly set up their business and the value network in which an
organization operates, is hampered by several kinds of issues, such as the dis-
semination of know-how, and this could damage the company. KITE.it project,
is aimed at providing the conceptual, methodological and technological tool to
maximize the ability to obtain agile, collaborative and social business in a se-
cure manner, that is minimizing the risk. Therefore the fundamental ambition
is the safe business agility; which means that both the process and the entire
organization needs to be flexible.

2 KITE.it Methodology

An agile organization is expected to adapt itself to a changing environment
proactively. Such adjustment should be done quickly at the level of modeling and
implementation: a modified model is to be transferred seamlessly and quickly to
the computer systems supporting the organization.

KITE.it “End to End” Methodology manages iteratively the entire business
life cycle both at strategic and operational level. At the strategic level the ex-
ogenous variables and the value network in which the organization operate are
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Fig. 2. Elements of the Strategy phase

analyzed. At the operational level, the strategy and the corporate policies are
realized by an architecture of core processes supported by support processes.
The big picture of KITE.it methodology is very simple. As described in Fig.1,
it consists of two main iterative phases, which correspond to the two levels of
analysis the methodology is based on: Strategy and Operations, preceded by a
initial bootstrap phase in which teams are set up and the methodology imple-
mentation plan is established. As described in Fig.2, in the Strategy phase we
identify four iterative steps:

– Strategic Analysis S.
– Goal Setting S2.
– KPI and Target S3.
– Risk and Policies S4.

2.1 Strategical Analysis S1

After an analysis of the value network environment (socio-economic-political),
it is necessary:

– to establish the vision,
– to analyze the value networks in which the company operates by identifying

roles and value flows,
– and finally to define the value proposition.

The E3Value method [3] is indicated by KITE.it methodology as the preferred
notation to model Value Networks. In addition, services to be implemented or
modified are identified. The last step of this phase is to establish the value chain,
that is the core processes that will be linked with the goals identified in step S2.
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2.2 Goal Setting S2

At this stage strategic goals, that the organization wants to achieve, are identi-
fied. This analysis is done according to four different perspectives:

– Financial.
– Value Network.
– Processes.
– Learning and growth.

These perspectives are borrowed from the BSC methodology [4] (balanced
scorecards) in which the Customer perspective is extended to the Value Network
and the Internal Process perspective is extended to cover collaborative processes.

2.3 KPI and Target S3

All goals previously identified are mapped to key performance indicators and
target values, that give the possibility to check the distance from each goal
achievement. Trough the objective identified in the scorecard perspectives, at this
stage we establish all the measures with a low level of detail. In the operational
phase methodology such measures will become detailed process metrics.

2.4 Risk and Policies S4

The final step in this phase gathers business requirements for the operational
phase, policies that will support the objectives are established and the business
risks associated with the objectives and any policies to mitigate them are identi-
fied. The Strategy phase is iterative by nature and therefore the steps described
are repeated until a stable and shared strategic model is obtained. These itera-
tions may affect structural changes: once a risk is identified and its probability
and impact is assessed, it may be necessary not only to review the objectives
and the policies, but sometimes even the value proposition with profound effects
on the organization. In order to carry out this phase in a truly effective way, it
is needed the active involvement of the top management. As described in Fig.2,
in the Operation phase we identify four iterative steps:

– Business modeling - O1.
– Define Metrics - O2.
– Enacts - O3.
– Monitoring - O4.

2.5 Business Modeling - O1

This is the stage where the requirements of the strategic analysis become business
models or diagrams; different models will be defined to establish the process
architecture, the organizational structure, processes at various levels of detail,
the business decisions and the operational risks associated with the processes.
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Fig. 3. Elements of the Operation phase

2.6 Define Metrics - O2

Starting from performance indicators, identified in the step S3 of the Strategy
phase, the measures to be carried out on individual processes and methods for
the recovery of the necessary information are set out in detail. The KITE.it
methodology provides a model for the metrics specifically defined by the project.

2.7 Enacts - O3

At this stage the models are ingrained into the organization’s operations. The
necessary components will be developed and put into production with the pro-
cesses by integrating all in an environment of social cooperation.

2.8 Monitoring - O4

The Monitoring stage is critical to ensure the ability:

– to continuously improve the performance of the organization,
– to verify the achievement of strategic objectives,
– and to control risks.

Using the information about the process, and the security and SNA measures,
we will be able to close the loop and to reiterate the end-to-end methodology
by restarting from the Strategic analysis (S1) or from Business modeling (O1)
to make ever more effective the action of the business.
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Fig. 4. Kite.it integrated BPM approach

3 Data Loss Prevention Scenario

Our first investigations was related to a Data Loss Prevention Scenario. The loss
of sensitive information are critical for organization, solutions for preventing data
leakage incidents are based on systems designed to detect potential data breach
transmissions and prevent them by blocking data while in-use (endpoint actions),
in-motion (network traffic), and at-rest (data storage)[5]. These systems provides
logs describing the interactions among the organization and are typically able
to track the originator and addressee of a data transmission, together with the
action operated on data. Using this information KITE.it tacks the dynamics
on the exchange of intellectual capital within the VN. In fact, the DLP system
allows to extract information about the manufacturing process, the collaboration
process and the social network of the interactions. The objective of KITE.it is
to provide an unified view on these dimensions providing integrated metrics to
enhance Business Process Monitoring, as illustrated in Fig.4.

Acknowledgements

This work was partly funded by the Italian Ministry of Economic Development
under the Industria 2015 contract -KITE.it project.

109



References

[1] Allee, V.: The future of knowledge: Increasing prosperity through value
networks. Routledge (2003)

[2] Prahalad, C.K., Ramaswamy, V.: The future of competition. Harvard Busi-
ness School Press, Boston, MA (2004)

[3] Gordijn, J., Akkermans, H., Van Vliet, J.: Designing and evaluating e-
business models. IEEE intelligent Systems 16(4) (2001) 11–17

[4] Kaplan, R., Kaplan, R.S., Norton, D.P.: The balanced scorecard: translating
strategy into action. Harvard Business Press (1996)

[5] Shabtai, A., Elovici, Y., Rokach, L.: A taxonomy of data leakage prevention
solutions. In: A Survey of Data Leakage Detection and Prevention Solutions.
Springer (2012) 11–15

110



On Process Rewriting for Business Process
Security

(Extended Abstract)

Rafael Accorsi

University of Freiburg, Germany
accorsi@iig.uni-freiburg.de

Abstract. This paper reports on ongoing work towards a framework to
automatically rewrite business process models and, thereby, correctively
enforce adherence to regulatory compliance and security policies. Specif-
ically, the paper first motivates the need for rewriting mechanisms as a
means to enforce a particular class of properties. Second, it describes the
main building blocks of ReWrite, the framework to automatically rewrit-
ing process specifications. Third, in order to preserve the functional goals
of the processes upon rewriting, a set of congruence relations is defined
and their appropriateness is discussed. The presentation of the formal
framework and rewriting algorithms is deferred to the full paper version.

1 Introduction

Ensuring the compliance of business processes to regulations and security policies
is of utmost importance in business process management [1, 31]. Approaches to
assess compliance can be classified into [8, 25]: (1) forward compliance checking
aims to design and implement processes where conforming behavior is enforced
and (2) backward compliance checking aims to detect and localize non-conforming
behavior. This paper focuses on forward compliance checking based on business
process models and policies. In this setting, previous work addresses the annota-
tion of business processes [15, 23], requirements elicitation [11, 10, 26] and formal
verification [2–4, 6]. None of the previous work has considered the intersection
of rewriting techniques for programs and the corrective enforcement of business
processes compliance. This paper sets out to investigate this connection.

Specifically, this paper starts by motivating the need for rewriting mecha-
nisms as a means to enforce a class of complex safety properties which encompass
compliance requirements. In contrast to previous works, which merely present
the challenge of enforcing compliance, this paper formally substantiates the need
for rewriting using formal enforcement theories of computer security. By doing
so, one establishes the relationship between the class of properties and the cor-
responding enforcement mechanisms needed to guarantee these properties.

Based on this, the paper further presents the building blocks and examples of
the framework ReWrite to automatically rewrite business processes specifications
and, thereby, ensure compliance with pertinent policies. The overall approach is
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depicted in Fig. 1. The key insight is to split responsibilities during the modeling
phase and focus on the core competencies of each actor: the business experts
design a process model (e.g. using BPMN or BPMN) and compliance experts
design the compliance policy (i.e. description of applicable controls) and denote
the processes to which they apply. The goal of ReWrite is to take process and
policy specifications as input and produce an executable process model which
complies to the policy.

Fig. 1. ReWrite approach.

Clearly, modifying the struc-
ture of the process may lead
to a specification that does not
achieve the business goals desig-
nated for that process. To circum-
vent this issue while still allow-
ing for rewriting, one must de-
fine similarity relations between
the original and the modified pro-
cesses in terms of execution traces
their produce: only modifications
that preserve the similarity rela-
tion are appropriate. These rela-
tions are, however, not characterized in the literature. This paper defines and
investigates the adequacy of four congruence relations. Initial investigations car-
ried out with ReWrite show that rewriting operators – append, delete and replace
activities in process models – can be supported by such relations, thereby allow-
ing for effective rewriting algorithms.

Taking stock, this paper provides the following contributions:

– Establishes the relationship between the compliance requirements, the un-
derlying formal properties and the enforcement mechanisms. In particular, it
shows a class of properties that can only be enforced using process rewriting
and that process rewriting can enforce all other kinds of properties.

– Presents the main building blocks of ReWrite. Specifically, it presents µBPMN,
a Turing complete fragment of BPMN to express business processes and a
meta-model for the expression of compliance policies. An example will illus-
trate the interplay of these requirements for rewriting.

– Defines four congruence relations to guarantee the compliance with require-
ments while preserving the business (functional) goal of the process and
discusses their adequacy for rewriting.

– Reports on ongoing implementation of the ReWrite framework “as-a-service”
and describes how its evaluation will be conducted.

The rewriting framework proposed in this paper can be used in three dimen-
sions and timepoints along the business process management lifecycle. Firstly,
before the process execution to ensure compliance “by design”. Here, if one as-
sumes that process are stable and faithfully executed by the business process
management system, then rewriting is capable of enforcing the designated class
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(a) (b)

Fig. 2. Original process (a) and process after rewriting (b) .

of compliance properties. Secondly, during the execution for corrective enforce-
ment. In this setting, an execution monitor with rewriting capabilities is needed
to enforce properties. While this dimension comes along with a considerable per-
formance overhead, it allows for flexible process whose compliance can be guar-
anteed at runtime. Thirdly, after the execution as a mechanism for automated
process enhancement and re-design based upon process models reconstructed
from event logs using process mining [30].

While the foundation of ReWrite can be used in any of these perspectives
and timepoints, this paper focuses on the “by design” perspective – especially
in terms of implementation. We currently apply these techniques to re-design
reconstructed processes. Carrying over these concepts to in-line process moni-
toring is subject of future work. Further, it should be remarked that the focus
of this paper is the presentation of the ReWrite framework, its building blocks
and application. Pertinent proofs for properties – e.g., the Turing completeness
µBPMN – are deferred to a longer version of the paper.

Paper structure. Section 2 establishes the relationship between classes of com-
pliance properties and the corresponding enforcement mechanisms, thereby mo-
tivating the need for rewriting. Section 3 introduces the main building blocks
of the rewriting approach, i.e. the process language and policies. Section 4 in-
troduces the congruence relations and the corresponding rewriting operations.
Section 5 reports on the implementation and evaluation of the approach.

Example 1. We illustrate the high-level operation of ReWrite using an example.
Consider the process model in Fig. 2(a). It stands for a medical workflow, namely
updating the patient record. Activity A denotes a staff member inputting the
patient_ID. If the ID exists, B queries the database and C updates the database
with the updated patient record; otherwise, if there is no such an ID, D issues
an error message. In both cases, E deletes local copies of query and record.
One security policy may require that, before showing the query results, the staff
member must be authenticated and authorized to do so, which is encoded with
the activity F . Given that information, rewriting would inspect the original
model to detect whether F is at the correct place. If not, ReWrite will add F
to the process, which produces the process model depicted in Fig. 2(b). The
remainder of this paper shows how to carry out such a rewriting. a
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2 Properties and Enforcement Mechanisms

Non-functional properties – be it security or privacy properties, or properties
arising from compliance requirements – can be classified according to two hier-
archies: (1) the Safety-Progress based on languages used to formalize the prop-
erties [12] and (2) the Safety-Liveness based on mechanisms used to enforce the
properties [7]. This section argues that the enforcement of compliance require-
ments demands process rewriting. It does so by revisiting these two theories.

2.1 Safety-Progress Hierarchy

Chang et al. [12] define four operators and, based upon them, six formal lan-
guages organized in a hierarchy. Let Σ∗ be the set of all finite words over an
alphabet Σ, Σ+ the set of non-empty, finite words and Σw the set of all infinite
words over the alphabet Σ. Let Φ be a finite language, the operators are:

– A(Φ) encompasses all σ, s. t. every prefixes of σ are in Φ.
– E(Φ) encompasses all σ, s. t. some prefixes of σ are in Φ.
– R(Φ) encompasses all σ, s. t. infinite many prefixes of σ are in Φ.
– P (Φ) encompasses all σ, s. t. all but a finite number of prefixes of σ are in Φ.

With these operators at hand one can define the six languages which build, for
finite languages Φ and Ψ , the hierarchy depicted in Fig. 3.

1. Safety language: Π = A(Φ).
2. Guarantee language: Π = E(Φ).
3. Obligation language: Π = ∩mi=1(A(Φi) ∪ E(Ψi)).
4. Response language: Π = R(Φ).
5. Persistence language: Π = P (Φ).
6. Reactivity language: Π = ∩mi=1(R(Φi) ∪ P (Ψi)).

Fig. 3. Safety-response.

In Fig. 3, each language encompasses those be-
neath it. This follows directly from the definition
of the languages. For example, the language Obli-
gation is built by the conjunction of the languages
Safety and Guarantee. Further, all the Safety lan-
guages can be expressed in terms of the Obliga-
tion language, wheras the corresponding Guaran-
tee part is empty (i.e. E(Ψi) = ∅)
Obligation and Guarantee. Due to the existence
operator E(Φ) the Obligation and Guarantee lan-
guages are relevant for the formalization of security and compliance require-
ments. For example, classical access control could be expressed in a way that
the required prefix – denoting the process state – is available already by during
the access decision. In this case, it can be decided that the property holds and
could be no longer violated.
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In another case, the required prefix is not at the decision time and must be
built during the further continuation of the process instance. Here, one cannot
decide whether the obligation will be fulfilled in a later point in time. The en-
forcement of such property with classical access control is not possible. That is
because it cannot be decided whether the obligation will be fulfilled or not. If
at a given timepoint t one is to evaluate where a process instance is in the Obli-
gation language O1, then four different states are possible [20]: (1) true it can
be shown that the instance is in O1; (2) possibly true at t the instance is in O1,
but there is the possibility that the whole instance will not be in O1; (3) possibly
false at t the instance is not in O1, but it is possible that will eventually be in
the language; finally, (4) false, it can be shown that the instance is not in O1.

The rewriting approach presented in this paper allows for the automated
enforcement of cases that evaluate to possibly false. The other cases can be
tackled with existing access control mechanisms, in that they on the one hand
prevent the transition from possibly true to false or possibly false, or if they do
not allow the execution of a false instance.

2.2 Safety-Progress Hierarchy

This hierarchy is defined upon three well-known classes of preventive enforce-
ment mechanisms, namely: (1) static verification before the execution; (2) run-
time monitoring during the execution; and (3) rewriting before or during the
execution. In particular, each of these mechanisms can recognize and therefore
circumscribe a particular class of properties. The following formally defines the
hierarchy, which is depicted in Fig 4.

Fig. 4. Safety-liveness hierarchy.

Class Π0: Statically enforceable proper-
ties. A policy P is statically enforceable if
there is a Turing machine MP for P that
terminates in finite time if P holds in the
process. It can be shown that the class
of enforceable security properties corre-
sponds to the class of recursively decid-
able properties of programs, which in turn
corresponds to the arithmetic class Π0.
(See [16] for details.) Several properties can be statically verified before the
execution of a process [17]. The proof of a property stating that, e.g., a (stable)
process calls exactly 30 services is trivial: enumerate and count the service calls.
Class Π1: Runtime properties. The basis for the formalization of properties of
programs which can be enforced during the execution (so-called “execution mon-
itoring”) is an execution machine that generates traces (sequences of events).
Given a trace, for properties that can be enforced with an execution monitor
there must be a detector that identifies their violation during the runtime. Such
a detector must exhibit the following properties [28]: (1) the property detected by
the detector is irremediably violated; (2) the detector must identify the violation
in finite time; and (3) the detector mus be recursively decidable.
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The following criteria thus formally define the detector:

∀Π ∈ Ψ(Π) : P(Π)⇒ ∀σ ∈ Π : P̂(σ) (1)
∀τ ′ ∈ Ψ : ¬P̂(τ ′)⇒ ∀σ ∈ Ψ : ¬P̂(τ ′σ) (2)
∀σ ∈ Ψ : ¬P̂(σ)⇒ ∃i : ¬P̂(σ[..i]) (3)

σ 6∈ Γ ⇒ ∃i : (∀τ ∈ Ψ : σ[..i]τ 6∈ Γ ) (4)

Based upon this, it can be shown that the class of security properties enforced
by the monitor correspond to the class of co-recursively countable properties of
programs, thereby circumscribing the class Π1 of the arithmetic hierarchy.
Rewriting properties. The third class of properties in this hierarchy are those
which can be enforced with the modification of the program. The definition of
rewriting requires an adequate notion of equivalence. (See Sect. 4 for details.) For
a given equivalence relation≈, a rewriting mechanismR is considered “adequate”
for enforcement if it exhibits the following properties:

P (R(M)) (5)
P (M)⇒M ≈ R(M) (6)

These properties express that: Eq. (5) the modified program must guarantee
the compliance with a policy; and Eq. (6) if a program complies with a policy
before the rewriting, then it also complies with if after a modification. Hamlen et
al. [16] show that there are properties which can solely be enforced with rewriting.
However, in contrast to the previous classes, the rewriting mechanism does not
corresponds to a class in the arithmetic hierarchy. That is, there is no known
definition for a set of formal languages whose words denote properties, which
can be enforced with rewriting. Conversely, it can be shown that the classes of
properties Π0 (static verification) and Π1 (runtime monitoring) can be enforced
with rewriting mechanisms.

3 Building Blocks: Processes Models and Policies

The previous section demonstrates that there is a class of properties which de-
mand process rewriting for their enforcement. This section describes the techni-
cal building blocks that serve as input to ReWrite, namely process specifications
and policies, as depicted in Fig. 1.

3.1 µBPMN Syntax

Our rewriting approach considers µBPMN as the modeling language for busi-
ness processes. µBPMN is a Turing complete subset of BPMN containing its
main constructs a formal semantics. Turing completeness is insofar relevant as it
guarantees that all the computable processes can be modeled with and reasoned
about in µBPMN. The formal semantics is essential to allow the rewriting and
prove its correctness with regard to the congruence relations.
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The µBPMN syntax possesses both a graphical and an algebraic notation. The
graphic notation is the same as the corresponding of BPMN construct, whereas
only the subset of the elements depicted in Fig. 5 is considered. The algebraic
formalization is required to give semantics to the language, which is in this case
based upon π-calculus [27]. (The latter is omitted in this paper.)

Fig. 5. µBPMN language.

The graphical notation of µBPMN de-
picted in Fig. 5 consists of activities (sub-
processes, loops and sub-process loops)
and the gateways AND, OR and XOR,
which allow for the complete representa-
tion of logical constructs in the control
flow. Further, activities are linked with sequence arrows. Start and end markers
complete the subset of BPMN used in this paper. Based upon [22], we have de-
fined translations of µBPMN to BPEL – for execution – and workflow nets – for
reasoning, e.g. soundness.

The consideration of subset of BPMN does not restrict the applicability of the
approach. First, because more complex modeling elements are seldom employed.
According to [32], process models in industry usually consist of a few activities
with complex branches. Second, because the language can be extended using the
existing building blocks, should that be required.

Process modeled using the µBPMN are mapped a subset of the π-calculus.
Processes are thus described by a set of activities that are triggered one after
the other, provided the preconditions for their firing hold.
Relevant bits of µBPMN semantics. µBPMN has an operational semantics defined
via an abstract process execution engine – mimicking the operation of existing
BPMN engines – whose function is to determine the state transitions (choice
of the next activity) and the execution environment for the process execution
(provision of runtime parameters).

For the purposes of this paper, it is enough to consider a trace-based se-
mantics for µBPMN based upon this calculus. Let Π be a process, a path χ
of Π is defined as a sequence of input/output operations of Π upon the input
ω ∈ Σ. The set of all possible input parameters of a process Π is denoted by Γω;
Π(ω)→ χω denotes the path triggered by inputting ω into Π, which eventually
produces the path denoted by χΠω . Finally, ΞΠ denotes the set of all paths in a
process generated by Π(Γω). The congruence relations defined in Sect. 4 build
upon reductions of generated paths in order to describe the changes (rewriting)
in the process structure before the runtime. These changes are denoted as fol-
lows: n ; χω when activity names are deleted in one path; N ; χω if activity
names are deleted in all the possible paths of Π.

3.2 Compliance Rules

Figure 6 depicts the overall structure of a compliance rule in ReWrite. Each rule
consists of a scope, a modality and a control. The scope defines the process and,
therein, the control flow to which the rule applies. The modality describes how
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Fig. 6. The structure of compliance rules.

and where to apply the rule in a particular scope. The control defines which set of
activities are to be triggered, as well as their order, so to ensure rule compliance.

This structure is expressive enough to capture the so-called “usage control”
policies and, hence, the majority of regulatory compliance requirements on au-
tomated processes [24]. Generally, usage control policies refer to control flow
constraints based upon the patterns in Dwyer et al. [13]. That is, they regard,
for example, the absence, presence and cardinality of events, as well as their in-
terdependencies (e.g. one event as a response of the other and mutual exclusion
of event pairs). The evaluation envisaged for ReWrite considers these patterns.

Fig. 7. Class diagram for rules.

More specifically, the class diagram de-
picted in Fig. 7 shows how the compli-
ance rules are implemented in ReWrite.
The scope consists of a list of processes
to which the rule applies and one or more
XPath expressions that describe the inte-
gration of (the controls specified in) this
rule into the set of processes. The modal-
ity defines how the set of activities defined
in the scope are treated. These activities
can be deleted, replaced or complement
with other activities. The latter (i.e. ap-
pending) may have different modes. For
example, one can distinguish between appending before, after or during an ac-
tivity (in one execution branch of a parallel execution). Similarly, one can add
time constraints (e.g. “within three hours”) and cardinality constraints (e.g.
“exactly three times”). The controls with which the modalities are added to the
process (process rewriting) are described as fragments of the BPEL language.

We define a XML schema in order to express policies rules in a machine read-
able format. Figure 8 depicts a policy specified in this XML schema. This rule
applies to two processes (bpPatientReception and bpPatientInformation),
in particular their parts (loci-tag) blood pressure and weight (here we re-
place the corresponding XPath expressions for simplicity). The modality-tag
insertBefore conveys that the control process must be inserted before these
loci. The control process, specified in the tag BPELFragment, can require in both
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Fig. 8. Example of compliance rule.

cases the authentication of users using, for instance, their employee information.
The concrete service invocation is omitted here.

4 Congruence Relations and Rewriting Operators

This section sketches the rewriting operators necessary to ensure compliance.
While modifying processes models one must ensure that the functional char-
acteristics of processes are maintained. Therefore, before defining the rewriting
operators, this section sketches the congruence relations operators must fulfill.

4.1 Congruence Relations

Determining the semantic congruence of two arbitrary processes is a not de-
cidable problem [18]. We define atomic operators and a stepwise approach to
changing processes which turns out to be decidable and preserve the congruence
relations. This section presents four congruence relations which are defined in
terms of process paths. Taking two processes p1 and p2, the relations are:

– Full semantic congruence: all the paths generated by the process p1 can
also be generated by the process p2. Formally: Ξp1 = Ξp2 . This relation is
unsuitable for rewriting, as its own definition prohibits modifications.
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Fig. 9. Schematic illustration of the congruence relations.

– Strong semantic congruence: all the paths of the process p1 can also be
generated by the process p2 after the reduction to common activity names.
Formally: N = Ξp1 ∩Ξp2 .

– Unilateral semantic congruence: the set of all paths generated by the pro-
cess p2 is a subset of the set of paths generated by p1. Formally: Ξp2 ⊂ Ξp1 .

– Weak semantic congruence: At least one path generated the process p1 is
also a path of the process p2. Formally: Ξp1 ∩Ξp2 6= ∅.

Fig. 9 illustrates these relations. For simplicity, the processes are drawn as a sim-
ple state transition diagram (instead of µBPMN), with the dotted lines showing
a possible move in the “congruence game”. The shaded circles denote activities
that have been added to the process flow. The pictures denote examples of a
process flow that preserve the relations.

Lack of space prevents us from providing the formal definition of all these
relations. Below we provide the formal definition for the strong semantic con-
gruence, then jumping to the rewriting operators.

Definition 1. Two processes p1 and p2 are strongly semantic congruent if the
set of generated process paths after the reduction to the common names NC =
Ξp1 ∩Ξp2 6= ∅ is identical: (NC ; Ξp1) = (NC ; Ξp2). a

It is easy to show that this relation is commutative. The strong semantic
congruent relation allows changes in the process paths, as the activities names
are reduced to a set of names common to both processes. In doing so, rewriting
operators can be defined using this definition.

4.2 Rewriting Operators

The relations introduced in Sect. 4.2 are undecidable for two arbitrary processes.
This follows from Jancar [18], who has proved that for Petri nets. His proof
can be carry over to µBPMN: for each Petri net used in [18] we can build a
corresponding µBPMN process, a fact that follows from the Turing completeness
of both languages.

Still, for rewriting to work it is necessary to guarantee that the original and
the rewritten processes are semantically congruent and that the latter indeed
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Append Delete Replace
Full no no no
Strong yes yes yes
Unilateral partial partial no
Weak partial yes partial

Table 1. Overview of the congruence guarantees for rewriting operators.

executes the controls required by the compliance policies. To achieve this in a
decidable manner, we define atomic operators for appending, deleting and replac-
ing activities in the process which, whenever applied in isolation or sequentially
(one after the other), guarantee that the semantic congruence holds. Due to the
lack of space, the following focuses on the “append” operator. An overview of
the congruence guarantees for all the rewriting operators is given in Table 1.
The “append” operator. The “append” operator adds (missing or required)
activities to the process model. This operator can be applied without disturbing
the semantic congruence of processes. However, the following restrictions have
to be made for the case of the unilateral and weak semantic congruence:

– If an activity has already been appended to one of the process models, then
it is impossible to append further activities to the other model without dis-
turbing the unilateral semantic congruence relation.

– If the two processes possess solely one common path, then appending one
activity may disturb the congruence relations.

We have proved these properties for the corresponding congruence relations.
For the strong semantic congruence, the following can be shown:

Theorem 1. The append operator preserves the strong semantic congruence.a

Proof (Sketch). By appending an additional activity A to a process, then either
ΞP1 or ΞP2 are extended with further traces. The computation of NC = ΞP1 ∩
ΞP2 according to Def. 1 will, however, remove this extension (by renaming the
activities), so that the processes still fulfill the strong semantic congruence. ut

An analogous procedure can be used to demonstrate that the append op-
erator preserves the unilateral and the weak semantic congruence relations, as
shown in Table 1. Note that the “replace” operator is defined on the grounds of
the primitive operators “append” and “delete”.
Adequacy of semantic congruence. Establishing a relationship between the
rewriting operators, congruence relations and the original business goals of a
process is not trivial. Here, one can distinguish between the adequacy of dif-
ferent relations. Considering the strong semantic congruence and the “delete”
operators, for example. It is possible to remove nearly all activities of a process
and still fulfill the strong semantic congruence. Our experience shows that the
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unilateral semantic congruence is the most promising relation within the ReWrite
framework. It still suffers from the problem of the “delete” operator, but not to
the same degree as the strong semantic congruence.

To tackle this problem, we add the following restrictions to the framework:
(1) only activities that violate a compliance policy are deleted and, hence, should
anyway not be executed; (2) if the semantic congruence is only violated at the
same time that a compliance policy is violated, then the processes are still con-
gruent. It can be shown that these restrictions are necessary and sufficient to
tackle the problems arising from the “delete” operator.

5 Realization and Evaluation

The prototypical implementation of the ReWrite framework is based upon open-
source technologies for the automation of processes with the standards of µBPMN,
BPEL and automated translations from µBPMN into BPEL and the XML tools.
This section reports on the realization of ReWrite and its envisaged evaluation.

The ReWrite framework has been designed as a component of the Security
Workflow Analysis Toolkit (short, SWAT) [5]. SWAT is an Eclipse-based, extensi-
ble toolkit for the automated, well-founded security analysis of business processes
models to analyze process models in a multitude of ways. SWAT provides for the
following features: process editing, with import and export functions; process
simulation to generate log files and configure policy violations using OpenESB
as execution platform; policy editing to specify security and compliance policies;
and workflow analysis to check whether process models comply with properties.
See [5] for details.

Fig. 10. ReWrite in SWAT.

Figure 10 depicts the architecture
of ReWrite in SWAT. The design strat-
egy while integrating ReWrite into
SWAT is the “security-as-a-service”
approach. Correspondingly, the ar-
chitecture consists of two modules,
namely: (1) Modeling for process de-
sign and policy specification; and
(2) Execution for the rewriting of non-
compliant process models and the au-
tomated execution of processes. Re-
garding (1), SWAT offers support for
process modeling in µBPMN, BPEL
and Petri nets, whereas for process ex-
ecution the specifications are translated into BPEL. Compliance policies are spec-
ified using the XML editor “Oxygen”, which is embedded in SWAT. Ongoing work
is designing a policy editor and consistency checker for compliance rules. Regard-
ing (2), SWAT employs OpenESB as an execution platform, whereas Glassfish
acts an application server. It should be noted, though, that the actual realization
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of ReWrite does not require these technologies. Ongoing work is testing with a
realization based upon jBPM.

The core of rewriting is actual modification of processes. The algorithms im-
plementing these operators must guarantee, one the one hand, that the congru-
ence relations are preserved (see Sect. 4.2) and, on the other, that the produced
process models are correct with regard to the compliance policy. The latter de-
pends on the compliance policy (i.e. controls defined therein) that are applied
to the process. This is, however, out of the scope of this paper, as well as deter-
mining inconsistencies among policies.

The strategies for actually rewriting the processes is based on XSLT patterns,
which are responsible for the transformation of XML documents (process models)
with stylesheets. (Recall that the policy defines the scope of the rule, i.e., where
to rewrite the process.) The following shows this using the append operator.

Example 2. To guarantee the integrity of data, one can trigger controls after each
data input. Considering a health care setting, for example, one could demand
that, after inputting the results of an exam, the patient ID should be entered
again to avoid mistakes. The realization of this requirement demands inserting a
control after one activity. The corresponding algorithm thus replaces one activity
with a pair activity and control. The XSLT template to enforce this control is as
follows (we omit the actual call to the service realizing the control):

<x s l : t e m p l a t e match= ’ ’ b p e l : a s s i g n [ @actionType= ’ C o n t r o l A f t e r E a c h ’ ] ’ ’>
<b p e l : s e q u e n c e name= ’ ’ R u l e V e r i f y ’ ’>

<b p e l : a s s i g n name= ’ ’ E n t e r R e s u l t ’ ’ p o l i c y : a c t i o n T y p e= ’ ’ R e s u l t ’ ’>
<x l s : a p p l y −t e m p l a t e />

</ b p e l : a s s i g n>
<b p e l : a s s i g n name= ’ ’ V e r i f y P a t i e n t I D ’ ’>

Replace by a c t u a l c o n t r o l from c o m p l i a n c e r u l e
</ b p e l : a s s i g n>

</ b p e l : s e q u e n c e>
</ x s l : t e m p l a t e>

This template employs the namespace policy, with which action types can be
assigned to activities. This facilitates the rewriting in processes where multiple
occurrences of the same activity happen and are in the scope of a rule. a

ReWrite envisaged evaluation. We plan to carried out an extensive evaluation of
ReWrite, where qualitative and quantitative issues were of interest: firstly, which
policies can be rewritten; secondly, what are the performance figures obtained
in doing so. This section reports on the former.

To evaluate the expressiveness of ReWrite we plan to employ workflow pat-
terns [29] and compliance policy patterns [13]. Specifically, we take a represen-
tative subset workflow patterns as the minimal process specification. These pat-
terns can be seen as appropriate building blocks for process specifications and,
hence, if rewriting succeeds for these patterns, it also succeeds for more complex
specifications composed using workflow patterns. The compliance rules build
upon the patterns of Dwyer et al. [13]. These patterns characterize a repre-
sentative set of primitive structural requirements of programs, such as the ab-
sence, precedence and bounded existence of activities. However, the patterns can
equally well be applied to business processes [3, 25]. More importantly though,
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the properties characterized by the patterns lie in the class of properties whose
enforcement requires rewriting (see Sect. 2).

To actually assess the expressiveness of ReWrite, we need to determine which
policy pattern can be added to which workflow pattern and, further, which could
be alternatively enforced with an execution monitor (EM) and which demand
rewriting (RW). Our goal is to demonstrate that each workflow pattern can be
rewritten to comply with the corresponding policy pattern. Ongoing experiments
deliver very promising preliminary results that substantiate this conjecture.

6 Related Work

Approaches to assessing business process compliance can be classified as [8, 25]:
(1) forward compliance checking aims to design and implement processes where
conforming behavior is enforced and (2) backward compliance checking aims to
detect and localize non-conforming behavior. ReWrite is a forward compliance
checking approach based on business process models and compliance policies. Re-
lated work addresses the annotation of business processes [15, 23], requirements
elicitation [11, 10, 26] and formal verification [2–4, 6].

Program rewriting is a mechanism for enforcing security properties [16, 19].
It was initially formalized by Hamlen et al. [16] and he provided an implementa-
tion of a certified program-rewriting mechanism. These rewriting mechanisms are
used to enforce low level properties such as type safety and do not consider busi-
ness processes or high level concepts of modern programming languages. Similar
approaches based on type systems to enforce certain security properties such
as memory safety exist, among others, for Java bytecode [21], the .NET frame-
work [14]. To our knowledge no approaches exist that investigate the transfer of
automated rewriting techniques to business processes on a formal level.

The approaches discussed in the previous paragraph do not take into account
the achievement of the programs’ goals. The definition of some congruence rela-
tion is given, e.g. [19], but it is never explicitly specified in a way that it becomes
possible to actually evaluate this relation for real world application.

De Backer and Snoeck discuss a concept called semantic compatibility which
results in definitions of similar types of congruences [9]. As opposed to our ap-
proach, they are based on the languages defined by Petri Nets and they do not
cover congruence of the processes themselves. They investigate how two pro-
cesses that are deployed by different participants who need to achieve common
business goals are able to cooperate. This notion of “compatibility” they devise
is not applicable to the scenarios investigated in our research, because we discuss
the business goals of a single process and not the interplay between two distinct
processes in distinct administrative domains.

7 Summary and Further Work

This paper introduces a framework for rewriting business processes, thereby en-
force security, compliance and privacy policies. Specifically, it motivates rewriting
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by showing that existing enforcement mechanisms cannot cope with a relevant
class of properties. The paper then defines the syntax and semantics for a graph-
ical process modeling language and that of compliance rules. In order to ensure
that the rewritten process still allows for the execution paths of the original
process and, thereby, achieves the original business goals, different congruence
relations are defined. Process rewriting must then not only correct the process,
but also preserve some of these relations (depending on the kind of operation).
Lessons learned. Rewriting is an established field in the theory of programs
and logics. This paper carries over some of these concepts into business process
compliance management. Although rewriting is in general undecidable for chains
of modifications, this paper shows that it is possible to define primitive operators
that allow for decidable procedures. The ReWrite framework thus opens up the
possibility of automated correction of processes to ensure process compliance
“by design” (for modeled or reconstructed processes) or during runtime.
Further work. Besides the ongoing and future work already indicated in the
text, future work comprises four directions: firstly, on the formal side it is still
necessary to investigate the congruence relations. Spefically, we need to flesh out
the details of the most sutiable relation to cover all the operators. Secondly, we
see a relationship between the techniques we employ and process repositories.
That in the sense that the same technologies for querying could be employed to
support rewriting. Clarifying this interplay is subject of further work. Thirdly,
the kinds of policy supported by ReWrite can be generalized to also consider
security properties and other usage control policies. Future work will tackle the
expressive power of policies and corresponding analysis techniques (e.g. incon-
sistency detection). Fourthly, testing ReWrite for monitoring process instances.
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