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ABSTRACT 
Bandwidth usage increases day by day and the need for new 

technologies emerges for devoloping the efficiency. Wavelength 

Division Multiplexing (WDM) is the most spectacular one of these 

presented network technologies to be able to use optical fibers. In 

addition to that, multicasting the network traffic also draws attention 

for ensuring the growing traffic demand. In multicasting, the 

transmission is performed between the source node and many 

destination nodes. The packet delivery is not accomplished by 

flooding or sending the copies of the packets, thus bandwidth 

capacity is used as ideally as possible. The packet is sent by the 

source to the network and the network forwards it to the 

corresponding destinations.Thus, the number of video conferencing, 

internet based education and stock information distribution like 

multicast service based applications gradually increase, in time. This 

type of point to multipoint transmissions need huge amount of 

bandwidth in the network and also  an effective technology that will 

meet that drawback. To address these issues in this paper, we present 

a new protocol structure for multicasting with Optical Burst 

Switching (OBS) on WDM networks. In addition to this, the 

simulations are performed over unicast and multicast transmissions  

which are compared on Just-In-Time (JIT) and Just Enough Time 

(JET) reservation protocols.  

Categories and Subject Descriptors 

C.2.2 [Computer-Communication Networks]: Network 

Protocols -  applications (SMTP, FTP, etc),  protocol 

architecture (OSI model), routing protocols. 

General Terms 

Algorithms, Measurement, Performance, Design,  Reliability, 

Experimentation. 

Keywords 

Multicast, WDM, OBS, JIT, JET. 

1.    INTRODUCTION  
OBS comprises the magnificent capacity of fiber technology at 
switching and transmission areas, which makes OBS an emerging 
solution for today’s great capacity demand. Before the packet 
transmission in OBS networks, different types of packets are 
aggregated to form  bursts  at the ingress node. These bursts are 
disassembled at the egress node. The transmission of the data burst  
over a different channel from its control packet is  the most 
remarkable speciality of OBS networks. The control packet includes 
only the header information about the following burst, for this reason 
one control channel is adequate for a network. By the way, the control 

packet is switched electronically but data is switched optically in the 
network [1,2]. 

Wavelength division multiplexing (WDM) is the travelling of 
enormous amounts of data streams simultaneously at high speeds over 
optical networks in light paths to tremendous  distances. Thus, with 
these advantages WDM networks will be one of the basic  
technologies for internet. Another remarkable research topic for 
network technolgy is the multicasting on WDM networks. This point 
to multipoint structure’s main idea is transmitting the data to a definite 
number of destinations with utilizing the best strategy and less 
network resource. Many applications and systems need multicasting to 
gain the best results such as real time control and video on demand 
systems which are gaining ever increasing popularity between internet 
users [3-6]. 

The rest of the paper is organized as follows. In Section 2, some of the 
studies in literature are given briefly at related work. In Section 3, 
routing protocols for multicasting are summarized. In Section 4, 
network model is described and the protocol design is proposed. 
Simulation results are presented in Section 5, and Section 6 gives 
some concluding remarks.   

2.   RELATED WORK 
WDM is the mostly preferred technology for multicasting because of 
its providing efficiency in the routing and wavelength assignment 
subjects [7]. The multicast traffic is frequently studied on WDM 
network with light-trees and lightpaths as all-optical. In [8] a multicast 
dynamic light-tree grooming algorithm is developed. The algorithm is 
designed for basicly multihop traffic grooming. For multicasting, 
dynamic structures are more functional and attractive for their 
flexibility. In [9] dynamic provisioning of multicast sessions is studied 
to be able to reduce the session blocking probability and used 
wavelength-links in a session on a WDM network. Optical layer 
multicasting’s dynamic manner with Quality of Service (QoS) on 
WDM network is inspected in [10]. A routing algorithm is presented 
for recovering the load balancing and blocking probability rates of the 
sparse splitting network structure. Another study about dynamic 
WDM network environment is performed in [11] with three heuristic 
algorithms for routing dynamically  arriving multicast sessions with 
differentiated reliability requirements and minimum cost at WDM 
mesh networks. One of the mostly studied topics in WDM networks is 
the multicast routing and wavelength assignment problem with delay 
constraint as in [12]. Here, a minimum costed and wavelength 
consuming light-forest is searched with an integer linear programming 
model. 

The basic speciality of WDM structure is the ability of providing 
needed capacity and needed optical device connections for assuring 
optical level transmission [13]. Also, in [14] the main aim is 
maximizing the total number of users served by allowing part of a 
multicast group to be admitted. Multi-hop and single hop networks in 
TDM-WDM are compared at [15] to examine and improve the 
throughput and delay parameters. 
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3.  MULTICASTING  AND MULTICAST 

ROUTING   PROTOCOLS 
Multicast routing protocols are basically investigated as source-based 
and core-based. Source-based structure forms a tree routed from the 
source node and connected with every node in multicasting team and 
the center of the delivering packets is the soure node. These packets 
are send to their destinations over the multicasting tree. Core-based 
structure includes a center which is the rendezvous point (RP) of the 
sources or destinations.  A tree is formed with a definite center and 
spans all the nodes of the group [16-18].  

The Distance Vector Multicast Routing Protocol (DVMRP) is one of 
the well known source-based structure. The Core-Based Tree Protocol 
(CBT) belongs to the core-based structure.  

DVMRP is the first and the most significant protocol in the literature 
to support IP multicast. The multicast trees are constructed by the 
Reverse Path Multicast (RPM) algorithm. Here, the packet is sent over 
the shortest reverse path. 

 

Fig. 1. Tree structure in DVMRP 

The packets are periodically broadcasted as in figure 1b. If there is no 
connected group members at the leaf router, a draft message is sent 
towards the source  as in figure 1c. With this draft message, the 
routers update their tables. Also, if the draft operation is timed out, 
then the packet sending and the drafting processes are repeated. The 
unicast and distance vector informations of the node is designe by the 
multicasting capable neighbours during the node addition process to 
the multicast tree.  

Here, the multicasting backbone is the only routing region, so the 
routers have a separate entrance for every one of the sub network in 
the multicast network at their routing tables. In addition to this, they 
define every one of the sub networks so they change the routing 
messages with their neighbours periodically. When there is a 
topological change occurs at the multicast backbone, then the number 
of sub networks increase as exponentially, also the routing costs. Then 
the memory may not be enough, thus the multicast backbone may 
collapse [19,20].  

In CBT  multicasting approach, the core based tree is based on a 
distribution tree, that is, it is  shared by a definite group members. The 
basic structure of the multicasting approach of the CBT is shown in 
figure 2.  

 

Fig. 2. Tree structure of CBT 

The packets are send and received over the same distribution tree, as 
independent of the source. CBT is a new approach for local and wide 
area IP multicasting networks. It is a unique approach with its unique 
distribution tree structure compared with the existing IP multicasting 
structures’ source-based distribution tree approaches as in DVMRP, 
for this reason CBT has better scaling than the other multicasting 
algorithms.  

Here, the node sends a join-request message to a next hop by its local 
router towards the core router over the shortest path when it wants to 
join a multicast group [21]. By the help of the join-request message, 
permanent join situations are performed over the visited routers. The 
join-request message travels over nodes till arriving the core or its 
router over the tree which will send  join-acknowledgement message 
reversely. When a router receives a  join-acknowledgement  message, 
it updates its table and sends the join-acknowledgement message to 
the requesting router backwards. The tree continuity is  performed by 
downward routers, with sending a CBT connection message 
periodically to parent routers on the tree, when a CBT connection 
message is received from a child node, an   acknowledgement 
message is send. 

Before the timeout of the corresponding timer, if a response is not 
received, the router sends a close message upwards and  also sends 
clean tree messages downwards to be able to clean all of the branches. 
Besides, if it is needed, these nodes may  be allowed to re-join later. 
After the leaving of a node from the group, if the nodes connected 
router has not other connected nodes or other connected downwards  
routers, then the router sends a close message to its parent router. 
During the data transmission, data packets flow from sources to 
parents and child nodes. Parent router sends the packets to all of its 
children but not the source, till the data packets reach the center. Then 
all of the data packets are transmitted to all other downwards 
branches. The main aim of the algorithm is to be able to present that a 
center in the topology performs a better start for the routing tree, so 
the tree will have less changes during the processes. CBT may have 
one center or many. In a many centered structure, the center tree 
connects every center router or non-center router and the center 
[22,23].        

4.    NETWORK ARCHITECTURE 
In the paper, a leaf initiated multicasting protocol design is presented 
and instead of using the query and reply structure as in Internet Group 
Management Protocols (IGMP), we only consider keepalive messages 
in the network to be able to aware about the aliveness of the clients. 
And also the join request messages coming from the clients to inform 
the  source about their video demands. Furthermore, as the reservation 
protocols, JIT and JET are  preferred in the paper. 
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Fig. 3. JIT reservation protocol 

The main idea of the  Just-In-Time (JIT) is about the configuration of  
the switching fabric at the intermediate nodes. The switching fabric 
should be ready, when the burst arrives at the intermediate node as 
shown in figure 3.  

 

Fig. 4. JET reservation protocol 

For OBS networks, Just Enough Time (JET) protocol is proposed as  
the distributed  type  protocol, which is also based on hop-by-hop 
reservation as presented in figure 4. The protocol does not need optical 
buffering  at intermediate nodes, because of the offset time and the 
burst length informations on the control packet. Here, the bandwidth 
reservation begins according to the burst arrival time. Also, burst 
reservations can be scheduled more effectively  at the nodes because 
of the closed ended reservation opportunity in JET [24-27].  

   

Fig. 5. OBS Network 

The basic idea behind the OBS technology is combining the 
advantages of the IP and WDM technologies. In OBS, the bursts are 
produced at the ingress node by assembling the IP packets at the 
beginning of the transmission process. After the the burst production, 
the  ingress  node then sends a control packet/ setup over the control 
channel after a definite offset time as presented in figure 5. During the 
transmission the control packets are processed electronically but the 

bursts are processed   all-optically. And at the end,  the bursts are 
disassembled at the egress node [28,29]. 

In our presented protocol, the information about related video 
programs are broadcasted to the network at the beginning. Thus, the 
network will be informed about the new coming videos. The broadcast 
message includes many important informations about the coming 
video bursts like the arrival time of the bursts, the duration of the 
bursts and the length of the incoming bursts. In our WDM network, if 
a client is interested in one of the new coming videos, it sends a join 
request message to the source over its edge switch and the connected 
intermediate switch. The corresponding intermediate switch controls 
its threshold and time-table, if it will be suitable for the client’s 
demand. If the intermediate switch decides that it can supply the 
client’s demand, it sends the join request message towards the source. 
But if the threshold value of the switch  passes the decided value or if 
the time-table is not appropriate at the video release time, then the 
demand is rejected. In that case, the edge switch choses another 
closest intermediate switch and sends the request message again. The 
edge switch tries to send this message over its first degree connected 
neighbours. After all, if none of its neighbours accept the join request, 
then the request drops.  

Eventually, with the help of these thresholds at the intermediate 
switches, the network traffic will not be accumulated in definite areas 
of the network. Furthermore, our structure does not need 
acknowledgement messages as in source initiated structure. Also, with 
the join request message, video demand is declared and  the path is 
decided while travelling over the switches.   

5.   EXPERIMENTAL RESULTS 
The simulation is performed over JET and JIT reservation protocols 
with poisson traffic generator on multicast and unicast structures on a 
NSFNET topology. The drop rates of the join requests of clients are 
examined according to the different λ values in the simulation.  
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Fig. 6.  JET reservation protocol with multicast structure 
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Fig. 7.  JET reservation protocol with unicast structure 
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In figure 6 and figure 7, the multicast and unicast structures 
and the drop rates are  presented over JET protocol. With 
multicasting, more qualified results are gained from the 
simulations in the network.  
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Fig. 8. JIT reservation protocol with multicast structure 
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Fig. 9. JIT reservation protocol with unicast structure 

The figures 8 and 9 show the simulation results of JIT protocol. Best 
results are taken from the multicasting with JET protocol simulation. 
By the way, multicasting in both of the reservation protocols give 
better results compared with the unicasting. 

6.    CONCLUSION 
The paper includes the optical multicasting with the light splitting 
optical switches. We basically examined the OBS network structures. 

In the paper, a new multicasting protocol structure is introduced. We 
concentrated on drop rates of the join request messages at intermediate 
switches according to the threshold and time table conditions with 
different λ values. According to the received simulation results, it is 
obvious that the best performance is gained with muticasting on JET 
protocol with least drop rates. 

As a future work, reliability and security  challenges should be 
considered at multicast over WDM networks by using different traffic 
types and comparing with different protocols.  
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