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Abstract. Ontologies have been widely recognized as an important instrument 

for supporting Knowledge Management (KM). In order to look for a domain 

ontology that can be used in KM in software testing, in this paper, we 

investigate, by means of a Systematic Literature Review (SLR), ontologies in 

the software testing domain, including questions related to their coverage of 

the software testing domain, and how they were developed. 

1. Introduction 

Verification and Validation (V&V) activities intend to ensure that a software product is 

being built in conformance with its specification, and that it satisfies its intended use 

and the user needs [IEEE 2004]. V&V activities can be static or dynamic. Static V&V 

activities are typically done by means of technical reviews and inspections, and they do 

not require code execution; dynamic V&V activities involve code execution, and are 

done by means of testing [Mathur 2012]. Thus, Software Testing consists of dynamic 

V&V of the behavior of a program on a finite set of test cases, against the expected 

behavior [SWEBOK 2004].  

 Software testing processes generate a large volume of information. Thus, it is 

important to provide computerized support for tasks of acquiring, processing, analyzing 

and disseminating testing knowledge for reuse [Andrade et al. 2013]. In this context, 

testing knowledge should be captured and represented in an affordable and manageable 

way, and therefore, principles of Knowledge Management (KM) can be applied. 

Ontologies can be used for establishing a common conceptualization to be used in the 

KM system in order to facilitate communication, integration, search, storage and 

representation of knowledge [O´Leary 1998]. However, the software testing domain is 

very complex and building an ontology for it is not a trivial task. One of the main 

problems in the software testing literature is that there is not uniformity in the 

vocabulary used. In several cases, authors create and recreate concepts, using different 

terms. When analyzing different references, it becomes apparent that the terminology 

used is diverse.  

 Looking for a domain ontology that can be used in a KM initiative in software 

testing, in this paper, we investigate, by means of a Systematic Literature Review (SLR) 

[Kitchenham and Charters 2010], ontologies in the software testing domain. In this 
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SLR, we consider the following main research questions: (i) What is the coverage of the 

software testing domain in the existing testing ontologies? (ii) How were these 

ontologies developed? 

 This paper is organized as follows. Section 2 discusses briefly the background 

for this paper. Section 3 presents the SLR we performed. Section 4 discusses important 

findings identified during data analysis. Finally, Section 5 presents our conclusions. 

2. Background 

The testing process consists of several activities, namely: Test Planning, Test Case 

Design, Test Execution and Test Result Analysis. Like several other aspects of a project, 

testing must be planned. Test planning should be documented in a Test Plan. Test Case 

Design aims at designing the test cases to be run. Test Cases should be documented, and 

implemented as Test Scripts. During test execution, test cases are run, producing actual 

results, which should also be documented. Finally, in the Test Result Analysis phase, 

test results are evaluated to determine whether or not tests have been successful. Testing 

techniques and test criteria are used to support designing test cases. Moreover, testing 

usually is performed at different levels. Three important test levels can be distinguished, 

namely: Unit Testing, Integration Testing and System Testing [SWEBOK 2004, Mathur 

2012].  

During the testing process, a significant volume of information is generated. 

Such information may turn into useful knowledge to potentially benefit future projects 

from experiences gained from past projects [Andrade et al. 2013]. However, converting 

this information into applicable knowledge is not an easy task. There is a need to 

properly represent and process the knowledge so that it can be manageable. In this 

context, principles of Knowledge Management (KM) can be applied. Ontologies are a 

key technology for KM. They provide a shared and common understanding of a domain 

that can be communicated between people and application systems. Their use offers an 

opportunity for improving KM capabilities in large organizations [Davies et al. 2003]. 

In ontology-based KM systems, ontologies are mainly used for the following three 

general purposes [Abecker and Elst 2009]: (i) to support knowledge search, retrieval, 

and personalization; (ii) to serve as basis for knowledge gathering, integration, and 

organization; and (iii) to support knowledge visualization. 

In order to find a domain ontology to be used as basis for a KM initiative in 

software testing, we conducted a Systematic Literature Review (SLR) aiming at 

inspecting the existing software testing ontologies. The research method applied was 

defined based on the guidelines for SLRs given by Kitchenham and Charters (2010). 

According to them, a SLR is a form of secondary study that uses a well-defined method 

to identify, analyze and interpret the available evidences in a way that is unbiased and 

(to a degree) repeatable. A secondary study is a study that reviews primary studies 

related to specific research questions with the aim of integrating/synthesizing the 

evidences related to these questions. A SLR involves three main phases:  (i) Planning: 

refers to the pre-review activities, and aims at establishing a review protocol defining 

the research questions, inclusion and exclusion criteria, sources of studies, search string 

and mapping procedures; (ii) Conducting: regards searching and selecting the studies, in 
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order to extract and synthesize data from them; and (iii) Reporting: is the final phase 

and aims at writing up the results and circulating them to potentially interested parties.  

3. The Systematic Literature Review 

This section presents the Systematic Literature Review (SLR) we perform to investigate 

existing ontologies in the software testing domain. In Subsection 3.1, we present the 

main parts of the review protocol. In Subsection 3.2, we briefly describe the selected 

studies. Finally, in Subsection 3.3, we synthesize data extracted from the studies.  

3.1. Review Protocol 

Research Questions: This SLR aims at answering the following research questions: 

RQ1. What is the coverage of the software testing domain in the existing ontologies 

about this domain? 

RQ2.  How were they developed? 

Inclusion and Exclusion Criteria: The selection criteria are organized in one inclusion 

criterion (IC) and five exclusion criteria (EC). The inclusion criterion is: (IC1) The 

study presents an ontology about the software testing domain. The exclusion criteria are: 

(EC1) The study does not have an abstract; (EC2) The study is just published as an 

abstract; (EC3) The study is not written in English; (EC4) The study is an older version 

(outdated) of another study already considered; and (EC5) The study is not a primary 

study, such as editorials, summaries of keynotes, workshops, and tutorials.   

Sources: Search was done in eight electronic databases that were considered the most 

relevant according to [Dyba et al. 2007], namely: IEEE Xplore, ACM Digital Library, 

SpringerLink, Scopus, ISI of Knowledge, DBLP Computer Science Bibliography, 

Science Direct, and Compendex. 

Search String: The search string is the following: (“Software Testing” OR “Software 

Test”) AND (“Ontology” OR “Ontologies”). It was applied in three metadata fields 

(title, abstract and keywords). The search went through syntactic adaptations according 

to particularities of each source. 

Assessment: Before conducting the SLR, we tested the review protocol. This test was 

conducted in order to verify its feasibility and adequacy, based on a pre-selected set of 

studies considered relevant to our investigation. The review process was conducted by 

one of the authors and the other two carried out its validation. They analyzed 

approximately 35% of the studies using two different samples.  

3.2. Selected Studies 

Using the search string, 396 records were retrieved. The selection process applied on the 

returned publications was performed in three stages. In the first stage, duplicates were 

eliminated by examining title and abstract, since several publications are available in 

more than one source. In the second stage, inclusion and exclusion criteria were applied 

considering also title and abstract. Finally, in the third stage, the exclusion criteria were 

applied considering the entire text. After applying the selection criteria, 18 studies 

remained. Table 1 shows the progressive reduction of the number of studies throughout 

the selection process for the review. 
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Table 1.  Result of the Selection Process Stages of the SLR 

Stage Criteria Analyzed 

Content 

Initial 

Studies 

Final 

Studies 

Reduction (%) 

1
st
 Eliminating 

duplication 

Title and 

abstract 
396 295 25.5% 

2
nd

 IC1, EC1, EC2, EC3, 

EC4 e EC5 

Title and 

abstract 
295 30 89.8% 

3
rd

 IC1, EC4, EC5 e EC6 Entire Text 30 18 40% 

From the 18 studies, 12 different ontologies were identified. This difference 

comes from the fact that some papers present different parts or evolutions of the same 

ontology. As the result of this SLR, we ended up in the following testing ontologies: 

STOWS (Software Testing Ontology for Web Service) [Huo et al. 2003, Zhu and Huo 

2005, Hong 2006, Yufeng and Hong 2008, Zhu and Zhang 2012], OntoTest [Barbosa et 

al. 2006, Nakagawa et al. 2009], TaaS Ontology [Yu et al. 2008, Yu et al. 2009], and the 

ontologies proposed in [Li and Zhang 2012], [Arnicans et al. 2013], [Guo et al. 2011], 

[Nasser et al. 2009], [Bai et al. 2008], [Ryu et al. 2011], [Sapna and Mohanty  2011], 

[Cai et al. 2009] and [Anandaraj et al. 2011]. From the 12 identified ontologies, we 

analyzed whether there were extensions, evolutions and/or other publications that 

present the ontologies more completely. It was the case of OntoTest. OntoTest has a 

testing resource sub-ontology presented in [Barbosa et al. 2008]. However, this study 

did not return in the SRL, probably because the searched sources do not contain this 

paper or because they failed to identify it by the search string.  

3.3. Data Synthesis 

After selecting the primary studies, we analyzed each one in order to answer the 

research questions presented in Subsection 3.1. Next, we present the data synthesis 

regarding these questions. 

RQ1. What is the coverage of the software testing domain in the existing ontologies 

about this domain?  

Regarding domain coverage, we notice that most of the ontologies have very 

limited coverage. The ontology presented in [Guo et al. 2011] specifies only the concept 

of test case. The one in [Li and Zhang 2012] focuses also on test case, but considering 

some concepts related to test process. Bai et al. (2008) presented an ontology, called 

Test Ontology Model (TOM), to model only testing artifacts and relationships between 

them. The ontologies presented in [Arnicans et al 2013], [Cai et al. 2009] and 

[Anandaraj et al. 2011] are, in fact, taxonomies. These ontologies only present a simple 

structure of the domain concepts of software testing, and thus they do not qualify as 

ontologies, or, at most, they are lightweight ontologies.  

The ontology presented in [Nasser et al. 2009] is devoted to state machine based 

testing. The ontology presented in [Sapna and Mohanty 2011] focuses on scenario-based 

testing, though it captures general testing concepts too. The one presented in [Ryu et al. 

2011] is not properly a testing ontology, but it is an OWL implementation of a specific 

testing maturity model developed by the authors (the Ministry of National Defense-

Testing Maturity Model (MND-TMM)).  
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The ontologies that have higher coverage are: STOWS (Software Testing 

Ontology for Web Service) [Huo et al. 2003, Zhu and Huo 2005, Hong 2006, Yufeng 

and Hong 2008, Zhu and Zhang 2012], OntoTest [Barbosa et al. 2006, Barbosa et al. 

2008, Nakagawa et al. 2009], TaaS Ontology [Yu et al. 2008, Yu et al. 2009].  

STOWS classifies its concepts into three categories: (i) elementary concepts, 

which are general concepts about computer software and hardware; (ii) basic testing 

concepts, which include the concepts of Tester, Artifact, Activity, Context, Method, and 

Environment; and (iii) compound testing concepts, which combine basic testing 

concepts, giving rise to the concepts of Task and Capability. STOWS presents a set of 

taxonomies of each basic testing concept, including also some properties and few 

relations.  

The TaaS Ontology has two core concepts (Test Task and Test Capability), 

which are composite concepts aggregating other concepts. Test Task consists of Test 

Activity, Test Type, Target Under Test, Test Environment, and Test Schedule. Test 

Capability, in turn, consists of Test Type, Test Activity, Test Environment, Target 

Under Test and Quality of Service. 

Finally, OntoTest is a modular ontology, built in layers. OntoTest is composed of 

a “Main Software Testing Ontology”, and six sub-ontologies [Barbosa et al. 2006]: 

Testing Process, Testing Phase, Testing Artifact, Testing Step, Testing Resource, and 

Testing Procedure sub-ontologies. The Main Software Testing Ontology is presented in 

[Barbosa et al. 2006]. It is a simple model that includes six concepts. According to this 

model, a Testing Process is composed of Testing Steps, and it has Testing Phases. A 

Testing Step requires Testing Resources, adopts Testing Procedures, consumes and 

generates Testing Artifacts, and depends on other Testing Steps. Testing Artifacts can 

depend on other Testing Artifacts, and can be composed of other Testing Artifacts. 

Finally, a Testing Procedure can be supported by Testing Resources, and is adequate to 

Testing Process. OntoTest Testing Step sub-ontology introduces the concept of Testing 

Activity, indicating that a Testing Step is composed of Testing Activities, while Testing 

Activities are not further decomposed. The remainder of this sub-ontology consists of 

two large taxonomies: a Testing Step taxonomy, and a Testing Activity taxonomy. The 

Testing Resource sub-ontology [Barbosa et al. 2008] has a taxonomy of types of 

resources. This taxonomy is organized in two branches: Human Resources (which can 

be members of Test Teams), and Testing Environment, which is further extended in 

Software and Hardware Resource. Software Resource is further extended into Testing 

Tool and Supporting System. Testing Tool can be composed of several types of Testing 

Modules. We did not find papers presenting the Testing Process, Testing Phase, Testing 

Artifact, and Testing Procedure sub-ontologies. So, we suppose that OntoTest is a work 

in progress.  

RQ2.  How were the testing ontologies developed?  

With respect to this research question, we focused on some aspects related to the 

way the ontologies were engineered, namely: (i) Do the ontologies try to capture a 

common (shared) conceptualization of the testing domain, taking into account different 

references and especially international standards? (ii) Are the ontologies developed 

following an ontology engineering method (including some sort of evaluation)? (iii) In 

which abstraction level (conceptual and implementation levels) are the ontologies 
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developed? Which are the languages used? (iv) Do the ontologies take foundational 

aspects (foundational ontologies) into account?  

The first aspect investigated is if the ontologies try to capture a common 

conceptualization of the testing domain. Some ontologies take international standards 

into account: OntoTest is based on 1st edition of ISO/IEC 12207; the ontology presented 

in [Arnicans et al. 2013] was created based on the glossary “Standard glossary of terms 

used in Software Testing” of the International Software Testing Qualifications Board – 

ISTQB; the ontology presented in [Bai et al. 2008] is based on the Unified Modeling 

Language 2.0 Test Profile (U2TP); and the ontologies presented in [Cai et al. 2009] and 

[Sapna and Mohanty  2011] are based on the SWEBOK [SWEBOK 2004]. The other 

studies neither mention the use of international standards as basis for their ontologies, 

nor which references were used as basis for developing the ontologies. The exception is 

the ontology presented in [Ryu et al. 2011], which, as said before, is an OWL 

implementation of the Ministry of National Defense-Testing Maturity Model (MND-

TMM). It is worthwhile to point out that, despite some ontologies are based on 

international standards, generally they take only one standard into account, and thus they 

do not consider a broad set of testing references to really establish a common 

(consensual) conceptualization.  

Regarding the methods adopted for building the ontologies, Arnicans et al. 

(2013) propose a method for semi-automatic obtaining lightweight ontologies, which 

uses the ONTO6 method. In [Sapna and Mohanty 2011], ideas were adapted from two 

methods for building ontologies: METHONTOLOGY [Juristo et al. 2007] and Ontology 

Development 101 [Noy and McGuinness 2001]. Cai et al. (2009) used the Uschold and 

King’s skeletal method [Uschold and King 1995] for building their testing ontology. 

Finally, OntoTest was built using a method that combines guidelines given by SABiO 

[Falbo et al. 1998] and METHONTOLOGY, with focus on ontology capture and 

formalization. Finally, Anandaraj et al. (2011) followed a very simple method, 

comprising four steps, namely: (i) determine domain and scope of the ontology; (ii) 

define concepts in the ontology; (iii) create a class hierarchy; and (iv) define properties 

and constraints. The other studies do not mention if a method (or which method) was 

used for building the proposed ontologies.    

Although the aforementioned ontologies have been developed following 

methods that include activities devoted to ontology evaluation, such as Uschold and 

King’s skeletal method, SABiO and METHONTOLOGY, none of the studies discusses 

how the ontologies were evaluated, except [Arnicans et al. 2013], which says that a 

software testing expert has analyzed the ontology fragment related to testing techniques. 

Regarding the abstraction level, 7 of the 12 studies (58.3%) present their 

ontologies as conceptual models, namely: STOWS, OntoTest, TaaS Ontology and the 

ontologies presented in [Li and  Zhang 2012], [Arnicans et al. 2013], [Bai et al. 2008] 

and [Sapna and Mohanty 2011]. 5 of the 12 studies (41.7%) present the ontologies only 

as a code artifact (implemented in OWL), namely: the ontologies presented in [Guo et 

al. 2011], [Nasser et al. 2009], [Ryu et al. 2011], [Cai et al. 2009] and [Anandaraj et al. 

2011]. The following ontologies are represented in both conceptual and implementation 

levels: STOWS, OntoTest, and the ontologies presented in [Arnicans et al. 2013], [Bai 

et al. 2008] and [Sapna and Mohanty 2011]. It is important to clarify the approach 
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followed in [Arnicans et al. 2013]. In this study, first the ontology is semi-automatically 

generated in OWL. The obtained ontology is then transformed to UML class diagram 

using a tool called OWLGrEd in order to be evaluated by experts. 

Concerning the languages used for representing the ontologies, all the studies 

that present the ontologies in the implementation level used OWL. In the conceptual 

level, all the ontologies are presented as UML class diagrams. Moreover, two ontologies 

use first order logics to capture some axioms, namely OntoTest and the ontology 

presented in [Li and Zhang 2012]. 

Summarizing, from the 12 ontologies investigated, 2 are represented only as 

conceptual models presented as UML class diagrams (TaaS Ontology, and the ontology 

presented in [Li and  Zhang 2012]), 5 are represented only as OWL implementations 

(the ontologies presented in [Guo et al. 2011], [Nasser et al.  2009], [Ryu et al. 2011], 

[Cai et al. 2009] and [Anandaraj  et al. 2011]), and 5 are represented both in the 

conceptual level (as UML class diagrams) and in the implementation level (as OWL 

artifacts) (STOWS, OntoTest, and the ontologies presented in [Arnicans et al. 2013], 

[Bai et al. 2008], and [Sapna and Mohanty 2011]). 

Finally, although foundational ontologies have been recognized as an important 

instrument for improving the quality of conceptual models in general, and more 

specifically of domain ontologies [Guizzardi 2007], none of the ontologies analyzed in 

our SLR reuses foundational ontologies.  

4. Discussion 

In this section, we discuss some relevant points that have arisen from the data syntheses 

done in the SLR and discuss limitations of them. 

Currently, software testing is considered a complex process comprising 

activities, techniques, artifacts, and different types of resources (hardware, software and 

human resources). Thus, building a complete testing ontology is not a trivial task (if 

even possible).  Although there are a relatively large number of ontologies on software 

testing published in the literature (at least 12 ontologies), we notice that there are still 

problems related to the establishment of an explicit common conceptualization 

regarding this domain. For being applied to KM, a software testing ontology must take 

some characteristics of good quality ontologies into account.  

In an experiment trying mainly to identify good practices in ontology design, 

D’Aquin and Gangemi [D’Aquin and Gangemi 2011] have identified some 

characteristics that are presented in what they call “beautiful ontologies”. These 

characteristics were grouped in three dimensions: (i) formal structure, (ii) conceptual 

coverage and task, and (iii) pragmatic or social sustainability. In order to evaluate the 

testing ontologies selected by means of the 2nd SLR, we focus on the first dimension, 

and in part of the second one, namely conceptual coverage. The characteristics included 

in these dimensions are [D’Aquin and Gangemi 2011]: 

Structure: the ontology reuses foundational ontologies; the ontology is designed 

in a principled way; it is formally rigorous; it also implements non-taxonomic 

relations; the ontology strictly follows an evaluation method; it is modular, or 

embedded in a modular framework. 
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Conceptual coverage: the ontology provides important reusable distinctions; it 

has a good domain coverage; it implements an international standard; the ontology 

provides an organization to unstructured or poorly structured domains.  

 Unfortunately, some of these characteristics are difficult to evaluate, since there 

isn’t much information about them in the papers presenting the corresponding 

ontologies. Thus, in our analysis, we focused on the most easily discernible features, 

namely: having a good domain coverage; implementing an international standard; being 

formally rigorous; implementing also non-taxonomic relations; following an evaluation 

method; and reusing foundational ontologies. 

Regarding the first characteristic (having a good domain coverage), we notice 

that most ontologies have very limited coverage (see Section 3.3). Those that have 

higher coverage are: STOWS, OntoTest, and TaaS. Some take international standards 

into account, namely: OntoTest, and the ontologies presented in [Arnicans et al. 2013], 

[Bai et al. 2008], [Sapna and Mohanty 2011], and [Cai et al. 2009]. Others, on the other 

hand, do not consider international standards (or at least do not mention them). This is 

the case of STOWS and TaaS Ontology.  

The next two characteristics (being formally rigorous and also implementing 

non-taxonomic relations) are very important for a reference ontology. As discussed 

previously, a reference ontology must be a heavyweight ontology, and thus it must 

comprise conceptual models that include concepts, and relations (of several natures), 

and also axioms describing constraints and allowing to derive information from the 

domain models. Taking this perspective into account, we can notice that most of the 

existing ontologies present problems. 

There are five ontologies ([Guo et al. 2011], [Nasser et al. 2009], [Ryu et al. 

2011], [Sapna and Mohanty 2011] and [Anandaraj at al. 2011]) that are just OWL 

artifacts (i.e., operational ontologies), and thus are not enough for the purposes of 

applying ontologies for KM.  

The ontologies presented in [Arnicans et al. 2013] and [Cai et al. 2009] are, in 

fact, taxonomies, and thus, in our view, they do not qualify as ontologies (or at most, 

they are lightweight ontologies). STOWS is mainly a set of taxonomies of basic 

concepts, including some properties and few relations. There are taxonomies of Tester, 

Context, Testing Activities, Testing Methods, and Testing Artifacts, but there are 

important relations missing. For instance, which are the artifacts produced and required 

by a testing activity? Without relations between the concepts, questions such as this one 

cannot be answered. Moreover, there are two “compound concepts” in STOWS that are 

defined on the bases of the basic concepts: capability and task. Capability, for instance, 

is modeled as a composite entity, which parts are Activity, Method, an optionally 

Environment, Context, and Data (a subtype of Artifact). This model is questionable, 

since it puts together objects and events as part of Capability. Objects (or endurants) 

exist in time; while events (or perdurants) happen in time [Guizzardi 2008]. So what is a 

Capability? An object or an event? This shows that this ontology presents problems.  

TaaS Ontology presents very simple models. UML class diagrams presented in 

[Yu et al. 2008] and [Yu et al. 2009] do not specify multiplicities of relationships. 

Moreover, like STOWS, most of the relationships are modeled as aggregations (whole-
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part relations in UML). This approach is very questionable from an ontological point of 

view. For instance, there is a core concept called Test Task, which is modeled as 

composed of TestActivity, TestType, TargetUnderTest, TestEnvironment, and 

TestSchedule. Analogously to the analysis on STOWS, the composite object Test Task 

aggregates endurants and perdurants. 

Even the most complete ontology among the ones we achieved through the SLR, 

OntoTest, also presents problems. First, there are sub-ontologies that were not published 

yet, namely the Testing Process, Testing Phase, Testing Artifact, and Testing Procedure 

sub-ontologies. Second, OntoTest does not properly link the concepts in the sub-

ontologies. For instance, albeit in the Main Software Testing Ontology there is a 

relationship between Testing Step and Test Resource, there aren’t relationships between 

their subtypes. This is an important part of the software testing conceptualization that 

needs to be made explicit. 

Regarding ontology evaluation, none of the works we investigated in the SLR 

discusses how the ontologies they propose were evaluated, except the one done by 

Arnicans et al. (2013), which says that a software testing expert has analyzed the 

ontology fragment related to testing techniques. 

Finally, concerning the reuse of foundational ontologies, none of the ontologies 

analyzed in our SLR have used one. In our view, this is a problem, because important 

distinctions made in Formal Ontologies may be disregarded as clearly noticed in the 

brief analysis we did (as in the aforementioned cases of STOWS and TaaS Ontology). 

The lack of truly ontological foundations puts in check the truthfulness of those 

ontologies.  

Thus, we concluded that the software testing community has still a lot work to 

do, in order to advance towards a reference software testing ontology. Once developed a 

good quality reference testing ontology, an operational version of it should be designed 

and implemented. With these two artifacts in hand, we can effectively take a step 

forward in ontology-based KM applied to the software testing domain.  

Limitations of the SRL 

The SLR presented in this paper has some limitations. Due to the fact that the study 

selection and data extraction steps were performed by just one of the authors, some 

subjectivity may have been inserted. To reduce this subjectivity, the other two authors 

performed these same steps in a random sample (including about 35% of the studies). 

The results of each reviewer were then compared in order to detect possible bias. 

Moreover, terminological problems in the search strings may have led to missing some 

primary studies. In order to minimize these problems, we performed previous 

simulations in the selected databases. We decide not to search any specific conference 

proceedings, journals, or the grey literature (technical reports and works in progress). 

Thus, we have just worked with studies indexed by the selected electronic databases. 

The exclusion of these other sources makes the review more repeatable, but possibly 

some valuable studies may have been left out of our analysis. 
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5. Conclusions 

In this paper, we presented a Systematic Literature Reviews (SLR) in order to 

investigate ontologies in the software testing domain, including questions related to their 

coverage of the software testing domain, and how they were developed.  We identified 

12 ontologies addressing the software testing domain. For analyzing these ontologies, 

we considered some of the characteristics pointed by D’Aquin and Gangemi (2011) as 

characteristics that are presented in “beautiful ontologies”. In our analysis, we 

considered the following characteristics: having a good domain coverage; implementing 

an international standard; being formally rigorous; implementing also non-taxonomic 

relations; following an evaluation method; and reusing foundational ontologies.  

As the main findings obtained from this SLR, we highlight the following 

conclusions: most ontologies have limited coverage; the studies do not discuss how the 

ontologies were evaluated; none of the analyzed testing ontologies is truly a reference 

ontology; and none of them is grounded in a foundational ontology. In sum, we 

conclude that the software testing community should invest more efforts to get a well-

established reference software testing ontology. 

 As a future work, we intend to develop a KM system for managing testing-

related knowledge items. This KM system will be built based on a Reference Ontology 

on Software Testing (ROoST) that we are now developing [Souza 2013]. 
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