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ABSTRACT
With the rising popularity of smart mobile devices, sensor
data-based applications have become more and more pop-
ular. Their users record data during their daily routine or
specifically for certain events. The application WideNoise
Plus allows users to record sound samples and to annotate
them with perceptions and tags. The app documents and
maps the soundscape all over the world. The procedure of
recording and including the assignment of tags, has to be as
easy-to-use as possible. We therefore discuss the application
of tag recommender algorithms in this particular scenario.
We show, that this task is fundamentally different from the
well-known tag recommendation problem in folksonomies as
users do no longer tag fix resources but sensory data and
impressions. The scenario requires efficient recommender al-
gorithms that are able to run on a mobile device alone, since
Internet connectivity is not always available. Therefore, we
evaluate the performance of ten tag recommendation algo-
rithms and discuss their applicability in the mobile sensing
use-case.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval; H.3.4 [Information Storage and
Retrieval]: Systems and Software

General Terms
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1. INTRODUCTION
Mobile devices like smartphones and tablets have become

widely used and are still increasing in popularity. Their
embedded sensors like GPS, microphone, accelerometer, or
gyroscope enable multiple sensing applications [13]. Among
the measurable quantities are environmental conditions like
location, acceleration, orientation, or noise level. Users can
complement this objective (i.e., measurement) data by sub-
jective impressions using the user interface of an application.
[6] suggest that there is a wide range of applications for mo-
bile sensing and expect a rapidly growing field for urban
sensing.
Citizen science is such a field of urban sensing where a

large numbers of individuals contribute with small amounts
of information to a larger dataset to be analyzed by re-
searchers. Their goal is often to take part in the broadening
of knowledge about ourselves and our environment [9]. The
EU research project EveryAware1 is one example of such ini-
tiatives. The project’s goal is to cause a change in people’s
awareness towards their environment through insights about
their soundscape [2, 3]. One of our most active user groups
measure the noise pollution around the Heathrow airport in
London to draw attention to their interests.
To obtain this goal, the EveryAware team offers the smart-

phone application WideNoise Plus – an application to mea-
sure and annotate samples from the soundscape using the
build-in microphone. Its users can choose to record the aver-
age noise level in decibels (dB) over a time span of 5, 10, or
15 seconds. Further, they can state their perception about
the recorded noise using four sliders (see Figure 1(a)). There
is a slider to express whether they love or hate the noise,
whether they perceive it as calm or hectic, whether they are
alone or in a social situation, and whether the noise was
natural or man-made. Finally, users can add keywords (i.e.,

1http://everyaware.eu/



(a) Perceptions view. (b) Tagging view.

Figure 1: Screenshots of WideNoise Plus for iOS.

tags) to the record to describe it further (see Figure 1(b)).
WideNoise Plus was originally developed by WideTag Inc.
and was then transferred to EveryAware in 2011 and is avail-
able for iOS2 and Android3.

The workflow of taking measurements, choosing percep-
tion, and annotating tags must be as easy as possible, since
often users are not experienced with mobile technologies or
would be discouraged by too complex or time consuming
procedures. We therefore deal with the task of recommend-
ing tags for records in order to assist users in selecting ap-
propriate keywords.

This task of suggesting such tags is related to the well-
known tag recommendation problem from tagging systems
(i.e., folksonomies) [11]: Suggest some tags to a user for a
given resource. However, the tag recommendation in our
case differs fundamentally from that in folksonomies by its
resources, i.e., sensor data. While tag recommendation by
itself is well studied, to the best of our knowledge, there
are no studies about the tagging behavior when the tagged
resources are sensory information. A second aspect that dis-
tinguishes the classical scenario from ours is that the recom-
mendations have to be computed on mobile devices, whereas
web tagging systems typically rely on strong computers and
large data sets with precomputed statistics. Heavy compu-
tations would drain the battery too much, which could en-
courage the user to remove our application from their phone.
As an urban sensing application, the application cannot rely
on online resources, as is it supposed to be used anywhere,
regardless of Internet connectivity. The annotated Wide-
Noise Plus records are sent to the EveryAware server later
as soon as reception is available.

The contributions of the paper are: A formal definition of
the tag recommendation problem for sensor data, the evalu-
ation of ten recommender algorithms using real-world data
from WideNoise Plus, and the discussion of their perfor-
mance regarding their resource consumption and their suit-
ability for mobile devices.

The remainder is structured as follows: We will give a

2https://itunes.apple.com/app/id657693514
3https://play.google.com/store/apps/details?id=eu.
everyaware.widenoise.android

short overview on the related work in the following Sec-
tion 2. In Section 3 we formalize the task and establish
the difference to classical tag recommendations. Further,
we introduce proximity-, and perception-based strategies to
produce tag recommendations. Next, we describe the ex-
perimental setup, including the dataset description in Sec-
tion 4. The experiments’ results are presented and discussed
in Section 5. Finally, we will conclude the paper and point
to several aspects for future work.

2. RELATED WORK
We will cover two areas of related work, which are relevant

for our scenario. First we will introduce the current state of
tag recommendation research and how it is applicable to our
scenario. Then we will cover the specifics of urban sensing
and discuss the motivation for users to tag.
The task of recommending suitable tags for a given re-

source to a specific user has been subject to many studies.
A broad variety of solutions has been proposed so far. [12]
compares eight algorithms like popularity-based, collabora-
tive filtering using similarities-based on both user-tag and
user-resource vector spaces, and graph-based approaches like
FolkRank. More recent work focusses on hybridization [5][7]
of algorithms or advanced technology like tensor factoriza-
tion models [15].
To our scenario only the popularity-based algorithms are

directly applicable as all others depend on a set of fixed
resources. Ubiquitous data as defined by [10] has some spe-
cific characteristics that makes it different from conventional
data. Usually, many different types of data are involved and
data emerges from a high number of partially overlapping,
loosely connected sources. An important characteristic is
that it is annotated with timestamps and geographic loca-
tion. Usually, resource do not exists a second time as only
rarely the same measurement is taken at the same place and
perceived in the same way. This makes ubiquitous data dif-
ferent from traditional resources in recommender systems.
Therefore, graph or tensor-based models would have to be
modified to a great extent in order to fit our scenario. In the
following section we will go into more detail about how the
nature of sensory data is different from that typically found
in tagging systems.
The presence of location information enables the use of

spatial approaches. [1] presents a cluster-based tag recom-
mendation approach for images from the social tagging plat-
form Flickr4. The approach applies the k-Means clustering
algorithm [16, page 62–63] on the location information and
has been evaluated on the CoPhIR dataset [4]. In the latter
work, the influence of geographical coordinates, low-level im-
age features (e.g., color layout), and tag similarities on rec-
ommendations were compared. The results of their studies
show that the geographical coordinates are the most help-
ful image descriptors. The approach is further described in
Section 3.2.5 and will be examined in our evaluation.
Finally, [8] deals with the way people tag their resources,

which is deeply related to the reasons why they tag. The
most important reasons that can be applied to the Wide-
Noise Plus scenario are “contribution and sharing”, “attract
attention”, and “opinion expression”. This becomes evident
while looking at tags that were used during an EveryAware
campaign taking place around the London Heathrow Air-

4http://flickr.com/



port. With their tags, the participants expressed and shared
their frustration about the noise pollution caused by the air-
port.

3. TAG RECOMMENDATION
As outlined in the introduction, there are some special

conditions for mobile sensing that must be addressed when
choosing recommender algorithms. WideNoise Plus is most
often used outdoors without regard to Internet connectivity.
Thus, the application must be able to produce recommenda-
tions only from data that has been stored on the device and
the elements of the current record (the measured noise, the
location, and the user’s perceptions). Furthermore, produc-
ing recommendations should only consume as little power
and runtime as possible. Otherwise, the increased battery
drain and long waiting time would discourage users from
taking further measurement.

At the moment, it theoretically is still possible to store all
relevant tagging information of all users of WideNoise Plus
(approximately 150 KB) within the app on a smartphone.
However, since the dataset is growing, algorithms that need
only some (externally precomputed) subset or aggregation
of the historic data are preferable to those that require the
complete unprocessed data as their input.

In the following, we first formalize the tag recommenda-
tion task for the combination of sensor measurements and
subjective perceptions. We then present each of the algo-
rithms, which we will later use and compare.

3.1 Task Definition
Our tag recommendation task is closely related to that

of tagging systems where users assign tags to resources like
videos, photos, websites, or papers. Each of such systems
underlies a structure called a folksonomy. It can be for-
malized as a quadruple F = (U, T,R, Y ) [11] of the sets U
containing all users, R containing all resources, and T con-
taining all tags of the system. Finally, Y ⊆ U × T × R
is a ternary relation containing a triple (u, t, r) if the user
u ∈ U has assigned the tag t ∈ T to the resource r ∈ R.
Typical for a folksonomy is that the same resource is tagged
by several users and that the same tag is used for several
resources. Thus, the tag assignments in Y form connections
among the entities of F. The task of recommending tags is
then to suggest tags, given a user and a resource.

At first glance, the WideNoise Plus setting fits exactly
this problem description. We can identify users and tags
and use the different measurements as resources. However,
the description does not cover the complexity of our scenario.
Each record contains several attributes like the noise level,
the location, a timestamp, and the perceptions entered by
the user. While certainly in the tagging systems mentioned
above the resources come with different attributes as well,
in those cases – unlike the perceptions – the properties (e.g.,
the title of a paper, the content of a video) can be derived
from the resource alone. They are the same for any user who
has tagged the resource and they are (with the exception of
updates) stable. It is therefore desirable, to exclude the per-
ceptions from a resource and to model them as extra entities.
Further, the sharing of resources can hardly be modelled in
the same way as in folksonomies. Where in tagging sys-
tems, one of the key ideas is that users can see, discover,
and copy other users’ resources, this is not the same for the
WideNoise Plus scenario. While users can tag several noise

levels at the same location and time, they do not share the
same resources (i.e., measurements). Rather, each measure-
ment is an individual resource and (within the boundaries
of physics) almost any combination of sensor measurements
is conceivable. For example on the (approximately) same lo-
cation, the noise measurements of two users might differ due
to different times of day or week, different seasons, different
company, or events. Moreover, slight variations in the loca-
tion (that must not even be measurable with GPS) can yield
significantly different noise measurements, e.g., being inside
a building or outside right next to it. Despite these difficul-
ties, the properties and the perceptions are surely reasonable
candidates for exploitation in recommendations. Therefore,
we modify the above described notion of folksonomy to that
of SensorFolkSonomy as follows.

Definition 1. Given a set of users U , a set of tags T ,
a set S of sensors with ranges Si, i = 1, ..., |S|, and a set
P of perception categories with ranges Pj , j = 1, ..., |P| a
SensorFolkSonomy is the 5-tuple S defined as

S := (U, T, S, P, Y )

Hereby, S =
∏|S|

i=1 Si and P =
∏|P|

j=1 Pj so that Y ⊆ U ×
T × S × P is the tag assignment relation. A record is a
tuple (u, T(u,s,p), s, p), where u ∈ U , s ∈ S, p ∈ P and
T(u,s,p) := {t ∈ T | (u, s, p, t) ∈ Y }, such that T(u,s,p) �= ∅.
In the definition, the symbol

∏
as usual denotes the Carte-

sian product, S is the space of all possible measurement
combinations and P is the space of all possible perception
combinations. The resulting records are similar to posts in
regular folksonomies. The tag recommendation task for a
SensorFolkSonomy is now to suggest tags given a user u, a
vector of measurements s and a vector p of statements in
each perception category.
According to our definition, a WideNoise Plus record can

be modelled in the following way: It is recorded by a user u ∈
U who is identified by the unique ID of their mobile device.
The unique ID of the mobile device is part of the record
and we assume that different devices usually imply different
users. The content of one record is given by a vector s ∈ S
holding the measured noise level as well as the coordinates
of the location. The user can annotate this reading with
a freely chosen set of tags t ∈ T and choose values in 4
perception categories: feeling, disturbance, isolation, and
artificiality (thus |P | = 4).
The task of tag recommendation is to recommend, for a

given user u ∈ U , a given tuple of sensor measurements s ∈
S, and a given tuple of perceptions p ∈ P , a set T̃(u,s,p) ⊆ T

of tags. In many cases, T̃(u,s,p) is computed by first gener-
ating a ranking on the set of tags according to some quality
or relevance criterion, from which then the top k elements
are selected.

3.2 Recommendation Approaches
We compare several approaches against each other in our

experiments. We describe them in the remainder of this
section and discuss their advantages and drawbacks regard-
ing resource consumption as well as their suitability for the
mobile environments.

3.2.1 Most Popular Tags (MPT)
A very simple recommendation method is to always sug-

gest those tags t ∈ T that have been assigned the most often



so far, i.e., where the set Tt := {(u, t, s, p) ∈ Y | u ∈ U, s ∈
S, p ∈ P} is largest. This yields a non-personalized recom-
mender that will serve as a lower baseline in our comparison
of algorithms.

The only input data that would have to be provided for
the app are just those top most popular tags. Since also
nothing has to be computed, the application would require
only very little storage and almost no processing time at all.
Therefore, this method would be the best-case in terms of
resource requirements.

However, it is expected to be rather bad with regard to the
quality of the recommendations, since it is just a static list of
the same tags for each record. Table 1 shows the list of the
current most popular tags. While there are some country
specific tags like the Italian word “esterno” (outdoor scene),
there are some international ones like “garden” or “car” that
are likely to occur all over the world. Therefore, this recom-
mendation strategy is considered an adequate baseline for
our evaluations.

Table 1: The 10 most popular tags in the dataset
Amount Tag

573 garden
557 esterno
549 heathrow
525 aeroplane noise
271 voci
187 car
181 antwerpen
157 plane
151 street
133 arriva

3.2.2 Most Popular Tags by User (MPTU)
Another very simple recommendation method is to sug-

gest those tags t ∈ T that have been used by the given user
u ∈ U the most often so far, i.e. where the set Tu,t :=
{(u, t, s, p) | s ∈ S, p ∈ P} is largest. This yields a personal-
ized recommender that recommends tags that are known to
the user and in a language they understand.

It is also very suitable for the mobile devices, as only the
user profile and no other training data has to be stored.
Using the pre-ordered list of the user’s tags, the algorithm
is similarly fast as the global most popular tag recommender.
However, this algorithm has a severe cold start problem as
it cannot produce tags for new users.

3.2.3 Proximity-Based Approach (Prox)
An approach that uses the location information provided

by the location sensor s ∈ S is to recommend tags that have
been used so far at the given location or nearby. Prox is thus
a context-aware recommender that will recommend tags that
likely describe the location like for example“airoplane noise”,
which has been used near airports. Therefore, a proximity-
based prediction is likely to have good performance.

The algorithm has stronger requirements than the previ-
ous ones. Either the whole dataset (all recordings in any
location) must be stored on the device or an Internet con-
nection is required beforehand in order to query for records
that have been taken roughly near the user’s current loca-
tion.

In our experiments we will use the k-Nearest-Neighbors
algorithm [16, page 129–131] to find the nearby tags. This
ensures that this approach always recommends tags even if
they are taken from faraway places. For our experiments we
manually choose a value of 42 for k, since this showed good
results in a subset in the training data.
The distance between two locations can be calculated with

a number of methods like the Manhattan, the Euclidean, or
the great circle distance. The Manhattan distance is partic-
ularly is rather inaccurate although very easy to compute.
The Euclidean distance is much better in terms of accuracy,
but with the price of a higher computational effort. How-
ever, compared to the actual air-line distance, the accuracy
is getting worse for locations further away from the equator.
Finally, the great circle distance is very precise, but is the
most expensive with regard to computations. We use the
Euclidean distance (Prox-ED) and the great circle distance
(Prox-GCD) due to its higher accuracy.

3.2.4 Perception-Based Approach (Perc)
An approach that uses WideNoise Plus’s perception values

p ∈ P is able to recommend tags t ∈ T that are associated
with the same mood (e.g., “love”). This yields a context-
aware recommender that will recommend tags that describe
the user’s perception of the noise, location, etc. (e.g., “noisy
plane spoiling peace”). There are four scales with a range
from -5 to +5 each with steps of size 1 to express the corre-
sponding perception (see Figure 1(a)):

• Feeling: Ranges from “hate” to “love” and expresses
whether the user enjoys the recorded noise or whether
it was unpleasant.

• Disturbance: Ranges from “hectic” to “calm” and ex-
presses how disturbing the recorded noise was per-
ceived by the user.

• Isolation: Ranges from“alone”to“social”and expresses
how much company the user had.

• Artificiality: Ranges from“man-made”to“nature”and
expresses whether the recorded noise was caused by
humans, machines, or nature.

The method is suitable for mobile devices, as only an ag-
gregated list of tags for each possible perception combination
has to be stored. Using the pre-ordered lists of the percep-
tion’s tags, the algorithm has to combine those lists that are
the most similar to the given perception setting. A percep-
tion vector p′ is considered similar to the current perception
vector p if no perceptions differ more than a given threshold
d, i.e. if ||p− p′||∞ ≤ d. In our experiments we will set the
(initial) threshold to d = 1 and increase it by one in cases
where no such measurement p′ exists and thus nothing could
be recommended.

3.2.5 Clustering-Based Most Popular (Clus)
This approach, presented by [1] uses the location informa-

tion of the location sensor to cluster the records and assign
the most frequent tags ∈ T ordered by decreasing user fre-
quency of a cluster’s records to that cluster during a prepro-
cessing step. Recommended are those tags that have been
used in the cluster of a given location so far, i.e., those tags
t ∈ T where the set {(u, t, s′, p) | u ∈ U, s′ ∈ C(s), p ∈ P}



is large. Hereby C(s) is the cluster that the current loca-
tion s belongs to. This yields a context-aware recommender
that will likely recommend tags that describe the location.
This algorithm is similar to Prox, but, since the records are
clustered, the computational effort and the amount of input
data is lower.

It is thus suitable for mobile devices, as only the precom-
puted ranked list of tags of each cluster have to be stored.
For each new record, the distance to all clusters has to be
computed to select the ranked tag list of the cluster closest
to the user.

In an offline preprocessing, the resources are clustered us-
ing k-Means and the most frequent tags for each cluster are
determined. k-Means requires the number of cluster k as an
input parameter as well as a distance computation function.
For k we use the rule of thumb proposed by [14, page 365]:

k ≈
(n
2

) 1
2

Hereby, n refers to the number of resources to be clustered
and the Euclidean distance is used as distance function.
Clusters are represented by their centroids and in the recom-
mendation phase, we use the Euclidean distance for distance
calculation.

During our experiments we discovered that, in our sce-
nario, it is better to choose the absolute tag frequency dur-
ing clustering phase rather than the user frequency. We will
present the result for user frequency (i.e., Clus-UF) and ab-
solute tag frequency (i.e., Clus-AF) separately during our
evaluation.

3.2.6 Hybridization
To improve performance, multiple recommenders can be

combined in hybrid recommenders. Such a combination can
improve the results by combining several aspects, e.g., to
yield a location-based approach that also is influenced by
the given perceptions.

The suitability for our scenario depends on the algorithms
that are combined. In this paper we will analyze 3 combi-
nations between most popular tag by user on the one hand
and either the perception (Perc-MPTU), proximity (Prox-
ED-MPTU), or clustering (Clus-ED-MPTU) approach on
the other hand. We use most popular tag by user as it pro-
duces personalized recommendations with only little com-
putational effort. In order to keep the computational effort
small we chose the Euclidean distance-based versions of Perc
and Prox.

All involved algorithms compute their individual rankings.
For a tag t ∈ T we compute a score as an unweighted lin-
ear combination [5] of the inverse ranks according to the
following equation:

score(t) =

(
1

rank1 (t)
+

1

rank2 (t)

)−1

Hereby, rank1 (t) and rank2 (t) are the positions of the tag t
in the rankings of the two combined algorithms.

4. DATASET AND EXPERIMENTS
In this section we introduce the dataset of our analysis

and how it was assembled as well as the metrics we use for
the evaluation in Section 5.
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Figure 2: Distribution of the tag frequency on a log-
log scale. The elements on the x-axis are the 1,151
unique tags, ordered by decreasing frequency.

4.1 Dataset
The basis for our experiments is the full set of WideNoise

Plus records with at least one tag, collected between De-
cember 14, 2011 and June 12, 2013. After the removal of
records that had been submitted for testing by the develop-
ers, the collection consists of 5,434 reports collected by 546
users that contain 1,151 distinct tags and 9,255 tags in to-
tal. The following further preprocessing steps were applied
to the tags: All tags have been lower-cased and some encod-
ing issues have been resolved manually (e.g., we replaced
“wrzburg” with “würzburg”).

Before we describe the experiments on tag recommenda-
tions, we observe a few statistical properties of the datasets.
Figure 2 shows the distribution of the tag frequency. The
distribution tends to be fat tailed.
Figure 3 shows the distribution of the number of tags as-

signed to one record. The maximum number of assigned
tags is 8 and we therefore pick it as the maximum number
of recommended tags in our experiments. On average, one
WideNoise Plus record has 2.45 tags assigned to it.
Figure 4 shows the distribution of the number of tag as-

signments per user. The most active user assigned 2,461
tags and the average number of tag assignments per user is
33.92. However, we have a fat tail of users that made just
one tagged records and then stopped using this feature.

4.2 Evaluation
We evaluate the different recommendation algorithms in

an offline experiment. We split the full dataset into training
and test data using a time split after 70 % of the records
leaving 3,805 records for the train phase and 1,629 records
for the evaluation phase. In that way, we stay close to the
actual scenario: The WideNoise Plus app runs on a mobile
device and must produce recommendations from the data
on the device. While it is not possible to send training data
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Figure 3: Distribution of tags per record on a log-log
scale. The x-axis represents the dedicated records
and the y-axis represents the number of tags as-
signed to such a record.

record by record to an application, it is very well conceiv-
able, to update the app with training data in larger regu-
lar intervals. A consequence of this procedure is that the
test data set contains users and tags that do not occur in
the training data. Again, this is close to the real scenario,
where often users take measurements over only a short time
span and thus do not have large user profiles to be used for
training. This closeness to the real-world scenario was the
decisive element for a time split and against other methods
like cross validation procedures, where random samples of
the full data set are selected as test data.

The algorithms are trained and then used to produce a
ranked list of recommendations T̃(u,s,p) for each record in
the test dataset comprising the user u, the sensor measure-
ments s (longitude, latitude and noise level) and the four
perceptions p. To evaluate the performance we measure the
predictive power of recommendations, i.e., for every record
of the test data, precision, recall, and F1 measure are com-
puted. For these three metrics, the number of recommended
tags has to be set to some fix number k. To pay tribute to
the size of mobile devices and following the findings above
on the maximum number of assigned tags, we let k run from
1 through 8 and compute the score at each level. Thus, if
T(u,s,p) is the set of tags that were actually assigned to the

record and T̃(u,s,p) is the set of the top k recommended tags,
then precision and recall are defined as follows [16, page 109]:

Precision(u, s, p) =
|T̃(u,s,p) ∩ T(u,s,p)|

|T̃(u,s,p)|

Recall(u, s, p) =
|T̃(u,s,p) ∩ T(u,s,p)|

|T(u,s,p)|

The F1 measure is the harmonic mean of precision and
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Figure 4: Distribution of the number of tag assign-
ments per user. The x-axis represents the users and
the y-axis represents the number of tag assignments
of these users.

recall:

F1(u, s, p) = 2 · Precision(u, s, p) · Recall(u, s, p)

Precision(u, s, p) + Recall(u, s, p)

Theoretical upper bound.
In the experiments, we will compare not only different al-

gorithms against each other, but also to a theoretical “per-
fect recommender”. This upper bound demonstrates, how
much room for improvements is left for further, possibly
more advances methods in future work. The bound is con-
structed by recommending those tags for a record that have
actually been used for it as long as these tags occur in the
training data. It is clear that no real algorithm – which
of cause has no knowledge about the user’s actually chosen
tags – can beat that upper bound (unless it can produce
tags that have never been used before).

5. RESULTS
In the evaluation we use the global most popular recom-

mender as baseline. Every more sophisticated recommender
should achieve better results than that. Additionally, we
include the values for a perfect pseudo-recommender that
predicts just those tags that are actually used and present
in the train dataset. As described in Section 3.2.1, there are
language specific tags in the list of the global popular tags
(see Table 1). Further, besides the larger geographic areas,
there are also tags that will occur only in certain particular
areas like the tag “heathrow”, which would be relevant only
around London. It is therefore to be expected, that the most
popular baseline will achieve rather low results.
Figure 5 shows the results for precision and recall. The

F1 measure results are shown in more detail in Figure 6
and Table 2. In the discussion, we focus on the scores that



Table 2: F1 measure for WideNoise Plus
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Figure 5: Recall vs. precision for WideNoise Plus.
The grey lines are isoquants for several F1 scores.

are obtained for the recommendation of two and three tags
respectively, since the average amount of assigned tags in the
dataset is 2.45. Compared to the baselines, we observe, that
all algorithms successfully outperform the most popular tags
recommender, but also – comparing to the theoretical upper
bound – that there is plenty of room for improvements.

An interesting results is that the personalized MPTU ap-
proach yields a very good score. It is already better than
the computationally intensive Perc approache, but slightly
worse than Clus and Prox. It is very interesting that in
comparison to the use of the Euclidean distance, the great
circle yields almost the same results. For our scenario, this
is good news, as similar recommendations are produced with
less computational effort. The use of clustered locations (i.e.,
Clus) yields similar results as Prox-ED and Prox-GCD, but
is computationally less expansive.

Looking at the hybridization results, we see that all algo-
rithms profit from the merge with MPTU. Prox-ED benefits
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Figure 6: F1 measure for WideNoise Plus.

far more from MPTU than Clus-AF and achieves the best
results among all investigated algorithms – approximately
already half of the maximal possible score.
To evaluate the suitability for mobile devices we measured

the runtime it took each recommender to predict the tags for
the whole evaluation dataset. Figure 7 depicts the compu-
tation time for every algorithms5. The computational effort
of the great circle distance is not acceptable considering the
almost same performance. While Prox-ED-MPTU achieved
the best recommendation quality, it requires a lot of compu-
tation time. Still one has to consider that the analysis was
conducted on a relatively powerful computer and that the
times will increase with a growing dataset. The runtimes
can therefore only be used as indicators, since smartphones
have much less computation power and would therefore take
much longer.

5The evaluation was conducted on a Lenovo ThinkPad X220
with an Intel Core i7-2640M (2.80 GHz), 8 GB RAM, Win-
dows 8 Professional 64-bit, and Gnu R 2.15.3 64-bit.
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Figure 7: Average recommender runtime.

6. CONCLUSIONS
With the SensorFolkSonomy scenario we have introduced

a new task for recommender systems. It requires new models
and adaptations of known tag recommendation approaches.
WideNoise Plus represents such a SensorFolkSonomy appli-
cation, and we could compare several algorithms exploiting
different aspects of the app’s records.

Our evaluations show that the best results are achieved by
combining the recommendations of the most popular tag by
user recommender and a location proximity-based approach.
In future work we plan to evaluate the real runtimes of the
algorithms on mobile devices and to adapt other recommen-
dation algorithms to our scenario.

Besides that, there are some additional questions that we
want to address concerning the cluster-based approach. Cur-
rently, we use k-Means to compute the cluster. It will be
of interest to compare varying numbers of cluster or other
cluster algorithms and evaluation their performance. Addi-
tionally, we will evaluate the performance of further hybrids
using machine learning to find weighted combinations with
more than two approaches involved.
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