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Abstract. For decades software testing is a fundamental part in soft-
ware development. In recent years, model-based testing is becoming more
and more important. Model-based testing approaches enable the auto-
matic generation of test cases from models of the system to build. But
manually derived test cases are still more efficient in finding failures. To
reduce the effort but also keep the advantages of manually derived test
cases a decomposition of test cases is introduced. This decomposition
has to be adapted to the decomposition of the system model. The ob-
jective of my PhD thesis is to analyse these decompositions and develop
a method to transfer them to the test cases. That allows the reusing of
manually derived test cases at different phases of a software development
project.
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1 Introduction

During a software development project, testing is one of the most important
activities to ensure the quality of a software system. About 30 to 60 per cent
of the total effort within a project is spent for testing [19], [14]. This value
did not change during the last three decades. Even though testing is a key
aspect of research and there are constantly improving methods and tools that
can be applied. One fundamental problem during testing is the fact, that it is
not possible to show completely absence of errors in a software system.
[7]. Nevertheless by executing enough test cases a certain level of correctness
can be ensured. But the number of test cases must not be too large otherwise it
would not be efficient to test the systems any longer. One of the most important
challenges is to create a good set of test cases. That means the number of test
cases should be minimal but it should also test as much as possible of the systems
behaviour.
Model-based testing is one technique that addresses this problem. A potential
infinite set of test cases is generated from the test model, an abstract model
of the system to construct. Based on a test case specification a finite set of
these generated test cases can be selected [16]. These test cases can be executed
manually or automatically.
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2 Related Work

In [20] a distinction is made between four levels of testing: acceptance testing,
system testing, integration testing and component or unit testing. The focus
here is integration testing and unit testing. Furthermore testing approaches can
be divided by the kind of model from which the test cases are generated [6].
Tretmans describes an approach to generate test cases from labelled transition
systems [17]. He introduces the ioco-testing theory. By this theory it is possible
to define for example when a test case has passed. An algorithm is introduced
that allows generating test cases from labelled transition systems. Several tools
implement the ioco-testing theory. For example TorX [18], TestGen [10] or the
Agedis Tool [9].
Jaffuel and Legeard presented an approach in [12] that generates test cases for
functional testing. The test model is described by the B-notation [1]. Different
coverage criteria allow the selection of test cases.
Another approach was described in [13] by Katara and Kervinen. It bases on so
called action machines and refinement machines. These are also labelled transi-
tions systems with keywords as labels. Keyword based scenarios are defined by
use cases. Then they are mapped to the action machines and detailed by the
refinement machines.
An approach that generates test cases for service oriented software systems from
activity diagrams is introduced in [8]. Test stories are derived from activity dia-
grams. These user stories are the basis for generating test code. Several coverage
criteria can be checked by constraints.
In [15] Ogata and Matsuura describe an approach that is also based on activity
diagrams. It allows the creation of test cases for integration testing. Use cases
from use case diagrams are refined by activity diagrams. For every system or
component that is involved in an activity diagram there is an own partition.
So it is possible to select only these actions from the diagram, which define the
interface between the systems or the components. Now the test cases can be
generated from these actions.
Blech et al. describe an approach in [4] which allows the reusing of test cases in
different levels of abstractions. For that purpose relations between more abstract
and more concrete models are introduced. After that they try to prove, that the
more concrete model is in fact a refinement of the more abstract model. That
approach is based on the work of Aichernig [2]. He used the refinement calculus
from Back and von Wright [3] to create test cases from requirements specifica-
tions by abstraction.
In [5] Briand et al. introduce an approach to make an impact analyse. So it
is possible to determine which test cases are affected by changes of the model.
The test cases are divided into different categories and can be handled respec-
tively. That approach was developed to determine the reusability of test cases
for regression testing during changes within the specification.
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3 Problem

Nowadays there are a lot of approaches that are able to generate test cases for
different kinds of tests from a model of a system automatically. The advantage
of these approaches is that the effort for the test case generation is low. Fur-
thermore a test specification can ensure that the test cases meet several criteria
of test coverage. What is not considered there is the efficiency of the test cases.
That means a set of generated test cases can more or less test the whole system.
But therefor maybe a huge number of test cases is necessary. However, manually
derived test cases can be much more efficient. Because of its experience a test
architect is able to derive such test cases that test the most error-prone parts
of a system. So a smaller set of test cases can cover a big and important part
of the system. But such a manual test case derivation is more expensive than
an automatic generation. This addition effort cannot be balanced by the less
number of test cases that has to be executed.
During a software development project there are different kinds of tests that test
the system or parts of it. For this purpose for every kind of test there are new
test cases necessary. Starting with the creation of test cases for system testing
from the requirements to creation of test cases for integration and unit testing
from the architecture, at every test case creation there is the possibility to choose
the manual test case derivation or the automatic test case generation with all
its advantages and disadvantages. The more complex the model of the system
gets the more the automatic generation is in advantage over the manual deriva-
tion because there is a point where a model is not manageable for a person any
longer. Generally the requirements model is much smaller than the architecture
because the latter contains much more additional information about the inner
structure and behaviour of the system. Therefore, a manual test case derivation
is more reasonable for system testing than for integration or unit testing. But
the advantages of the manually derived test cases are limited to system testing.
The approach that is introduced in the following section should automatically
transfer the advantages of manually derived test cases for system testing to test
cases for integration and unit testing. This is done by decomposing the test cases.
In this way the information that were added to the test cases during derivation
can be reused for further test cases but without the effort for another manual
test case derivation.
The question that should be answered in the doctoral thesis is: Can the ad-
vantages of manually derived test cases over automatically generated ones be
transferred to another level of abstraction by an automatic decomposition of
these test cases?

4 Proposed Solution

To use the advantages of manually derived test cases for at least one time in the
project a set of test cases has to be derived manual. As stated above, suitable
for this are the test cases for system testing. They can be derived from the re-
quirements model. It does not contain details about the system like the internal
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structure or behaviour. So the test architect can aim solely at the functions of
the complete system. Hence one can get a set of test cases to test the system
against its requirements. Based on the requirements an architecture of the sys-
tem is created after that. This architecture is getting more and more refined and
decomposed. For example the system itself can be decomposed into several com-
ponents that can be decomposed into subcomponents again. The functions can
be decomposed analogue into subfunctions which are provided by the compo-
nents. To test the particular subfunctions and the interaction of the components
integration and unit test are executed. Therefore, test cases are required again.
They could be derived from the architecture. But that would entail much addi-
tional effort. Another option is an automatic generation. But that would mean
to lose the advantages of manually derived test cases. A third option is to reuse
the manually derived test cases from system testing. To do this the following
problem has to be solved. Meanwhile there are additional information added to
the architecture for example information about the internal composition or sub-
functions of the system. The test cases also need these information. For instance
it is not possible to test a function if there is no test case that has information
about the existence of that function. Hence, the refinements and decompositions
that were made at the architecture must also be made at the test cases. That
means the test cases also has to be decomposed. After that the test cases from
system testing can be used as basis for test cases for integration and unit testing.
A manual re-deriving of test cases is not necessary any longer. Figure 1 shows
this process schematically.

Fig. 1. Creation of test cases during project
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To illustrate how such a decomposition of test cases could look like it is shown
at the Common Component Modelling Example (CoCoME) [11]. CoCoME is
the component based model of a trading system of a supermarket. Here we
focus only on the CashDesk component of the trading system. The requirements
model contains the trading system itself and other systems and actors of its
environment. Besides the models that describe the static structure of the system
the behaviour is described by usecases. Such a usecase is for example the handling
of the express mode of the cash desk. Under certain conditions a cash desk can
switch into the express mode. That means that a customer can buy a maximum
of eight products at that cash desk and has to pay cash. Card payment is not
allowed any longer. The cashier can always switch off the express mode at his
cash desk. Figur 2 shows the system environment and an excerpt of the usecase
Manage Express Checkout. A test case that tests the management of the express
mode could consists of the follwoing three steps:

1. The cashier presses the button DisableExpressMode at his cash desk.
2. The cash desk ensures that the colour of the light display changes to black.
3. The cash desk ensures that the card reader accepts credit card again and

card payment is allowed.

Fig. 2. Example of the system environment and one usecase

In the next step the complete system is decomposed into several compo-
nents. One of these components is the CashDeskLine that also contains a set of
CashDesk sub components. Also the description of the behaviour, in this case the
management of the express mode, is decomposed into smaller steps (see figure
3).

Similarly, the test case that was defined above has to be decomposed to test
the new subfunctions. After the decomposition it would look as follows:

1. The cashier presses the button DisableExpressMode at his cash desk.
(a) The cashier presses the button DisableExpressMode th his cash box.
(b) The cash box sends an ExpressModeDisableEvent to the cash box con-

troller.
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Fig. 3. Example of the decomposed structure of the systems and its behaviour

(c) The cash box controller sends an ExpressModeDisableEvent to the cash
desk application.

2. The cash desk ensures that the colour of the light display changes to black.

(a) The cash desk application send an ExpressModeDisabledEvent to the
light display controller.

3. The cash desk ensures that the card reader accepts credit card again and
card payment is allowed.

(a) The cash desk application sends an ExpressModeDisabledEvent to the
card reader controller.

The steps at the ordinary level are identic to that from the original test case.
Because of the information about the additional components and the communi-
cation between them, there are a few new test steps at the second level necessary.
New these new components and their communication can also be tested by this
test case. So the test case for system testing that was created from the require-
ments can also be used for integration and unit testing.
To do that test case decomposition the following challenges has to be addressed:

– Definition of associations between requirements or the first architecture and
the manually derive test cases. This is necessary to transfer the decomposi-
tions that are made at the architecture to the test cases.

– Tracing of the elements of the architecture during the further development.
So it can be decided which elements of the requirements or architecture are
decomposed.

– Definition of the decomposition of the test cases. Now that it has been es-
tablished how the elements of the architecture are decomposed and the cor-
responding test cases can be identified it can be analysed how the test cases
has to be decomposed according to the decomposition of the architecture
elements.

– Automatic transfer of the decomposition steps from the architecture to the
test cases. Therefore all the possible decomposition steps have to be anal-
ysed and classified. After that they can be detected automatically and the
corresponding test cases can be decomposed respectively.
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5 Contribution, Evaluation and Validation

The objective of this PhD thesis is to develop an approach for decomposing test
case analogous to the decomposition of the corresponding system to test. That
approach is based upon findings about the decomposition of a system influences
the corresponding test cases. In another step the approach shall be implemented
as a prototype. After that the prototype can be evaluated and compared to other
implementations of model-based testing approaches.
Within the next year the decomposition steps of a system and their influence to
the corresponding test cases shall be analysed. For this the changes of individual
model elements during detailed design have to be traced. Especially how they are
extended with information about their interior structure and behaviour. Another
important fact is the relation between model elements and test steps. With this
knowledge it is possible to adapt the test cases after a decomposition of the
system in a way that the test cases can cover also the added information about
structure and behaviour.
In the six following months a first prototype shall be implemented. It is intended
to evaluate this prototype within a student project. To see how efficient the test
cases are that were derived with this approach a set of manually derived test
cases are compared with a set of automatically generated ones. After this the
manually derived test cases are decomposed. In the next step the decomposed
test cases are compared with new automatically generated test cases. In each
case the average number of failures that are detected by the test cases and how
serious these failures for the function of the system are compared. The findings
from this first evaluation are integrated in the approach and the prototype during
the next six months. After that finalisation the new prototype should be set up
in an industrial project and compared with other model-based tools in use.
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