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Abstract. Ontology design is a complex and time-consuming process. It is 
extremely difficult for human experts to discover ontology from given data or 
texts. This paper presents a semi-automatic method for ontology extraction and 
design. The method is based on Formal Concept Analysis and a Horn clause 
model of a concept lattice. Inputs to the technique are domain-specific texts or 
data. After transformations, resulting domain-specific ontology is represented 
as a set of rules and facts according to Horn clause model of concept lattice 
based ontology representation. Ontology designer is given this initial ontology 
expression for further extension by adding concepts and relationships (part-of, 
related to, etc) by using a rule language based on Horn clauses. Validation of 
ontology is done by logical inference.  

1 Introduction 

Manual construction and description of domain-specific ontology is a complex and 
time-consuming process. The recent study on ontology design methodologies shows 
that it is very hard for a designer to develop accurate and consistent ontology [10].  

Therefore, a number of approaches propose to improve ontology construction 
using automatic discovery of taxonomic and non-taxonomic relationships from 
domain data or domain-specific texts [1, 4, 8, 9, 12]. These approaches can be 
classified to two groups: most of the approaches provide methods for automatic 
discovery of taxonomic relationships and only few of them deal with learning 
ontological relationships between concepts. Unfortunately, in the approaches 
available, there is a lack of combination of the two methods, because methods for 
learning ontological relationships rely to a given initial taxonomy of concepts and use 
it in learning process [8, 11]. 

The goal of this paper is to present a new approach to semi-automatic ontology 
extraction and design by using Formal Concept Analysis (FCA) [2] combined with a 
rule-based language. Our approach provides tools for automatic or semi-automatic 
extraction of taxonomy of concepts from domain-specific texts, automatic 
transformation this initial ontology to Horn clause language and a rule language for 
expression of non-taxonomic relationships. Validation of ontology is done by logical 
inference. 
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Our approach is applicable in many application domains, where domain specific 
ontologies can be extracted from web catalogs, product catalogs, domain specific 
dictionaries and texts etc. 

The rest of the paper is structured as follows. Section 2 briefly overviews related 
works. Two basic notions used in our approach: concept lattice based ontology 
expression and its first-order logic model are introduced in sections 3 and 4. General 
framework of proposed approach is presented in section 5. Section 6 concludes the 
work.  

2 Related Works 

There are several attempts on ontology learning and ontology extraction [1, 7, 8, 9, 
11, 12]. For example, in KRAFT [9], local ontology is extracted from shared 
ontology. In the system Infosleuth [12] ontologies are constructed semi-automatically 
from textual databases. They use ontology-learning approach, where human experts 
provide a set of initial words denoting concepts from high-level ontology. In [8] 
discovering non-taxonomic relationships from texts using shallow text processing 
methods is presented. Their technique is integrated into ontology learning tool 
TextToOnto. The method presented in [11] uses manually built initial ontology to 
build conceptual hierarchy semi-automatically from texts. Resulting ontology is 
presented in Description Logics. 

Similarity of our approach and those discussed above is in using texts as 
descriptions of conceptualisation of domain and learning formal ontology from the 
given texts. 

To contrast our approach to the research mentioned above, we like to express that 
we combine automatic extraction of taxonomic relationships from domain-specific 
texts with semi-automatic expression of full ontology (including also non-taxonomic 
relationships) in first-order language for further reasoning and search. 

Before starting to present our framework for ontology extraction, we first introduce 
two basic notions of our method: concept-lattice based ontology representation and its 
first order language model. 

3 Concept Lattice Based Ontology Representation 

In this section, we define concept lattice based ontology expression as a reduced 
concept lattice of a given context K(O,C,R), where O is object set, C is set of 
attributes of objects and R is a binary relationship between objects and attributes. Our 
definition is based on FCA [2], which is lattice theory applied to the analysis of 
hierarchies of concepts. We assume that a reader of this paper is briefly familiar with 
this theory. Most important FCA notions used in the paper will be discussed below by 
illustrative examples. We defined concept lattice based ontology representation first 
in [4]. In this paper we refine this definition to meet requirements of the method 
presented. 
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3.1 A Brief Introduction to FCA and to Sample Domain 
 
A reader is referred to [2] for detailed knowledge about FCA. In the following we 
give a very basic introduction to the main principles of FCA by using examples. 

For example, a context K(O,C,R) of real estate domain can be as shown as in Table 
1. The set of objects O is a collection of real estate domain specific texts (ads) about 
real estate items denoted by references like A1, A2, etc. in the table 1. The set of 
attributes C is the set of noun-phrases chunked from these texts by using NLP. If a 
text describing a real estate item contains certain noun-phrase, then the relationship R 
holds and we denote it by number 1 in the table below. 
 

Table 1. Real estate domain context 
 
Objects Attributes (noun-phrases) 

 Real 
estate 

Family 
house 

Country 
house 

Summer 
house 

Blockhouse Skyscraper 

A1 1 1     
A2 1 1 1 1   
A3 1  1    
A4 1    1 1 
A5 1    1  
A6 1   1   

 
 
A formal concept of the context K(O, C, R) is defined as pair (A, B), where A ⊆ O, B 
⊆ C, A´= B and B´=A, where A´ is the set of attributes common to all the objects in A 
and B´ is the set of objects having the attributes in B.  The extent of the concept (A, 
B) is A and its intent is B. 

For concepts (A1, B1) and (A2, B2) in the set S of all concepts of the context 
K(O,C,R) we have  
 

(A1, B1) ≤ (A2, B2) ⇔ A1 ⊆ A2 ⇔ B1 ⊇ B2. 
 
The relation ≤ is an order on S. It is shown in [2] that (S(K), ≤) is a complete lattice 
and this lattice is known as the concept lattice of the context K(O, C, R). 

For example, the concept lattice in Fig. 1 corresponds to the context 
presented in the table 1. 

Each node in this lattice (denoted by black circle) is a formal concept. For 
example, one of the formal concepts of the context described in Table 1 is  
{A2, A6} × {Real estate, Summerhouse}, where the set {A2, A6} is the extent of the 
concept and the set {Real estate, Summerhouse} is its intent. 

Sub and super-concept relationships between the formal concepts are 
represented by edges in the Hasse diagram in Fig. 1. For example, the formal concept 
{A4} × {Real estate, Blockhouse, Skyscraper} is a sub-concept of the concept {A4, 
A5} × {Real Estate, Blockhouse}. There are no objects that are defined by all the 
attributes, so the extent of the bottom concept is empty. 
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Fig. 1. The concept lattice of a real estate domain 

 
3.2 Concept Lattice Based Ontology Expression 
 

There is redundant information in concept lattice. The two kinds of redundancy can 
be eliminated from concept lattice without loosing any information as shown in [3]: 
redundant elements in formal concepts intents and redundant objects in formal 
concepts extents. Our reduction procedure has 2 steps: elimination of redundant 
elements from formal concepts intents and elimination of lattice of extents. 

Elimination of redundant elements. For a pair (A, B), B (intent) will appear in 
every descendant. The inherited elements may be eliminated. Let B´ be the set of 
elements in B that do not appear in any descendant of B. Then we can consider the 
concept lattice, where the nodes contain the pairs (A, B´) instead of pairs (A, B). This 
lattice is a result of the first step of our reduction procedure. 

Elimination of lattice of extents. After elimination of redundant elements from 
concept intents, we eliminate lattice of extents L

O
 and get as a result a reduced lattice 

of intents LCR of formal concepts.  
We call the resulting lattice LCR of reduction procedure as concept lattice based 

ontology expression. Fig. 2 shows the lattice LCR of our example. 
Naming concepts. After reducing concept lattice to its intentional part, we need to 

give formal concepts the names. Naming in our case can be done as follows: 
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1. A concept gets a unique name that is the name of the attribute(s) of formal 
concepts, which are left after reduction procedure. For each attribute c, there 
is a most general concept whose intent includes c, this is called attribute 
concept and the name of this concept is the name of corresponding 
attribute(s). Let us recall that attributes of formal concepts indicate domain 
specific concepts in our approach. 

2. After the previous naming procedure, there might be nodes that do not get 
names. In principle, the names for these nodes need to be provided by 
domain expert or ontology designer. It is possible automatically generate 
formal names (e.g. c1, c2…) for those nodes and then ask advice from 
human expert. 

The Fig. 2 depicts real estate domain ontology produced from concept lattice 
shown in Fig.1 using reduction and naming procedures.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

C2

C1Skyscraper 

Family house 
Country house

Blockhouse
Summerhouse

Real estate

Fig. 2. Concept lattice based ontology representation 
 
One may notice that 2 nodes in the lattice did not get names according to the 

naming procedure. The nodes denoted by generated concept names C1, C2 do not 
have labels in the lattice. Ontology designer may analyse the lattice above and give 
the appropriate names to the concepts. It is also interesting that those nodes really 
denote new unknown (discovered) concepts, because the domain-specific texts did not 
include any noun-phrases for denoting these concepts. 

In principle, the lattice shown in figure 2 is just a complete lattice, which nodes are 
labeled by concept names. We call this lattice concept lattice based ontology 
representation because it is obtained from full concept lattice that is extracted by FCA 
from the given context. 
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4 A Logic Model of Concept Lattice Based Ontology 
Representation 

In the previous section, we have defined domain ontology as a concept lattice reduced 
to its intensional part LCR (see for example Fig. 2). In this section, we provide first 
order logic model for LCR. The model was first provided in [5]. At the moment we are 
not interested in extensions, which gave birth to full concept lattice for a formal 
context of a domain. Nevertheless, existence of full concept lattice gives always an 
opportunity to find extent of a given concept. In order to build first order logic model 
for concept lattice based ontology expression we need to define mappings from lattice 
structure to a first order language. 

4.1 Language Constructs 

We use standard syntax for first order logic and define a simple rule language 
based on Horn clauses as follows. 

 
An alphabet of the rule-language is defined as follows: 
1. Set of constants N that consists of the set of concept names C, names of 

properties A, and special names any (lattice top, empty top is always True) 
and nil (lattice bottom, empty bottom is always False). 

2. Set of variable names V. Uppercase letters denote the variables in V. 
3. Set of predicate symbols P 
 
 Terms are either constants or variables. An atom (atomic formula) is a 

formula of the form p(t1,...,tn) , where p is a predicate symbol and t1,...,tn are terms. A 
formula is called ground if it contains no variables. 

 
Horn clause (rules) have at most one atom on its head and they are formulas of the 

following form: 
  A ← B1, B2,...,Bn , 

  where B1, B2,...,Bn is conjunction of atoms Bi, i=0,...,n and 
universal quantification of variables is assumed. 

An interpretation for the rule-language is defined as a set of ground atoms 
constructed from predicate names in P and constants in N. As the language is general, 
then different inference engines can be used. 

4.2 Transformation of Concept Lattice to Rule Language 

The mappings from lattice to rule language are defined as follows. 
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Mapping concepts 
Concepts are represented using their names in ontology as constants in rule 

language. For example, house, summerhouse etc. If we like to refer to extents, then 
concepts can also be represented by predicates like house(X). At the moment, we are 
not interested in extents of concepts. 

 
Mapping taxonomic relationships 

The predicate subconcept(Concept1,Concept2) is used to denote that Concept1 is 
an immediate subconcept of Concept2. Subconcept predicates are automatically 
generated according to the given lattice LCR. 

Predicate isa is used to represent partial order relationship between concepts. For 
example, the predicate isa(summerhouse, real-estate) defines partial order relationship 
between the concepts summerhouse and real-estate stating that summerhouse isa real-
estate (i.e. summerhouse is subconcept of real-estate ). 

 
Rules for lattice axioms 

As LCR is complete lattice, then the rules for lattice axioms are as follows: 
 
Reflexivity: 
isa(Concept, Concept) 
Transitivity: 
isa(Concept1, Concept2)←subconcept(Concept1, Concept2) 
isa(Concept1, Concept2) ← isa(Concept1, Concept3), isa(Concept3, Concept2) 
Predicate subconcept denotes that Concept1 is an immediate subconcept of 
Concept2. 
Antisymmetry: 
equal(Concept1,Concept2) ← isa(Concept1,Concept2), isa(Concept2,Concept1) 
 

Rules for lattice operations 
As LCR is a complete lattice, then for each set of concepts, there exists always a 

greatest lower bound (glb or greatest common subconcept) and a least upper bound 
(lub or a least common superconcept). Lattice meet is used to calculate glb and join is 
operation to calculate lub. We define these operations using the following set of rules. 

 
Lattice meet operation 
c_subconcept(C, C1,…,Ck)←isa(C, C1),…, isa(C, Ck) 
g_c_subconcept(C, C1,…,Ck) ← c_subconcept(C, C1,…,Ck),  

c_subconcept(T, C1,…,Ck), isa(T, C) 
The predicate c_subconcept(C, C1,…,Ck) means that the concept C is a common 
subconcept of the set of concepts {C1,…,Ck} 

The predicate g_c_subconcept(C, C1,…,Ck) means that the concept C is the 
greatest common subconcept of the set of concepts {C1,…,Ck}. 

Symmetrically, we define predicates and rules for join operation as follows: 
Lattice join operation 
c_superconcept(C, C1,…,Ck)←isa(C1, C),…, isa(Ck, C) 
l_c_superconcept(C, C1,…,Ck) ← c_superconcept(C, C1,…,Ck),  

c_superconcept(T, C1,…,Ck), isa(C, T) 
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Logical model of a given lattice LCR can automatically be generated on the basis of 
mappings presented above. This process is demonstrated in the following example. 

4.3 Examples about Transformations  
 
The following set of ground subconcept atoms is automatically generated on the 

basis of concept lattice based ontology expression shown in Fig. 2. 
 
subconcept(familyhouse, real-estate) 
subconcept(summerhouse, real-estate) 
subconcept(countryhouse, real-estate) 
subconcept(blockhouse, real-estate) 
subconcept(c1, countryhouse) 
subconcept(c1, summerhouse) 
subconcept(c1, familyhouse) 
subconcept(skyscraper, blockhouse) 
subconcept(c2, c1) 
subconcept(c2, skyscraper) 
 
On the basis of this set of atoms, partial order relationships can be derived using 

predefined rules from the Horn clause model of concept lattice based ontology 
representation. Also, lattice operations can be performed and consistence of ontology 
expression can be checked. 

5 The Ontology Design Method 

The proposed semi-automatic ontology design method is based on the two concepts 
introduced in previous sections: concept lattice based ontology representation and its 
logic model.  
 
5.1 General Schema of the Method 

 
The method comprises the following steps: 
1. Extracting formal context of a domain from domain-specific texts or data 
2. Computing initial ontology as the concept lattice from the context using FCA and 

reduction procedures 
3. Transforming initial ontology to a set of expressions in first order language  
4. Extending initial ontology with additional rules and facts 
 

General schema of this method is drawn in the Fig. 3 as follows: 
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Inference 
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ontology 
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FCA and 
reduction 

Fig. 3. General schema of the semi-automatic ontology design method 

In the following we describe each step of the method in more detail. 

5.2 Extraction of a Formal Context 

According to the method, first task is to produce a formal context K(O,C,R) for 
extractable domain-specific ontology. For our approach, objects of formal context can 
be textual descriptions of domain entities written in some natural language. We 
assume that those descriptions use domain specific vocabulary and are rather short. 
For example, suitable descriptions can be ads of real estate items in the real estate 
web catalogues, descriptions of products in product catalogues, technical descriptions 
of components. 

Attributes of an object for FCA are noun-phrases present in the domain-specific 
text describing a given domain-specific entity. Binary relationship R between 
descriptions (texts) of domain entities and noun phrases is discovered during the NLP 
process of text sources. A resulting set of noun phrases together with references to the 
domain-specific text sources are stored into the database table, which represents a 
context for the application domain in the form of binary relationship between 
descriptions of entities and noun phrases. 
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5.3 Computing Initial Ontology 
 
In our approach, FCA is performed on the database, which stores formal context. 

After that the resulting concept lattice is reduced and certain naming procedure is 
performed in order to get concept lattice based ontology expression. 

As formal concept lattice (even its reduced form) can be large, then a user should 
be given tools for browsing the lattice.  

There exist several algorithms for FCA and construction of line diagrams of 
concept lattices. Excellent comparison of performance of those algorithms can be 
found in [6].  

 
5.4 Transforming Initial Ontology to Horn Logic 

 
Next step is to provide means for transforming concept lattice based ontology 

expression into Horn logic. This process enables to produce logical expression of 
ontology lattice and specify intended semantics of the descriptions in first order logic. 

For that purpose, we introduced Horn logic based formulation of concept lattice 
based ontology representation in the section 4 of this paper. Initial ontology is 
automatically transformed to a set of facts according to this formulation. The latter 
includes also rules for partial order relationships, lattice axioms and lattice operations 
in order to reason about ontology. From the logical descriptions inference can 
automatically be done using one of automatic theorem provers. As our approach uses 
first order language, then it is possible to attach different ontology inference engines 
for practical applications by translating ontology expression to any inference engine 
rule language. This was one of the reasons behind choosing Horn logic based rule 
language. 

 
5.5 Extending Initial Ontology with Additional Rules and Facts 

 
As we have seen, taxonomic relationships between concepts can be automatically 
generated from a given lattice based ontology expression using logic-based 
formulation of concept lattice. In order to define non-taxonomic relationships the 
corresponding groups of predicates and rules are defined.  

 
Properties of concepts 

For defining properties of concepts, the following predicate can be used: 
hasproperty(Conceptname, Propertyname). 

 
Inheritance of properties 

Inheritance of properties can be represented by the following rule: 
hasproperty(C1, X)←isa(C1,C2), hasproperty(C2, X) 
 

Ontological relationships 
Ontological relationships like part-of, related-to etc can be easily represented via 
predicates. The following predicates demonstrate opportunities adding other 
ontological relationships: 

partof(C1,C2) 
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related(C1,C2) 
synonyms(C1,C2), etc. 
 
Additional specific inference rules can easily be added to the set of predefined 

lattice based inference rules by ontology designer. 
Non-taxonomic relationships give additional possibilities for ontology 

representation and reasoning about ontology. 
 
5.6 Reasoning about Ontology 
 
Reasoning is important to ensure the quality of design of ontology. It can be used 

to find contradictory concepts, to derive implied relationships, etc.  
Inference rules for lattice axioms and operations can be used to decide taxonomic 

relationships between concepts as well as perform lattice operations.  
For example, to find the least common superconcept of the set of concepts 

{summerhouse; countryhouse}, we define the following query: 
l_c_superconcept(X, summerhouse, countryhouse).  
The answer is the concept real-estate. If we are interested in finding the greatest 

common subconcept of the concepts familyhouse and countryhouse, then the 
corresponding query is as follows: g_c_subconcept(X, familyhouse, countryhouse). 
The answer is the concept c1. 

We may be interested in all the superconcepts of the concept skyscraper, for 
example. The query isa(skyscraper, X) gives the list of ground atoms as an answer. In 
our example, this is the list of the following atoms isa(skyscraper, real-estate) and 
isa(skyscraper, blockhouse). 

Inference about non-taxonomic relationships is made possible due to additional 
rules. For example, a designer may add the fact 
hasproperty(blockhouse,no_of_floors). Using inference, we may ask query 
hasproperty(X, no_of_floors) and receive an answer that also the fact 
hasproperty(skyscraper, no_of_floors) holds. 

Logical inference about ontology expression provides means for designing 
consistent and accurate ontologies.  

6 Conclusion 

We have provided a method to help ontology designer automatically to extract initial 
ontology from given set of domain specific texts, to map it automatically to rule 
language and to use rule language for adding non-taxonomic relationships to the 
ontology representation. Giving means for reasoning about ontology expression 
ensures consistency and accuracy of designed ontology. 

Our main contribution resides in extracting the ontology from the NL texts by 
using FCA and transforming it to Horn logic. 

Our future work is concerned about evaluation of the proposed method by 
developing some prototypical tool. By now, we only made experiments on different 
components of the approach. 
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