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Abstract. This paper considers how simple and limited entities, such as
Cellular Automata (CA), can organize themselves giving rise to stable
and complex behaviors. We begin by introducing Cellular Automata,
simple discrete computational models useful to describe the evolution of
a system following simple rules. Then we propose a possible architecture
to implement a class of CA onto a Unix system. In particular, we propose
a distributed solution where a number of cooperating processes cooperate
in order to evolve the current configuration of the Universe.
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1 Introduction

Distributed and multiagent systems are nowadays common in many aspects of
our daily life. From financial agents selling and buying stocks, to swarms of UAVs
flying in formation, there are many scenarios in which heterogeneous agents
interact with one another in order to accomplish their own goals. In principle,
one can think of these systems, or societies, as composed by a number of single
entities, so that the behavior of the society as a whole can be represented just
in terms of the behaviors of its entities. Unfortunately, such a simplistic view
does not take into account that complex behaviors can emerge within an agent
society even though these behaviors have not been designed. In other words, an
agent society can exhibit an organized behavior even though no (external) agent
organizes it. A simple, yet effective, way to study emerging behaviors consists in
the adoption of Cellular Automata (CA). CA are simple computational models
represented as matrices, in which each cell is a simple Finite-State Machine,
often with just two possible states: alive and dead. It is worth noting that the
initial conditions of a CA system satisfy the ones defining a chaotic system:

a. sensitive to initial conditions
b. topologically mixing
c. having dense periodic orbits



where point a. means that an arbitrarily small perturbation of the current tra-
jectory may lead to significantly different future behaviour - what is usually
known as the Butterfly Effect; being topologically mixzing means evolving over
time so that any given region or open set of its phase space will eventually over-
lap with any other given region. Point c. states that every point in the space is
approached arbitrarily closely by periodic orbits.

Although these premises would suggest that a CA could evolve in a chaotic way,
it has been demonstrated in many practical scenarios that the simple rules gov-
erning the states of the cells do have an impact on the system as a whole, and
in particular, can give rise to a simple form of self-organization. In this paper,
we start by giving a description of the functioning of a Cellular Automata and
in particular of the “Game of Life”, and then present a possible architecture for
implementing a CA system. Ideally, since each cell in the system is autonomous
(i.e., it is a simple agent), it should be implemented as an independent process,
or thread. For scalability reasons, however, we propose an architecture where
a number of cooperating processes, named Fvolving Processes, coordinate with
one another in order to evolve consistently the entire system.

2 Background

2.1 Cellular Automata

A Cellular Automata (CA) system is a computing model in which the environ-
ment - usually referred to as Universe - is a grid of cells extending in a finite
number of dimensions. Each cell can be in one of a finite number of states.

At each step of the universe evolution, generally called a generation, each cell
evolves into a state that is a function of the previous cell’s neighborhood states.
The set of neighbouring cells can be defined in several ways, the most common
being the Von Neumann set (the set of perpendicularly adjacent cells) and the
Moore set (all adjacent cells).

The evolution rules can be expressed in several ways, the most common being
the Wolfram code (by Wolfram & Packard, 1985) and Mcell (Mirek Wjtowicz,
1999). The Wolfram code is a decimal number whose binary represantation is a
byte that describes, for each possible alive neighbouring set, the state the cell
should be in.

The MCell representation encodes the same information in a string of the type
Sx/By, in which x is a list of numbers of alive neighbours required for the Cell
to survive, and y is the list of numbers of alive neighbours required for a dead
cell to become alive.

The evolution of a CA can follow different path; based on their behaviours in
time, CA are usually classified, following Stephen Wolfram [1], in four main
categories:

— Uniformity automata in which patterns generally stabilize into homogenity
— Repetition automata in which patterns evolve into mostly stable or oscillating
structures



— Random automata in which patterns evolve in a seemingly chaotic fashion
— Complexity automata in which patterns become extremely complex and may
last for a long time, with stable local structures

The interests on CA is due to the fact that they can be set to model real-life
situations. For instance, the emerging of fractal structures in many real-world
shapes (e.g., trees, shells, and crystals) is easily emulated by many simple CA.
These models have also been used to simulate more complex situations, such as
social and economic processes [2], the evolution of bacteria colonies [3], urban
processes [4] or to provide simpler models of common differential equations of
physics, such as the heat and wave equations and the fluid equations. Moreover,
using cells of different shape allows to construct even more structures; using
hexagonal CA with the rule “alive cells die if only one cell in its neighborhood
is dead” is possible to obtain the von Koch snowflake [5] and other crystalline
structures.

2.2 Conway’s Game of Life

In the 1970s the British mathematician Conway, looking for rules that lead to
interesting behaviors, introduced the rule S238/B3.

This rule states that any cell, if alive, can survive only if it has exactly 2 or 3
alive neighbors; otherwise it dies of “loneliness” or “overcrowding”. A dead cell
can come alive if it has exactly 3 alive neighbors.

This rule presents a behavior that at first sight can look similar to evolving pat-
terns found in real biological world, and because of this is widely known as the
Game of Life.

The most interesting feature of this rule is its natural tendency to self-organization:
given a random initial condition, the Game may evolve forming stable small
structures that can be:

— still life if they reach a stable still state
— oscillators if they reach a set of repeating states
— spaceships, structures that move themselves around the grid

It has also been demonstrated that Life-like CA can implement logic gates,
realize arithmetic tasks, and simulate Finite State Machines. Indeed, Wolfram
[1] has demonstrated that a cellular automata system, when behaving under a
specific rule, is Turing-complete.

3 Architecture and Implementation

We realized a Cellular Automata system as a part of a laboratory project on
Unix operating system. It must therefore be noticed that the main purpose of the
project was not Al, but how to use the Inter-Process Communication facilities
offered by Unix.

Of course, it is not hard to see that concurrent processes can be seen as agents.
In addition, processes using semaphores and shared memories, can be seen as



agents competing for accessing the resources, but at the same time, these agents
could cooperate in order to reach a common goal. After these simple premises in
mind, we implemented the CA system by means of four types of processes (i.e.,
agents):

— Memory Manager
— Evolving Agents
— Universe Displayer
— User Menu

The Memory Manager is the main agent of our implementation, it allocates in
a segment of shared memory a matrix of short representing the Universe: an
alive cell has value 1, a dead one has value 0; the default size of the universe is
130x43 cells.

The synchronization of all the agents, as well as the consistency of the displayed
configuration, are assured by a pool of semaphores, allocated by the Manager,
that also guarantees mutually exclusive access to the shared memory. The Man-
ager also allocates three queues to allow the communication among the agents.
The default number of Fvolving Agents is 5. Each of these agents asks the Mem-
ory Manager the permission to access the shared memory; if granted, the Man-
ager inserts the process information into a list of currently active agents, and
sends back a message containing the identifiers of the shared memory and of the
semaphores together with the portion of the area assigned to that agent.

The evolution step requires that each Evolving Process copies its portion of
shared memory into a local array. The local array is used to represent the cur-
rent state of universe, in a way that the Evolving Agent can apply the evolution
rules reading from its local array and modifying accordingly its segment of the
shared matrix. When all the Evolving Agents have terminated an evolution step,
the shared matrix will contain the new configuration. Counter Semaphores are
used in order to synchronize the processes so that no one starts a new evolution
step if some other process has not completed its previous one.

The Displayer, is now activated to show the current state of the universe in a
terminal window using the ncurses library. To simplify the interface, we just use
a matrix of characters putting a character '¢’ where the corresponding cell is
alive, and leaving the spot blank otherwise. In this case too, a semaphore is used
to guarantee that a new evolution step is started only after the display of the
current state has been completed.

The interaction with the user is allowed by means of an interactive menu (User
Menu process), from which the user can select the type of automata and the
rules to simulate.

The user can choose to randomly initialize the universe and evolving it following
one of the hard-wired rules:

Game of Life (523 / B3)

— 34 Life (534 / B34)

~ High Life (523 / B36)

~ Day and Night (S34678 / B3678)



— Sierpinski Triangle (1D Xor based rule)

or she can select to load both initial pattern and evolution rule from a file.
The user can also interact with the Universe using the mouse to turn on and
off single cells in order to see how slightly different initial conditions can give rise
to very different evolutions, and compare them to see if and how they stabilize,
and how long (how many evolution steps) it took.
At any time the user can interrupt the evolution loop using system signals. In
addition, if activated, a mechanism to detect short periodic loops re-initializes
the universe when overall patterns are closely repeating.
The entire code of this project is shared through GitHub. [10]

4 Characterizing Stable Configurations

Although the developed system is still in its early stage, it is important to note
that it could be a useful tools to spread some basic ideas of Artificial Intelli-
gence. As we have already noticed, many real-world systems, especially biological
ecosystems, present stable or ordered configurations that emerge autonomously
without the presence of a coordinator.

Since stable configurations are recurrent in CA systems too, our purpose is to
characterize initial configurations and evolution rules. More precisely, our idea
is to start from a stable configuration, and allow the user to perturb this initial
configuration by adding or deleting alive cells. This change obviously creates
an instable situation, that will eventually evolve in a new stable configuration.
Such a kind of interaction can be useful for a user to understand which ini-
tial configurations evolve more rapidly into new stable configurations and with
which rules. Moreover, even a non-expert user can easily understand how her/his
changes impact on the whole Universe. The prototype could therefore be used
as an educational tool for teaching young students the well-known “butterfly
effect”. In fact, it could be used as a game where the user has to change the
world by adding/removing a specific number of alive cells, but the impacts of
her/his changes should be as limited as possible. In other words, the new stable
configuration obtained after the changes should be as similar as possible to the
original one. To assess the similarity between two configurations different mea-
sures could be devised. For instance, the number of alive cells of the new stable
configuration should be the same, or close, to that of the original one. Also the
number of iterations required for evolving to the new stable configuration could
be an interesting parameter to be studied. For example, a stable configuration
C1 could be preferred to another configuration Cy, if C has been reached with
a minor number of evolutions than Cs.

5 Conclusions

We have used Cellular Automation as a mean to observe evolution of seemingly
chaotic systems into organized complex structures.



We presented a possible architecture to implement such automata onto a Unix
system, using the operating system IPC structures (message queues, semaphores,
signals, shared memory), various cooperating synchronized processes, and con-
tinuously displaying the evolution state into a terminal window.
Repeatedly observing the state of the system after a certain amount of time we
noticed how the initial chaos evolved itself into a complex stable structure, as
if the global equilibrium were achieved through the application of strictly local
rules. This makes us conclude that it is possible for initially chaotic configura-
tions to self stabilize and give rise to more complex entities by following local
simple evolution rules.

This work represents just a first step in the study of CA. As a future work, we
are interested to study how CA combined with Genetic Algorithms can simulate
sophisticated real-world domains.
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