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Abstract. In order to develop an Adaptive Virtual Environment (AVE), users’ experience, 
their  needs and preferences should be accounted.  In the methodology we presented in this 
paper, to build a 3D Adaptive Virtual environment (AVE), we overcome the weaknesses of 
user-centered evaluation (UCE) traditional methods by employing a Brain Computer Interface 
(BCI): The proposed methodology aims at (I) supporting the design of an engaging overall 
experience for potential users, (II) enhancing the user experience by dynamically adapting the 
interaction to the user emotional state so that a more immersive interaction could result.

1   Introduction

In order to build systems that acquire information about users so as to adapt their 
behavior  to  each  one  of  these  users,  the  new interaction  paradigms encourage  to 
explore new variables for accounting the user experience [1]. In this context, a good 
application design should manage also the user’s emotional level so that a system can 
more effectively adapt to the user. In this paper a 3D virtual environment (3DVE) is 
described as elicitors of complex user emotion synthesis, but also as one of the most 
representative  examples  of  emotional  Adaptive  virtual  environment, in  which  the 
more the system knows about the user’s detailed emotions, the better it can react by 
guiding the user along a well-defined emotional and informative paths. 

Due to their ability to retrieve emotional activity of a subject [2]-[4] beyond his 
conscious and controllable behaviors and in a transparent manner, we employed brain 
computer interfaces (BCIs, [5]), both in affective detection and modelling phases. In a 
general view, a BCI is a direct communication pathway between the brain and an 
external device. By means of electroencephalogram (EEG), it records human brain 
activity, through multiple electrodes that are placed on the scalp. Human brain activity 
is processed to obtain features that can be grouped into a features vector: Depending 
on  the  brain  activity,  distinctive  known  patterns  in  the  EEG  appear.  These  are 
automatically recognized by the BCI, and associated with a given action on the BCI 
application. The outcome of the user's action can be perceived by the user himself in 
terms  of  application's  feedback.  In  this  case  his  brain  activity  is  consequently 
modulated. To account for user emotional state during BCI operations, most of the 
literature suggests an exhaustive training of the BCI classification algorithm under 
various  emotional  stimulations.  If  a  passive  BCI  [6]  is  employed,  active  user 
involvement  is  not  required  and the  interpretation  of  his  mental  state  could  be  a 
source of control to the automatic system adaptation, for example in order to motivate 
and involve him by the application feedback. 

Many authors have investigated the use of physiological methods to detect and 
recognize users’ emotional state. In [7] authors reviewed many psychophysiological 
measures applied to the game research and their potential effectiveness in order to 
better understand the gaming experience and the design of more engaging games.



Lisetti et al, in [8] used noninvasive tools to acquire physiological signals from 
users. Their goal was to provide a mapping between several physiological signals and 
users’ emotions. By using machine learning techniques they were able to recognize 
users’ emotion with a quite good  accuracy.

Our research's main goal includes two topics of investigation: (I) How emotional 
user experience may be evaluated: This is linked to the possibility of implementing a 
highly portable and low-cost BCI that is able to efficiently recognize emotions from 
the EEG signals. (II) How the outcome of this evaluation can be used to enhance 
emotional  user  experience.  The  expected  result  is  a  dynamic  increase  of  the 
interaction's customization and therefore an improvement of the user's satisfaction, 
focusing on how self-induced emotions [9] could be utilized in a BCI paradigm (real-
time data processing). In this view, the real-time acquisition of information about the 
emotional  state  of  the  user  provided  by  the  system should  be  used  to  adapt  the 
characteristics of the interaction: That should give the chance of better reaching the 
intended  emotional  effects  on  each  individual  user.  In  [10],  authors  used  some 
physiological  signals  to  adapt  the  difficulty  of  the  tetris  game  to  the  emotional 
response from the player. Their results show that EEG signals are more accurate than 
other measures such as peripheral signals

In the scope of this paper, we focused on (II): To our aim, we firstly focused on the 
design of  an immersive overall  experience for  potential  users,  by exploiting their 
emotional level as powerful engine in the interaction experience: We extend the work 
we  conducted  in  [11].  We  secondly  worked  at enhance  the  user  experience  by 
dynamically adapting the interaction to the user emotional state [12], [13], so that a 
more  immersive  interaction  could  result. In  this  paper,  the  phases  of  emotion 
elicitation  and  affect  driven  system adaptation  are  detailed.  We decided  to  use  a 
commercial BCI, and its proprietary sdk and algorithms, in the affective detection and 
modeling  phases  (see  section  “4 Emotional  User  Experience  Recognition  by 
EmotivTM Epoc”). Nevertheless, a further study with more professional EEG hardware 
will be our concern.

2   The Adaptive 3D Virtual Environment 

In  [11]  we  detailed  a  pilot  study  which  was  conducted  for  determining  if  the 
contents of a given 3DVE could result in high subject agreement in terms of elicited 
emotion. The experimental environment was chosen among the applications requiring 
detection  and  management  of  user's  emotions  to  provide  an  appropriate  user 
experience.  As  main  example  of  this  kind  of  application,  we  considered  a  3D 
reconstruction of part of a Nazi extermination camp, such as Auschwitz. In the 3DVE 
(Fig. 1), a digital character representing a prisoner guides users through different parts 
of the camp. During the navigation, the 3DVE activates links to videos and photos 
documenting the Jewish and Gipsy's lifestyle in the 1940-1945 period, or plays songs 
that some prisoners composed during their permanence. 

In this first release, the environment included 8 different scenes; among these, six 
scenes contain historical multimedia documentation; the remaining two included only 
the  3D reconstruction of  the  camp.  In  choosing multimedia  contents,  we avoided 
scenes that could objectively induce psychological harm. 

By  means  of  the  BCI  (the  virtual  environment  has  been  interfaced  with  the 
EmotivTM Epoc  headset http://www.emotiv.com),  we captured the user'  reaction to 
presented  contents in  order  to evaluate:  (I)  how  much  the  3D  environment  was 



inherently emotive, (II) how much each scene contributed to the inherent emotional 
level of the 3D environment and (III) how much the multimedia content of each scene 
contributes to the emotional response with respect to the scenes not enriched with 
multimedia contents. 

Both instantaneous (IE) and long term (LTE) excitement detected by the headset 
(for more detail about IE and LTE, see section 4), together with the emotions felt by 
the users (as declared in the questionnaire) has been employed as measure to evaluate 
the previous factors.

According to the experimental results presented in [11], we redesigned the 3DVE, 
in  order  to  enclose  to  it  more  multimedia  contents  (historical  multimedia 
documentation and several virtual elements). All of the multimedia contents included 
in  the  new  3DVE  have  been  previously  classified  in  terms  of  the  emotional 
impression  possibly  induced  in  an  observer:  5  subjects  participated  in  this 
classification task. Each of them observed the elements one by one.

Fig. 1. Partial Virtual Reproduction of Auschwitz-Birkenau – BIIB (prisoner's barracks). 
The 3D Virtual environment is enriched with multimedia contents [11]. 

 At the end of each presentation they expressed their  opinion by means of a 5 
values scale (VeryWeak, Weak, Neutral, Strong, VeryStrong1). As a consequence, the 
8 scenes of the environment have been enriched (Fig. 2). Among these, two scenes 
contain more than one historical content, aiming at conveying information concerning 
the camp. As it can be seen from Fig.2, more than one video or photos with different 
level of emotional impact are enclosed to the scene 1 and 3. Two more scenes (scene 
2 and 6) have been enriched with several virtual elements, also with different level of 
emotional impact, such as rain, darkness, fog, screams, flashing light etc. This kind of 
contents has been included in order to enhance the user experience in the course of the 
interaction with the environment. The remaining four  scenes only include the 3D 
reconstruction of the camp, as it was in [11]. 

The new 3DVE release has been employed as Adaptive virtual  environment.  It 
allowed the virtual prisoner to dynamically adapt the visit to the user profile, choosing 
to avoid some media (historical content/virtual element) judged too upsetting for the 

1 According to the definition of arousal dimension [14], a very weak emotional activation (as in the case 
of boredom) corresponds to a negative value of arousal. On the contrary, a strong emotional activation 
(for example engagement, just the reverse of boredom) corresponds to a positive value of the arousal. 
The neutral value corresponds to no emotional activation.



users sensibility or visiting only some zones of the entire virtual world, in order to 
maintain the current user's emotional state or to induce a desired one. In this way, 
users could be guided along well defined emotional and informative paths, and a more 
engaging overall experience could be possible. 

Fig. 2. Interaction  Time-Line:  Each  Scene  includes  several  examples  of  multimedia 
contents. Enclosed to each multimedia content an attribute indicates the level of impact of 
that  content  (VW:  VeryWeak,  W:Weak,  N:Neutral,  S:Strong,  VS:VeryStrong).  Dashed 
lines (K,K+1,.....L, L+1,...) on the interaction line are critical points (where the adaptation 
could take place). Scene 2 and 6 include critical points at fixed instant of time, during the 
interaction. In scene 1 and 3 critical points depend on the interaction.



3   Which Emotions and How to Measure Them

Which  emotions  more  contribute  to  produce  an  immersive  experience  in  the 
course of the interaction with the selected 3D environment? According to Picard, a 
right balance of positive and negative emotions should be induced in the user (“No 
Pain,  No  Gain”  applications  [15]).  A first  hypothesis  is  based  on  the  levels  of 
frustration  and  engagement.  In  the  literature,  “frustration”  is  defined  as  the 
psychological  state  due  to  a  lacking  or  inhibited  need  because  of  external  or 
endogenous reasons: The psychological state corresponding to the situation in which a 
subject is restrained or prevented to satisfy his own need or desire [16]. From this 
definition, it is plausible that a user feeling the psychological state of frustration in the 
course of the interaction with our 3DVE, could exhibit an empathic behavior with 
respect to the victims of the Shoah. This represents an essential requirement for a user 
to be “immersed” in the particular scenario we exploited in our study. However,  a too 
“high” level of frustration could induce in the user the will to detach himself from the 
informational  content  (decreasing  of  the  empathy).  This  could  strongly  affect  the 
motivations  to  proceed  with  the  3DVE  interaction.  Moreover,  “engagement”  is 
defined  as  the  state  of  heads-up  and  concentration  to  a  stimulus  or  a  task.  It  is 
considered  as  opposed  to  boredom,  that  is  the  state  of  temporary  or  enduring 
unsatisfaction  due  to  inaction,  idleness  or  repetitive  and  monotonous  task  [17]. 
Clearly, a user to be immersed should be engaged. 

In order to measure these emotions and employ them in our adaptation mechanism, 
we started from the evidence that the interaction with an inherently emotional virtual 
environment (such as the Nazi’s camp reconstruction) could be able to induce a huge 
amount  of  emotional  variations,  even  in  a  short  interaction.  Moreover,  it  is  well 
known the  strong  subjective  nature  of  emotions:  People  feel  emotions  differently 
(with different intensity, for different reasons, by means of different mechanisms); 
even the same person, in different times, feels emotions differently due to the contest; 
lastly, the personality factors affect the attitude to feel emotions and to endure or not 
in an active emotional state. For these reasons, we decided to focus on the analysis of 
the user's frustration and engagement trend in well-defined interval of times, during 
the  interaction  with  the  environment  (between two points  where  the  environment 
adaptation is possible). This in order to avoid highly unstable results.

As a consequence, for each step of the interaction, the interaction could plausibly 
be considered as satisfying if frustration is constant (not zero) and engagement is  
increasing. 

4   Emotional User Experience Recognition by EmotivTM Epoc 

EmotivTM Epoc have developed a non-invasive, highly portable, bio-sensor headset 
to  read  the  electrical  activity  in  the  brain  to  determine  different  cognitive  and 
emotional  states.  It  is  a  low-cost,  easy to  use neuroheadset  developed for  games. 
Based on the International 10-20 locations, it captures neural activity using 14 dry 
electrodes  (AF3,  F7,  F3,  FC5,  T7,  P7,  O1,  O2,  P8,  T8,  FC6,  F4,  F8,  AF4)  plus 
CMS/DRL references, P3/P4 locations). The headset samples all channels at 128Hz, 
each sample being a 14 bit value corresponding to the voltage of a single electrode. 
Moreover,  it  provides  a  research  SDK  that  enables  to real-time  display  of  the 
EmotivTM Epoc  headset  data  stream,  including  EEG,  contact  quality,  FFT,  gyro, 
wireless packet acquisition/loss display, marker events, headset battery level. 



 A heavy work on EEG signal processing is obviously out of the scope of this 
study.  Directly  based  on  the  user's  brain  activity,  EmotivTM Epoc  reads  different 
emotion-related measures which are compatible with our intent: Among these (I) The 
Instantaneous  Excitement (IE); (II)  the Long  Term  Excitement (LTE);  (III)  the 
Engagement; (IV) and the Frustration. The first is experienced as an awareness or 
feeling  of  physiological  arousal  with  a positive  value.  In  general,  the  greater  the 
increase in physiological arousal the greater the output score for the detection. The 
Instantaneous  Excitement  detection  is  tuned  to  provide  output  scores  that  more 
accurately  reflect  short-term changes  in  excitement  over  time  periods  as  short  as 
several  seconds;  LTE is  experienced and defined in  the  same way as  IE,  but  the 
detection  is  designed and tuned to  be  more  accurate  when measuring  changes  in 
excitement over longer time periods, typically measured in minutes. Engagement is 
experienced  as  alertness  and  the  conscious  direction  of  attention  towards  task- 
relevant stimuli2. Finally, frustration is experienced as the feeling of being upset or 
annoyed  as  a  result  of  being  unable  to  change  or  achieve  something 
(http://www.emotiv.com). All these measures are detected to each variation3.

5   The Adaptation Mechanism

Once  implemented,  the  environment  has  been  provided  with  a  preliminary 
adaptation mechanism that, in each critical point (when the adaptation is possible, see 
Fig.2), on the ground of emotional information of the user (detected by the BCI), 
chooses  the  next  multimedia  content  to  be  presented  to  the  user.  The  adaptation 
mechanism implemented in our project is based on the reading and interpretation of 
values  of  frustration  and  engagement,  as  provided  by  the  proprietary  algorithms 
included in the affective suite of Emotiv Epoc. Particularly, we focus on a simple test 
for frustration and engagement trend, between two critical points. More formally: Be 
K the k-th critical point in the interaction (see  Fig. 2), then:
 The (k+1)-th step of the interaction is defined from the time interval between the 

critical points K and (K+1).
 CONTi:{qi,m |  q  is  a  multimedia  content  available  in  the  i-th  scene,  with  

emotional impact m} the set of all multimedia contents for the i-th scene.
 TREND(k+1)(fru, qi,m) (and TREND(k+1)(eng, qi,m)) is the trend of the distribution of 

frustration  (engagement  respectively)  values  in  the  (k+1)-th  step  of  the 
interaction, due to the presentation of content qim, with emotional impact m. 

 ↑TREND(k+1)(fru, qi,m)  (and  ↓TREND(k+1)(fru,qi,m))  is  the  positive  (negative 
respectively) Pearson correlation coefficient, with respect to detected values of 
frustrartion, during the (k+1)-th step of the interaction. In this case the frustration 
is increasing (decreasing respectively). 

2 According to [http://www.emotiv.com] “Engagement” is only seen as an emotion. This differs from 
Nacke’s works [7], in which “engagement is affeced from the ratio skills/challenge.

3 It  is  known that  the  EmotivTMEpoc  headset  data  could  be  affected  by  facial  muscle  interference. 
Procedures to minimize this  problems would involve the concurrent  use of facial  EMG and EOG 
monitoring to determine whether facial muscles and/or eye movements had any effect on the data. In 
our opinion, devices for EMG/EOG monitoring appears to be one more source of stress for a user 
interacting with the 3DVE. Accordingly, detected emotional data to be exploited in order to adapt the 
interaction would be affected too. As a consequence EMG/EOG devices seems to be unsuccessful 
according to our research's goals. 





 
 
 

 
 
 
 
 

 
 
 
 

 

 
 
 

 
 

 
 



user's global satisfaction during the interaction, in terms of the dominant emotion, the  
immersion level of the environment and the level of interest in the contents.

7.1   Experimental Protocol and Data Gathering 

Twelve different subjects, with little knowledge about the selected domain interacted 
with the 3D environment.  Their age ranges between 21 and 26 years.  Fig. 5 shows 
the timeline of a session. Each experiment lasted 30 minutes on average4.

Fig. 5. Experimental Protocol 

Each participant has been asked to sign an informed consent and, subsequently, to 
answer a preliminary questionnaire in order to set an initial profile of the user in terms 
of experience with 3D environment and interest in the domain of the experimentation. 
Each user has been left free to interact with the virtual environment. 

In the course of the visualization of the 8 scenes, on the ground of the adaptation 
criterion (see section V) different contents have been showed to each user. At the end 
of the interaction each user answered a self-assessment questionnaire.

According to the self-assessment questionnaires, 70% of the users stated that the 
feeling of interest has been the dominant emotion in the course of the interaction. 
Moreover,  70% of  the  users  declared  that  they  were sufficiently interested  in  the 
contents of the environment, even if the interest has not declared to be the dominant 
emotion. Lastly, none of the user considered the environment not immersive and, in 
particular,  50% of them felt  sufficiently immersed in the environment,  while 30% 
wrote that they felt even rather immersed.

Furthermore,  according to  the adaptation mechanism,  if  in  the k-th  step of  the 
interaction,  the  BCI  detects  an  increasing  frustration  (a  decreasing  engagement 
respectively),  the adaptation mechanism goal is to propose a content able to induce a 
decreasing (increasing respectively) of frustration (of engagement respectively) in the 
(k+1)-th step.  As a consequence,  a successful  adaptation is  achieved if  frustration 
(engagement  respectively)  decrease  (increase  respectively)  due  to  the  content 
activated  by  the  mechanism,  at  the  k-th  critical  point.  From  the  analysis  of  the 
gathered data, this successful situation occurred in the 56% of the cases, concerning 
both frustration and engagement. 

In particular, in the successful cases, the adaptation better worked with respect to 
the  increasing  of  frustration  (74%).  In  all  these  cases,  in  the  next  step  of  the 
interaction, the environment showed a content that has been really able to induce a 

4  The  adaptation  mechanism  made  impossible  the a  priori  knowledge  about  the  duration of  each 
experiment. In this case the value represents the average duration on all the interactions.



decreasing of frustration. This result can be a consequence of the BCI ability to better 
detect  negative  emotions.  One  can’t  exclude  that  a  more  careful  selection  of  the 
historical contents to be included in the environment (section II), in the design phase, 
could reduce this occurrence. This hypotheses is supported by the fact that, among all 
of the successful cases, 37% only can be attributed to the historical contents, while the 
remaining 63% is due to the virtual elements included to enrich the environment. 

One more consideration concerns the number of adaptations performed: It can be 
inferred that, for all the users, the first scene requires the less number of adaptations. 
This  can be due to  the  completely  passive interaction with  the  environment:  The 
plausible hypotheses to be tested is that this kind of interaction is not much satisfying, 
being responsible of a decrease of the engagement and an increase of frustration. If 
this  is  the  case,  it  would  be  necessary  to  alternate  between  passive  and  active 
interaction with the environment.

Concerning the employed BCI, it should be noticed that in this paper we presented 
a preliminary work. More focus about the reliability of the BCI should be performed: 
e.g.  how EmotivTM Epoc defines and recognizes emotional  concepts.  Indeed,  EEG 
signals provided by EmotivTM Epoc have been shown to be reliable enough to detect 
well-known  neuromechanisms,  such  as  SSVEP.  However,  there  is  no  scientific 
evidence about the emotional classifications made by EmotivTM Epoc. Future further 
work will focus on testing the same methodology detailed in this paper on a more 
effective BCI (with respect  to both hardware and software resources).  In order to 
evaluate how our Adaptive 3D Virtual Environment positively impact (or not) users’ 
interest  and  immersion  two  different  groups  of  users  will  be  tested  (one  with 
adaptation turned on, one without any adaptation of the virtual environment). 

One last consideration: The dual aspect content/interaction is a key point in virtual 
reality.  This  work  deal  at  the  same  time  with  the  content  (different  historical 
materials) and the modalities of interaction (how the environment is “enriched”). In 
our  opinion  it’s  worth  developing  this  aspect  in  the  results,  as  it  should  lead  to 
promising studies in the future.
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