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ABSTRACT
In the recent years social networks have undergone explosive
growth. They have been used as major tools for the spread
of information, ideas and notifications among the members
of the network. In this paper we aim at exploiting this new
communication channel for emergency notification, to de-
liver emergency information to all appropriate recipients.
We develop ESCAPE, our system for e�cient dissemination
of emergency information in social networks. We propose
an approach that investigates the interactions and relation-
ships established between the members of the social group,
and develops a scalable dissemination mechanism that se-
lects the most e�cient routes to maximize the information
reach. Our experimental results illustrate the feasibility and
performance of our approach.

Categories and Subject Descriptors
C.2.4 [Distributed Systems]

Keywords
Distributed Systems, Social Networks, Information Dissem-
ination

1. INTRODUCTION
In the recent years social networks such as Facebook, Twit-
ter and Google+ have undergone an explosive growth, enu-
merating large numbers of subscribers. For example, Face-
book counts over 900 million active users, followed by Twit-
ter with over 550 million users and Google+ with over 170
million users1. They have been used as major tools for the
spread of information, ideas and notifications among the
members of the network. Recent studies reveal that social
networks can be used e�ciently not only for “viral market-
ing” [17] to promote new products to targeted sets of users

1http://www.go-gulf.com/social-networking-users.jpg
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which further propagate the products through the “word-of-
mouth” e↵ect to reach a larger audience, but also for discov-
ering emergent topics[1], emergency alerting, management
and public safety [16].

Consider for example the emergency event of an earthquake.
People in the vicinity of earthquakes are sharing anecdotal
information that earthquake alerts lagged behind firsthand
notification sent through Twitter, a popular Internet-based
service for sending and receiving short text messages[2, 9].
The study reveals that depending on the size and location
of the earthquake, scientific alerts can take between two to
twenty minutes to publish, while using Twitter’s notification
capabilities people were notified about the occurrence of the
earthquakes shaking within seconds of their occurrences.

Combining geographic coordinates with social networks, en-
ables social networks to interact with users relative to their
locations, or connect users with local events, places or groups
that match their interests. This is becoming increasingly
popular in several geosocial applications such as Facebook
Places2 and Foursquare3, where users are allowed to share
their geographic locations as well as make and receive recom-
mendations for a set of venues. In an emergency scenario,
such geosocial networks contribute not only to develop a
collective situational awareness about the event, but also al-
low users to coordinate around geotag information related
to hazards and disaster aid activities.

Thus, social networks (i.e., Twitter4, Facebook5, LinkedIn6)
are opening new avenues for massive emergency notification
due to their ability to (1) reach millions of social network
users, especially family and friends, (2) become alternative
communication mediums when wireless and telecommuni-
cation networks are congested during emergencies, and (3)
provide cost-e↵ective solutions as they have the ability to
reach massive amounts of users without added infrastruc-
ture costs.

However, adopting social networks as an e↵ective commu-
nication medium for emergency alerting raises considerable
challenges in the level of availability and responsiveness ex-

2https://www.facebook.com/about/location
3http://www.foursquare.com
4https://twitter.com/
5https://www.facebook.com/
6http://www.linkedin.com/
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pected from these infrastructures in delivering notifications
to reach all recipients interested in receiving this informa-
tion (these can be people located in the area of the event i.e.,
students in a campus, as well as their relatives and friends).

In this paper we illustrate the problem of how to leverage
the social network for e�cient dissemination of emergency
information. Our objective is stated as follows: Given a
social network comprising a number of users, the social re-
lationships of the users and the set of recipients , our goal is
to select an appropriate subset of the users to propagate the
emergency information such that (1) the expected spread of
information is maximized among interested users, (2) costs
are considered. Cost is defined as the amount of messages
that need to be exchanged among users. Thus, it could be
translated as either monetary cost (for an SMS) or resource
allocation cost.

We approach the problem by following discrete procedures
where user profiles are built, social relationships are inferred
and dissemination paths among the nodes of the social net-
work are computed and during the occurrence of an emer-
gency event, a small number of seed nodes is selected to
e�ciently disseminate the emergency information to all in-
terested recipients during the event.

Current influence maximization approaches are not adequate
to solve these problems. The problem of maximizing the
spread of influence in social graphs has been addressed in
[8, 19, 24, 13], but none of these works has study the prob-
lem in the context of emergency notification. Furthermore,
they aim at maximizing the influence in the entire network
rather than identifying and informing an appropriate subset
of nodes that would be most interested to the event.

Emergency response outside social networks has also been
studied. The use of geographical notification systems has
been considered in [14]. The system described is meant pri-
mary for constructing overlays that support location-based
regional multicasting where they also consider issues of pro-
viding reliable storage of social information events under
extreme regional conditions. Traditional approaches such
as multicast [21, 11] and publish/subscribe systems [18] are
not appropriate for our setting since they will inform only
subscribed users, while we need to alert all users associated
with the emergency event. In our system, we consider users
are already subscribed to the network. Moreover, the set
of users to be informed by our system is not determined
based only on locational criteria, but also on relationship
criteria, so its not considered to be a strictly location-based
approach.

On the other hand, approaches like flooding and gossiping
[4, 6, 7] will inform most of the users interested in the event,
but they will also produce a large amount of spamming to
the other users, thus adding extra cost to the network.

Our paper makes the following contributions:

• We present ESCAPE (E�cient diSsemination using
soCiAl graPh for Emergency response), a system that
solves the problem of e�cient dissemination of emer-
gency information in social networks. We show that

the problem of selecting an appropriate influential set
of individuals to maximize the spread of information
is NP-hard and provide a greedy algorithm to solve
it. We do not aim at spread maximization as previ-
ous works, but rather at reachability maximization of
a subset of users with the least cost.

• We perform experiments to validate our approach. Our
experimental results illustrate that our approach is
practical and e↵ectively addresses the problem of in-
forming the maximum amount of users with the least
messages when an emergency event occurs, and out-
performs its competitors.

2. BACKGROUND
Kempe et al.[13] were the first to propose cascade models in
Social Networks. They define two models describing the way
influence is propagated in Social networks, namely the In-
dependent Cascade Model and the Linear Threshold Model.

Both models require that a weighted graph representing the
social network is given. In the graph, nodes represent users,
edges represent influence flow between users and weights rep-
resent the probability that the influence propagation is suc-
cessful among nodes connected with that edge.

In the Linear Threshold Model, aside from the weights to the
edges, a threshold is also associated with each user. That
threshold expresses the susceptibility of a user to the in-
fluence. Nodes that are already influenced are referred as
active nodes and the remaining as inactive. A node in the
Linear Threshold Model in considered to be activated when
the sum of the edges of its currently active neighbors reaches
the threshold.

Unlike the Linear Threshold Model, in the Independent Cas-
cade Model no thresholds are considered. The cascade is
progressing in steps and at each step, currently active nodes
have the chance to influence their neighbors. Nodes have
only a single chance of activating their neighbors, and the
probability that they succeed is defined by the weight of the
edge.

In this work we consider the Independent Cascade Model to
be more appropriate of describing the way the information
is spread.

3. PROBLEM DEFINITION
We now provide a formulation of the problem and prove its
NP-completeness. Consider a social graph G = (V, E, W ),
where each vertex u 2 V represents a user, each edge euv 2

E denotes a social relation between a pair of users (u, v),
and wuv corresponds to the strength of the relationship be-
tween the users. The relations between the users are as-
sumed to take place over the lifespan of the network (an
edge occurs between a pair of users if and only if the two
users are connected socially in some manner). Given a so-
cial graph G = (V, E, W ), a subset of the vertices S ⇢ V ,
and a positive integer k < |V |, our goal is to find a seed
set M ⇢ V , such that the expected number of nodes in S
informed by M is maximized, and |M |  k.

Thus, the problem to be solved is how to maximize the
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amount of nodes n 2 S that will be informed given a max-
imum amount of k seeds that can be used. Note however
that not all nodes are constantly connected to the system.
Thus, we aim at maximizing the information spread by se-
lecting at most k vertices from V to e�ciently disseminate
the messages, under the condition that these nodes are con-
nected.

Our problem di↵ers from traditional influence maximization
problems, such as the Independent Cascade (IC) Model [13].
The di↵erence is that our goal is to inform a subset of nodes,
S ⇢ V , referred as interested nodes, which are closely af-
fected by the event. Thus, we aim at maximizing the number
of nodes n 2 S that will be informed, rather than informing
all the nodes in the graph. The key challenge here is that
the reachability of the nodes, in terms of physical connec-
tivity, introduces constraints on the availability of the nodes
in the graph, since there may only be a subset R of nodes
that can be reached. Thus, not all nodes of the network are
candidate seeds.

Similarly to the IC model, whenever a node is informed,
there exists only one chance that this node forwards the
message to its neighbors. The problem as stated above is
NP-complete. The reduction from Hitting-Set to this prob-
lem is quite trivial. The Hitting-Set problem is defined as
described below.

Hitting-Set: Given a set A = a
1

, ..., an and a collection
B

1

, ..., Bm of subsets of A and a number k. There exists
a Hitting-Set H ✓ A of size k such that H

T
Bi 6= ;,

1  i  n.

Proof: Reduction from Hitting-Set problem. If we
consider the original set V of nodes and subsets of V B

1

, B
2

,..,
Bm constructed in a way that if one node in Bi is informed
then all others in Bi are informed too, which is an assump-
tion that makes the problem easier, then we need to find a
set H ✓ V of size k such that H

T
Bi 6= ;, 1  i  m.

Without considering the assumption H ✓ R the problem is
NP-Complete. The restriction just makes it harder.

Since the problem is NP-Complete we develop an approxi-
mation algorithm to solve the problem e�ciently.

3.1 Overview of the ESCAPE System
In this section we provide an overview of our ESCAPE (Ef-
ficient diSsemination using soCiAl graPh for Emergency re-
sponse) system. In order to achieve maximum reachability
of interested users, the system implements the following pro-
cedures: i)Profiling of users based on past actions, ii) Social
Strength assignment, denoted as the weights of the edges
among users in the social graph and iii) a Dynamic Noti-
fication of a subset of users (referred as seeds) to initially
receive the information when an event occurs, and further
propagate it.

As users connect to the social network, it is possible to ex-
tract user information by exploiting the networks created
and the messages exchanged among the users. The Profiling
procedure (further discussed in 4.1) is responsible for build-
ing user profiles and maintain user statistics. It uses the raw
data of the user interactions to generate a list Iu for each

user u 2 V , that contains the interactions of user u with any
other user in the network. The weights of the social graph
G(V, E, W ) are inferred based on the information extracted
by the Profiling procedure and it characterizes the social re-
lationships among the users based on past interactions, thus
it denotes the Social Strength among a pair of user in the
graph.

Finally, when an event occurs the Dynamic Notification pro-
cedure is triggered. Information computed and maintained
by the Social Graph that is formed among users is utilized
to identify the initial receivers of the message so as to maxi-
mize the spread of information to the interested users, while
using the least amount of messages.

The overall architecture and the interaction between di↵er-
ent procedures is depicted in Figure 1 and the corresponding
functionalities are described in the following sections.

4. EFFICIENT DISSEMINATION OF
EMERGENCY INFORMATION

In this section we start by describing the metrics we use to
identify and characterize the social relationships among the
users in the social graph and then we present our dynamic
notification algorithm that aims at selecting a subset of the
users to propagate the information.

4.1 Profiling
To construct the social graph, the first step is to identify and
characterize the social relationships through the messages
exchanged among the users. We build user profiles for each
user u 2 V . Each user u is associated with a unique id, this
for example might be the user’s id in the social network, and
is used each time the user logs into the system.

Whenever user u sends a message to a user v, the list of
interactions Iu of user u is updated. The form of the tuples
in the Iu list is: < v, mv, timestampv >, where v is the id
of the receiver of the message mv, timestampv denotes the
unix timestamp when the message was sent.

The data retrieved from the user profiles is used for the
Social Graph construction G(V, E, W ). This is represented
as a directed weighted graph. The graph is not required
to be updated in a continuous manner, but in discrete time
intervals. Each user u in the Social Network forms a node in
the graph. For each node v in the Iu list of user u, an edge
is instantiated in the graph between u and v. We associate a
weight with each edge in the graph to represent the“strength
of the relationship” among the users in the social network.
The weight takes values in the range between (0, 1], where a
value of 1 denotes a strong relationship between the users.
The weights wuv are assigned according to one of the metrics
described below. We note that there are several mechanisms
for assigning weights to edges as stated in the related work
section [10, 22, 25]. Although in our work we focus on the
metrics described below, the model is generic enough and
can be extended so that several metrics can be considered.

To compute the weights of the edges we consider a simple
metric, that represent the “social strength” of the relation-
ship between two users:
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Figure 1: The ESCAPE Architecture. Figure 2: The Node Types.

• Frequency of communication (FC). Usually people that
are strongly connected to each other, communicate
more often. Thus, the frequency of the communica-
tion captures the strength of the relationship between
the users. The frequency is not defined as an absolute
value for all users (i.e. twice a day) as some users are
more sociable than others, and that should be taken
into account. So, the frequency of communication be-
tween a pair of users (u, v) is defined as:

fuv = |mv| 2 Iu/
X

i2I
u

mi (1)

Thus, fuv, for user u, denotes the amount of messages
exchanged with user(v), denoted as mv, out of the to-
tal messages that user u has sent to every other user
i, mi. In the case of the Twitter social network, the
strength of the user relationships is perceived through
the tweets exchanged. It is important to note that fuv

di↵ers from fvu, since Twitter presents large asymme-
try in the relations due to broadcasters and miscreants
[15].

• Regularity of communication (RC). It is known that
people having strong social bonds may not necessarily
communicate very often, but they may be communi-
cating at regular time intervals. So regularity of com-
munication is also considered as an important factor
in calculating the strength of a relationship. The reg-
ularity metric is defined as:

fuv = 1/ log (duv + 1) (2)

where duv represents an average time lapse (e.g. days)
between user communication. For instance, if user u
interacts at each time lapse (e.g. daily) with user v
then duv equals 1. The regularity is time-window based
and considers the regularity of communication within
this time window.

We compute the normalized weight so that it is insensitive
to the user’s special characteristics and does not depend on
the set of data measured for a specific user as:

wuv = fuv/max{fuv0 : v0

2 neighbor(u)} (3)

Note, though, that the above mechanisms aim at deriving
the strength of a relationship among users automatically,
without user involvement. However, in some cases, it is de-
sirable that users are given the opportunity to define their
own set of individuals to be informed in cases of emergency.
In this case, the user defines the list of emergency contacts
and the corresponding weights of those edges equal 1, re-
gardless of the metric.

For our experiments we use the FC metric for characterizing
the weights among users in the network, since it is more ap-
propriate for our dataset, as RC may require data collected
for a longer time to appropriately and stably characterize
the strength.

4.2 Dynamic Notification
Whenever an event occurs we identify the following roles
among the users (shown in Figure 2): (a) Interested nodes
are all nodes that are interested in the occurrence of the
event. These are nodes that are more important in informa-
tion spreading process and the ones we aim to reach. They
are subset of the original graph and we represent them as
the nodes belonging to the white cloud in the figure. They
represent users within the area of the event or users related
to them or to the area in someway, but are not physically
there. (b) Reachable nodes are the nodes that can be
reached after the occurrence of the event, i.e. information
can be directly sent to them and they can be either inter-
ested or not. These nodes are the ones that belong to the
blue cloud. (c) Seed nodes are the nodes to which infor-
mation is initially sent, so they are the nodes that we aim at
identifying to initiate the propagation process. These nodes
are subset of the reachable nodes and we illustrate them as
green nodes.

The basic functions of the Dynamic Notification process is
to determine the users interested in the event, and select an
initial set of nodes (seeds) that have will be informed for the
event and initialize the propagation process to reach inter-
ested users. That is accomplished using a greedy approxi-
mation algorithm in order to maximize the finally reached
nodes given the size of seed nodes. It is noted that seeds
are nodes that can be accessed during the occurrence of the
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event, thus consists of the reachable nodes in figure 2.

4.2.1 Seed Selection
When an event occurs, the seed selection process is trig-
gered. The first step of the process is to determine the in-
terested nodes. These can be determined in various ways
based on geosocial criteria. They could be: (i) users who
are physically located to the place of the event, (ii) related
to users (i.e. relatives), (iii) related to the place of the event
(i.e. students). The next step is to determine the reach-
able nodes in the network i.e. nodes that are connected
and are accessible, that is they are connected in the social
network immediately after the event (e.g. these can be ob-
tained when a user logs into the network). Let R be the
set of reachable nodes and S be the set of interested to the
event users. For nodes in R we determine the paths that
start at node u 2 R and terminate at node v 2 S. For those
paths the probability p(u,v) that a message initialized be u
traverses the path and reaches v is calculated. The proba-
bility that the path is traversed can be calculated in various
ways. For our experiments we define the probability as the
product of the weights of all edges that must be traversed
from u in order to reach v. After probabilities are calculated
the greedy step for the seed selection process follows.

Greedy Node Selection: Consider a set of seeds M , a set of
nodes A that we expect that will be informed by M , thus
M ✓ A, the set of interested nodes S, the set of reachable
nodes R, and a candidate seed u 2 R to be added in M .
The greedy step for the selection of u is:

M [ u s.t. �(u) = max{�(v) : 8v 2 R \ A} (4)

where �(u) =
(
P

v2S\A p(u, v))2

|S \ A|

Intuitively, �(u) computes the number of interested nodes
v 2 S informed when u is selected as the root of the dis-
semination process, while taking into account the average
probability that those nodes are e↵ectively informed. Nodes
that are possibly informed by previous seeds selected are
not computed to the e�ciency of u. Thus, the algorithm
may produce a seed set that has multiple seeds reaching the
same node in S, i.e. consider nodes in u

1

, u
2

2 M that
both have paths to node v 2 S. This case is not undesirable
since the chance of v being informed is increased. Possibly
informed nodes are computed using Monte-Carlo simulation
while considering as seed only the latest node added in the
seed set.

The above function for seed selection can be proved to be
monotonous and submodular, and thus approximates the
best solution.

4.2.2 Dissemination of Information
Assuming a set of seed nodes M , our model propagates the
emergency information in a number of steps. Let At be the
set of nodes informed at step t. At the beginning, the seed
nodes are the only ones informed and thus A

0

= M . At step
t+1, every node u 2 At is able to inform each of its currently
uninformed neighbors v and the probability that u informs
v is given by the probability denoted by the weight of the

edge (u, v), wuv. Each node has a single chance of informing
its currently uninformed neighbors about the event.

The above described procedures are summarized in algo-
rithm 1.

Algorithm 1 E�cient Dissemination

S
1

! Directly connected to the event users
S

2

! Compute Indirectly Connected to the Event (S
1

)
S ! S

1

S
S

2

R ! get reachable nodes(G)
Seeds ! ; //nodes that will act as propagation starters
(Subset of R)
A ! ; //nodes possibly informed by previously selected
seeds
while (|Seeds| < k) do

newseed ! get most e↵ective node(G, R, S, A)
A ! add possibly informed users(newseed)

return Seeds

5. EXPERIMENTAL EVALUATION
5.1 Experimental Setup
We have implemented our ESCAPE system and tested it
with a real-world dataset.

Our Twitter dataset is composed of 513.449 tweets posted
by 175.974 unique users in the city of Dublin for a four-
month period (Dec 2012 to Mar 2013). We collected tweets
using the Streaming API 7 of Twitter, where we applied a
filter so that only tweets geographically located in Dublin
are extracted. The filtering is based on the “Location” field
set by the user and is either expressed as GPS coordinates
or as part of the text of the tweet[23]. Tweets that were
posted and had GPS location(Latitude, Longitude) provided
by the devices’ GPS sensor are also extracted. After tweets
related to Dublin are extracted, users that posted tweets
are gathered and by using the REST API 8 and the user
ids, all tweets for each user are requested. A tweet has the
following structure <Tweet ID, User ID, UTC/GMT times-
tamp, Latitude, Longitude, ID of tweet replying, ID
of user replying, Number of retweets, Source (iPad,
Android), Text>. From this structure, the User ID is used
to obtain the screen name of the user, the UTC/GMT times-
tamps are used to compute the regularity metric and the
Text is used to extract the users mentions with the ’@’ sym-
bol. No further information related to the users is used. We
do not consider any anonymization issue [5] since we assume
that the authority that executes the system can be trusted
(e.g., the case of a campus social network). Twitter users can
be classified into three major clusters as previously shown in
[15]. These clusters are the broadcasters, the acquaintances
and miscreants. Due to this asymmetry presented between
users the graph that is formed is a directed weighted graph.

The experimental evaluation focuses on the following param-
eters: (i) Number of Informed Nodes from the users that are
interested to be alerted for the event and (ii) Performance
under di↵erent amount of Reachable users.

7https://dev.twitter.com/docs/streaming-apis
8https://dev.twitter.com/docs/api
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Figure 4: Tweets of Users

5.1.1 IRIE Overview
Jung et al. proposed IRIE[12], an algorithm that incorpo-
rates Influence Ranking and Influence Estimation for the in-
fluence maximization problem in the IC and IC-N (negative
opinion propagation) model, which is proved to run faster
than previous algorithms aiming to solve the problem of In-
fluence Maximization (IM). They use a greedy algorithm for
selecting the most influential nodes as in previous works on
IM, but the process of estimating the influence integrates
a system of linear equations whose solutions are computed
iteratively. They compute influence rank of nodes, and for
each node added to the seed set they compute the influence
estimation of the seed set, using Monte-Carlo simulations for
their experiments, though they note that other techniques
for influence estimation can be deployed. For the weighting
of the graph’s edges the trivalency and the weighted cascade
(WC) models are used.

5.2 Experimental Results
5.2.1 Twitter Data
We present Figures 3,4 to better understand the form of
our Dataset in terms of number of users connected in the
network and social relationships between users. In figure 3
we show the sets of users and their corresponding amount
of friends. As can be observed from the figure, the majority
of the users have friends that range from 1 to 100, while the
amount of users with higher number of friends is small. In
figure 4 the amount of tweets for the corresponding size of
users is presented. This figure illustrates that the amount
of tweets decreases as the amount of users increase and that
only a few users have a great amount of tweets.

5.2.2 ESCAPE Evaluation
In this section we present the performance of our approach
and we compare it with the state-of-the-art algorithm IRIE,
which is the fastest algorithm in the literature that we know
of and is able to perform influence maximization equally
e↵ectively to its competitors.

In the first set of experiments we present our approach when
we set that 10% of the users are reachable (2371) out of the
interested set (this corresponds to a set of 23710 nodes).
In figure 5 we present the percentage of interested nodes
that each approach is able to inform, relative to the users

informed if all reachable nodes were selected as seeds. ES-
CAPE manages to inform more users than IRIE at all times,
with a percentage that ranges from 8% to 13%.

In the second set of experiments we have the same setting
but we consider that 20% of the users is reachable (this cor-
responds to 4742 users). Figure 6 presents the percentage
of interested nodes that were informed and we see that the
percentage has decreased. That is because when sending
to all 20%, more interested nodes would be informed, com-
pare to 10% since the size of reachable users set is doubled.
The above results are relative to the users that would be in-
formed if all reachable nodes were used as seeds. However,
the percentage of users that ESCAPE manages to inform is
more than 9 units percent over IRIE at all times. As can
be observed, as the number of seeds goes up the gab be-
tween ESCAPE and IRIE becomes slightly smaller. That is
due to the fact that the intersection of seeds sets for both
algorithms contains more nodes. We expect that they will
converge later when all reachable nodes are added as seeds.
We add 50 seeds per iteration, so that is why the angle is
presented in figures 5 and 6. When no seeds are selected,
no users are informed. IRIE requires about 4427 seconds
for determining 500 seeds while ESCAPE requires only 385
seconds when reachable modes are set to 20%, and 5158 sec-
onds against 292 seconds respectively when reachable nodes
are set to 10%. That makes ESCAPE more appropriate for
emergency response. Due to the sparsity presented in the
social graph, we notice a stabilized performance for both
algorithms when more seeds are added.

6. RELATED WORK
Using social networks as dissemination tools has attracted
interest in recent years in various application domains, in-
cluding viral marketing campaigns and voting systems. In
the majority of the applications the key point is influence
maximization, i.e., spreading the information to as many
people as possible[13] or maximizing the likelihood that some-
one is being informed for a particular issue[10]. In all related
works, the social network was represented as a weighted
graph, with users as nodes and relationships between them
as edges.

Several e↵orts have focused on inferring edge weights in so-
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Figure 6: Informed From Reached - 20% Reachable

cial graphs. These take into account various information
crawled by the social network related to users or the types
of actions among the users. Recently, Facebook announced a
metric called Edgerank, used to determine the items to pop-
ulate at a users news feed. Edgerank considers the a�nity
of users, the actions made between users’ profiles and time
elapsed since the last interaction to determine the strength
of the bond between di↵erent users and order news feeds ac-
cording to the Edgerank metric[22]. Goyal et al [8] consider
a number of models, including a Weighted Cascade (WC)
model where the probability on an edge (v, u) is defined
as 1/in � degree(u), a Trivalency model where probabili-
ties are randomly and uniformly selected from the set {0.1,
0.01, 0.001}, and the model where probabilities learned from
a training set using the Expectation Maximization (EM)
based method suggested by Saito et al [20]. Unlike the
Edgerank a�nity, the number of users is not considered in
this metric and di↵erent types of actions are not defined.
Hangal et al in [10] suggest metrics for weighting the edges
of a Social Graph so that the asymmetry presented in the
network is captured. They also argue the fact that the short-
est paths are eventually the strongest ones. They prove that
utilizing edge weights may well improve global social search.
Perhaps a more sophisticated metric that aims in predict-
ing the strength of a relationship based on interaction and
user similarity is established by Xiang et al. [25]. A la-
tent variable model is considered in which the relationship
strength forms the latent variable. An unsupervised model
to estimate relationship strength from interaction activity
and user similarity is developed. However, the model pro-
posed requires data that may not be publicly available due
to users privacy settings, thus, it is not applicable to all
types of social networks.

Maximization of spread, given the weight of the edges al-
ready computed, is studied in [13]. The two models proposed
are the Independent Cascade Model and the Linear Thresh-
old model. The problem of influence maximization with the
least e↵ort (i.e., using k or less nodes as starters), is stated as
an NP-Hard problem, so provable approximation guarantees
are obtained. In both models suggested by Kempe, nodes
have two states, either active or inactive. When a node is
active it means that the information has reached the node
and the node is in position of forwarding it to its neighbors.

They explore the above described models when a set of k ini-
tial nodes is being activated (targeted). It is proved that a
greedy hill-climbing algorithm for both models gives a good
approximation as long as the influence function has certain
properties which, as proved, is true. Influence probability
and propagation is also a case of study in [3].

In [24] they propose variations for the independent cascade
model so as to minimize computational cost. Paths whose
probabilities is below a given threshold � are excluded, with
� being tunable. Contrary to our approach, these e↵orts
(1) assume that the influence graph is known and aim at
maximizing the influence in the entire network rather than
identifying and informing an appropriate subset of nodes
most interested to the event, and (2) they focus on cases of
viral marketing campaigns or voting systems, rather than
emergency response situations.

Gomez-Rodriquez and Schölkopf [19] study the e�cient in-
fluence maximization in time di↵using networks. They con-
sider the influence maximization problem where informa-
tion or influence can spread at di↵erent rates across di↵erent
edges and analytically compute and e�ciently optimize the
influence avoiding the use of heuristics. The greedy algo-
rithm in combination with the Lazy Evaluation, Localized
Source Nodes and Limited Transmission Paths are proposed
as speed-ups for the computations.

Kyungabaek et al [14] define two types of correlated to an
event users. The ones located to the area of the event and
those that have social ties with them. The notification sys-
tem proposed for alerting users in case of an emergency event
is aware of the geographies the message needs and social ties.
Their system has a prior knowledge of Global Target Geog-
raphy (GTG). Nodes are classified as physical nodes (PN-
odes) and trusted physical nodes (T-PNodes) that represent
some sort of authority or public figure. After the occurrence
of an event Possibly A↵ected Region (PAR) is defined as a
sub-region of GTG and Possibly Damaged Region (PDR)
as sub-region of PAR. They define two types of overlays.
The Delivery Overlay which aims in reaching PNodes and
the Information Overlay which is responsible for maintain-
ing information about social entities. They customize the
social di↵usion process so that good initiators are selected.
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7. CONCLUSIONS
In this paper, we have presented our ESCAPE system that
investigates the relationships and interactions among the
members of a social group, and develops a dissemination
mechanism to maximize the information reach to a target set
of users, when an emergency event occurs. As we illustrate
in our experimental evaluation ESCAPE with its intelligent
seed node selection process, manages to inform more inter-
ested users than the state-of-the-art technique IRIE, that
aims in Influence Maximization.
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