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Abstract

ParaMor, our unsupervised morphology induction esysperformed well at Morpho Challenge
2008. When ParaMor's morphological analyses, whipbkcialize at identifying inflectional
morphology, are added to the analyses from the rgenmrpose unsupervised morphology
induction system, Morfessor, the combined systegntifies the morphemes of all five Challenge
languages at recall scores higher than those ofodmgr system which competed in Morpho
Challenge. In Turkish, for example, the recall & BaraMor-Morfessor system, at 52.1%, is twice
that of the next highest system that participafédtese strong recall scores lead tovRlues for
morpheme identification as high as or higher thamsé of any competing system for all the
competition languages but English. Of the threeylage tracks of the task-based information
retrieval (IR) evaluation of Morpho Challenge, ttembined ParaMor-Morfessor system placed
first at average precision in the English and Gerimacks. And in the German and Finnish tracks
of the IR task, the ParaMor-Morfessor system otigpered the hand-built stemming package,
Snowball.

Categories and Subject Descriptors
1.2 [Artificial Intelligence]: 1.2.7 Natural Languge Processing

General Terms
Experimentation
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1 Introduction

This paper describes the performance of the unsigeerynorphology induction algorithm ParaMor in Mioop
Challenge 2008. Morpho Challenge is a series of-pperated competitions for algorithms designediscover

the morphological structure of individual naturanguages in an unsupervised fashion. Two major
considerations mativate our work on unsupervisedpimaogy induction. First, and primarily, we areerested

in developing methods to quickly bring a morphola@palysis system online for a new language. Ohtisaly
7000 languages in the world, only a few dozen haweking computational morphological analysis system
Unsupervised morphology induction promises to Sicgutly decrease the time and expertise needdditd a
morphology system for the many remaining languag@escond, we are interested in this problem from a
theoretical standpoint: We would like to know howch of the morphology of a language it is possiblearn
from nothing but raw text. Although we do not clathat our unsupervised morphology induction aldonit
mimics how a human learns morphology, we hopedhatvork can place constraints on the range ofegias
that humans might use.

A considerable number of researchers have workeith@mproblem of unsupervised morphology induction.
Here, we summarize and categorize a few approatttesare most related to or that have significantly
influenced our system. The approaches we summaiizeto one or more of four categories. The firstegory
comprises systems which examine word-internal ctardransitions for probabilistic evidence of arpteme
boundary. Probably the first work to look at unswmEed morphology induction, Harris (1955), tooke th
character transition probability approach. Harrigltbforward and backward character tries and ndteat
locations where the tries had significant branchiactors were likely morpheme boundaries. More mége
Bernhard (2007) measures the probabilities of woteknal character sequences, while avoiding thia da



fragmentation problems of using tries. A secon@@atty of unsupervised morphology induction systesats
morphology as a minimum description length (MDL) lgesm. This approach views morphemes as a compact
representation of natural language words: If aesgstan identify the morphemes of a language, thainsystem
could efficiently encode that language. Systemd #raploy this MDL approach include Brent (1995),
Goldsmith (2001; 2006), and Creutz's (2006) Morfessalgorithm. A third category of unsupervised
morphology induction algorithm brings to bear theger context in which a word occurs. Schone (2@01)
Wicentowski (2002) note that morphologically distirsurface forms of the same lexeme will often odau
contexts of similar surrounding words. Their systame a combination of word edit distance heuristicd
latent semantic analysis of word contexts to idgmtiorphologically related words.

The fourth and final category of unsupervised molgd induction system discussed here are systems
which purposefully model the paradigmatic structofenorphology. A morphological paradigm is a miifua
substitutable set of morphological operations. #mtipular, conjugation and declension tables, asmsonly
found in language text books, are paradigms. Systbat appeal to the paradigmatic structure of maggy
include Goldsmith’s Linguistica (2001; 2006), thestem presented in Snover (2002), and ParaMorribescin
this paper.

The remainder of this paper is organized as folld@extion 2 provides a brief overview of our unsujzed
morphology induction algorithm, ParaMor, taking tgardar note of the pieces of the ParaMor algoritivhich
have changed since the Morpho Challenge 2007 cdtiopetA more full description of the ParaMor alghm
has been published in the series of papers (Morsoal., 2007a; 2007b; 2008). Section 3 then present
ParaMor’s results from Morpho Challenge 2008, imparison and contrast with the other systems whéte
competed in Morpho Challenge.

2 TheParaMor Algorithm

An unsupervised morphology induction algorithm, ls@s ParaMor, discovers the morphology of a languag
from nothing more than raw text. The ParaMor altponi takes as input a text and reduces the textlisi af
unique word types. A priori ParaMor does not knoteve the morpheme boundaries fall in any givenaserf
form, and so ParaMor proposes, for each word, aragpanalysis that hypothesizes a morpheme boumadar
each character boundary of that word. Wheneverdmwmore corpus types end in the same word-finahgstr
ParaMor constructs a paradigm seed. This paradigeh gentains the word-final string together withvatird-
initial strings which allow the word-final string &ttach.

The ParaMor algorithm then proceeds in two mainestafn the first stage, ParaMor searches for dets o
word-final strings which likely represent the swéfs of a paradigm. In the second stage, ParaManesety
word forms exactly where the discovered paradigoggest a morpheme boundary. The paradigm discovery
stage consists of three steps. The first step éallrcentric search that greedily expands ParaMgetradigm
seeds into full candidate paradigms by successiadling additional suffixes. Each of ParaMor’s cdaté
paradigms consists of a set of word-final strirgscandidate suffixes, together with all the wandial strings,
candidate stems, which occurred in separate woitthsesch suffix in the candidate paradigm. The sdiap
of paradigm discovery is to cluster initially sdkt candidate paradigms which likely model the same
underlying paradigm of a language. The clusterteg snerges candidate paradigms which share afi@ct@on
of their suffixes and stems. The third step in Parédparadigm discovery phase applies a serieditefs to
weed out paradigm candidates which likely do notlehdrue paradigms of a language. The paradignrdilte
consider a range of criteria when deciding to keegiscard a candidate paradigm. These criteritdiec the
number of suffixes and stems in the candidate lehgth of the suffixes and stems in the candidanel the
character transition probabilities that surrounce tmorpheme boundary that the paradigm candidate
hypothesizes, in the style of Harris (1955).

ParaMor’s word-to-morpheme segmentation stage lémksaradigmatic evidence of a morpheme boundary.
Specifically, ParaMor matches each word-final gtriri each word type against the suffixes in easkaliered
paradigm. Whenever a word-final string is identit@la suffix in a discovered paradigm, ParaMor bd&br
evidence that the word belongs to that particutaagigm. If a word belongs to a paradigm, thersteen of that
word will likely form valid surface forms with otheuffixes from that paradigm. Hence, whenever edviimal
string matches a suffix of a discovered paradigaraMor substitutes, one at a time, the other sesfiaf that
discovered paradigm. If at least one of the sulistit forms occurred as a word type in the corfhes) ParaMor
segments the original word form at the boundathefmatched word-final string.



2.1 Changesto ParaMor since Morpho Challenge 2007

Morpho Challenge 2008 is the second Morpho Chadlecgmpetition in which ParaMor has taken part. In
Morpho Challenge 2007, ParaMor participated in Emglish and German competitions. This year, ParaMor
again analyzed English and German morphology, Isat@articipated in the Finnish, Turkish, and Arabécks.
Three major additions and adaptations to the Paralfmorithm made participation in these morphololjjca
more challenging language tracks practical. Theseetladaptations are described in detail in Mongoal.e
(2008), while here they are only briefly summariz€de first two adaptations extend to ParaMor temqhes that
have been developed for other unsupervised morghataluction algorithms. These first two adaptatians
designed to improve the precision of ParaMor’s @igced paradigms and of the resulting word-to-menpé
segmentations.

The first adaptation restricts the set of word typl&ch participate in ParaMor’s paradigm discovehase.
Because, combinatorially, there are fewer posshtat strings, words that consist of just a fewrabters are
more likely to suggest spurious morphological ieteghips with other short types that occur in aaytipular
corpus. Hence, the first adaptation excludes stypes from the paradigm induction vocabulary. Sitloe
morphological paradigms that ParaMor seeks to vercdescribe large sets of word types, ParaMor elgnon
the remaining longer types to identify paradigmghe® unsupervised morphology induction systemsuding
the Linguistica system (Goldsmith, 2006), also deaivhich corpus strings to trust based on theigtlenwith
fewer spurious relationships clouding the landsctpeparadigms which ParaMor identify are moreise

The second adaptation borrows ideas originally duddrris (1955) and Goldsmith (2006). This adaptati
is designed to remove initially discovered paradigwhich incorrectly hypothesize a morpheme boundary
internal to a true suffix. The adaptation meastiesentropy in the distribution of stem-final chateas in each
candidate paradigm. ParaMor discards candidatdsamitentropy below a parameterized threshold. Limms
final character entropy is a strong indication afi@pheme boundary placed internal to a suffix.

The final adaptation to the ParaMor system from 2007 Challenge acknowledges the agglutinative
structure of natural language morphology: Many ratlanguages, including Turkish and Finnish, faunface
words from several morphemes in sequence. Any iithgial candidate paradigm that ParaMor constructngu
the paradigm identification phase can propose at maingle morpheme boundary in any particuladw@ur
third adaptation straightforwardly merges the sa@amorpheme boundaries that are proposed by distin
candidate paradigms into a single combined morglicdd segmentation that contains multiple morpheme
boundaries.

2.2 Combining ParaMor with M orfessor

As described earlier, the unsupervised morphologgudtion system ParaMor is designed to identify
morphological paradigms: sets of mutually substhilg morphological operations. In particular, Pavaldoks

for sets of mutually substitutable suffixes. Pagas are the structure of inflectional morphologyiriflectional
morphology any given lexeme adheres to a paradgmd a separate surface form with each membereof th
paradigm. But the Morpho Challenge specifically lestes morphology analysis systems on both infhecti
and derivational morphology. Derivational morphglag much more idiosyncratic: any particular stemynor
may not form a new word with any particular derioaal suffix.

To more practically compete in Morpho Challenge vdel do ParaMor's morphological analyses the
morphological analyses suggested by the unsupdmisephology induction system Morfessor (Creut)&@0
Morfessor is designed to identify all concatenativerphology, whether inflectional or derivationBecause a
single word may have multiple legitimate morphotzgianalyses, Morpho Challenge permits participsamts
submit multiple analyses of each particular wordour combined ParaMor-Morfessor system, we suklimait
ParaMor and the Morfessor segmentations of eact e®separate analyses of that word—as if each were
ambiguous between a ParaMor and a Morfessor amalidditional discussion of ParaMor’s performance o
inflectional and derivational morphology can berfdun Monson (2007a).

3 Resaults

Morpho Challenge 2008 evaluated unsupervised méwghanduction systems in two ways (Kurimo et al.,
2008). First, systems competed in a linguistic eatbn that measured precision, recall, apnct-morpheme
identification. And second, Morpho Challenge evidacompeting systems by measuring improvementnon a
information retrieval task. Specifically, Morpho &lenge replaced the words of a set of documendstlas
words of a set of queries with each system’s mdgghical analyses and measured average precision.



Table 1 summarizes the results of the linguistiduatin. Systems competed in up to five languagdbe
linguistic evaluation: English, German, Finnish, Kigh, and Arabic. Table 1 contains the scores o& nin
individual unsupervised morphology induction algfums. Six of these nine systems competed in Morpho
Challenge 2008, while three systems participateithén2007 challenge. The scores from the 2007 catigpet
are directly comparable to scores from the 2008exge because:

1. The linguistic evaluation of Morpho Challenge 20&ed the same evaluation methodology as the 2008
challenge; and moreover,

2. The 2007 challenge scored systems over the sameracapd against the same answer key as the more
recent 2008 competition.

Of the six systems which competed in the 2008 ehgk that appear in Table 1, three are systems wesdh
et al., submitted, while three are systems subdhlite others. The three systems which we entereddrph
Challenge 2008 are:

1. The ParaMor system alone,

2. A version of Morfessor (Creutz, 2006) which wened ourselves, and

3. Our ParaMor and Morfessor analyses submitted emalie, ambiguous, analyses.

Monson et al. Other Authors
2008 2008 2007
ParaMor + ParaMor Morfessor Morfessor Zeman Kohonen |Bernhard Bordag Pitler
Morfessor MAP
P 50.6 58.5 77.2 82.2 53.0 83.4 61.6 59.7 74.7
English R 63.3 48.1 34.0 33.1 42.1 13.4 60.0 32.1 40.6
Fy 56.3 52.8 47.2 47.2 46.9 23.1 60.8 41.8 52.6
P 49.5 534 67.2 67.6 53.1 87.9 49.1 60.5 -
German R 59.5 38.2 36.8 36.9 28.4 7.4 57.4 41.6 -
F 54.1 44.5 47.6 47.8 37.0 13.7 52.9 49.3 -
P 49.8 46.4 77.4 76.8 58.5 92.6 59.7 71.3 -
Finnish R 47.3 344 21.5 27.5 20.5 6.9 40.4 24.4 -
F.| 48.5 395 33.7 40.6 30.3 12.8 48.2 36.4 -
P 51.9 56.7 73.9 76.4 65.8 93.3 73.7 81.3 -
Turkish R 52.1 394 26.1 24.5 18.8 6.2 14.8 17.6 -
F| 52.0 46.5 38.5 37.1 29.2 115 24.7 28.9 -
P 79.8 78.6 90.4 90.2 77.2 - - - -
Arabic R 27.5 8.5 21.0 21.0 12.7 - - - -
Fi 40.9 15.4 34.0 34.0 219 - - - -

Table 1: Results from the linguistic evaluation of Morpho Chalkenghe unsupervised morphology induct
systems which appear in this kakare the nine best systems from the 2008 and 2007 cledleSgstem
participated in up to 5 language tracks. In each languagk all participating systems were scored at prec
(P), recall (R), and fof morpheme identification. The ground traainst which Morpho Challenge compe
systems is a morphologically analyzed answer key that inchatbsinflectional and derivational morphology.
For each language track, the system or systems which placatfifs by a statistically significant mairg
appear irbold.



The ParaMor algorithm has several free parametatsctintrol the paradigm discovery phase. These peeam
were set to values that produced reasonable Sppaisdigms. The parameters were then frozen beforéng
the Morpho Challenge experiments. The six systenTalile 1 which were prepared by others are the mgste
with the top performance in the linguistic evaloatiof Morpho Challenge 2007/2008. The system labele
Morfessor MAP is the same Morfessor algorithm as Khorfessor system which we submitted but with a
different parameter setting. A change in paramstting can sometimes result in quite differenfqrenance
for Morfessor, c.f. Finnish. The remaining five ®ms found in Table 1 bear the names of their pracip
authors.

Although ParaMor alone performs respectably, Vlien ParaMor’s analyses are combined with Morfessor
that ParaMor shines. In all languages but Engttstncombined ParaMor-Morfessor system achievehititest
F; of any system which competed in the 2007 or 20B8llenges. In general, the ParaMor-Morfessor system
attains this higher jFby balancing precision and recall. Where the othesupervised morphology induction
systems of Table 1 tend to be cautious, only progosnorphemes when they have high confidence, the
ParaMor-Morfessor system is more willing to guesmarphemes which may be incorrect. The more casitiou
high-confidence strategy results in higher precisimt lower recall. In contrast ParaMor’s stratdgwers
precision but increases recall, balancing the amal, overall, raising {~

The language ParaMor performs most poorly at is isradew to Morpho Challenge in 2008, Arabic's

morphology is distinctly different from that of thather four languages in the challenge. Arabic rmolpgy
differs most notably in possessing templatic molpin, where a consonantal root is interleaved witvels to
produce specific surface forms. Equally importanonf ParaMor’s perspective, is that Arabic is thdyon
language in Morpho Challenge with significant prafion. Arabic verbal morphology includes inflecta
prefixes. In addition, Arabic orthography attaclesumber of common determiners and prepositiorecifjr
onto the written form of the following word. Thestaahed function words act as prepositions in téxt.
general, all the systems which competed in Arathemiified less than a third of the morphemes ofbiraln
particular, as ParaMor is limited to looking forffixes, both the templatic morphology and the pe&fional
morphology lower ParaMor’s morpheme recall. In tiear term, since prefixes are the mirror imageutfixes,
a simple augmentation could allow ParaMor to arelgeefixation. The ability to identify prefixes waluhot
only improve morpheme recall in Arabic, but helgntify German verbal prefixes, and English deriwaai
prefixes as well. Interestingly, when ParaMor’s Bicaanalyses are presented in combination with bsstr's
the increase in recall between the two systemsaistipally additive: implying very little overlapebween the
morphemes which the two systems identify. Whenlracares are depressed across the board, anyasecie
recall implies an increase in.FAnd indeed, the ParaMor-Morfessor system recethieshighest Fof any
system which analyzed Arabic morphology.

Tables 2 and 3 contain the results of the task-bagetmation retrieval evaluation of Morpho Chalign
2008. The IR evaluation only covered three languageglish, German, and Finnish. These same three IR
tracks also appeared in Morpho Challenge 2007 thithsame evaluation set as for the 2008 challengking
results from both years comparable. Table 2 costée average precision IR scores for the eight bes
performing systems from the 2007 and 2008 challgnghile Table 3 contains average precision scanefofir
baseline metrics used in Morpho Challenge 2008 gham

1. No Morphology - where the IR experiments run over the raw documand queries;

2. Snowball (Porter) - where all words in each document and query smmsed using the Snowball
package of language stemmers. In the case of Entiistisnowball stemmer is the Porter stemmer;

3. Answer Key - where document and query words are replacedtivitin morphological analyses from the
answer keys that were used in the linguistic evalnaof Morpho Challenge. The answer keys used in
the linguistic evaluations contain only a subsdubfset of types found in the IR evaluation; and

4. Two-Level - where all words are replaced with the morpholdgacelysis provided by a hand-built rule-
based morphological analysis system. No hand-builtphological analysis system was evaluated for
German.

In the IR evaluation of Morpho Challenge 2008 tloenbined ParaMor-Morfessor system placed first in
English and German, and fourth in Finnish. The IRlwat#on is a black-box experiment, and so it is not
completely clear why the ParaMor-Morfessor systeared worse in the Finnish track. The most likely
explanation is that replacing each word in eactudwnt and query witboth the ParaMoiand the Morfessor
analyses is inappropriate for a language with cempiorphology such as Finnish. It is unfortunatg torpho
Challenge did not evaluate an IR experiment forrttegphologically complex Turkish and Arabic. It wdube
particularly interesting to see ParaMor’s IR pariance on Turkish, which, like Finnish, is agglutinat

In comparison to the baseline algorithms of TablalBthe unsupervised morphology induction systers
Table 2, including the two systems which incorpofzaeaMor, perform well. Most notably, in all langes, all



Monson et al. Other Authors
2008 2008 2007
I\P/I?)rgzﬂsosrot ParaMor Morfessor MO,U;ZSPSN I\/éc;rsf(zﬁic;r McNamee [Bernhard Bordag
English 39.9 39.3 36.4 37.1 38.6 36.3 39.4 34.3
German| 47.3 36.3 46.7 46.4 46.6 43.9 47.3 431
Finnish 46.7 39.7 46.8 44.4 44.3 49.2 49,2 431

Table 2: Average precision scores for unsupervised morgyoileduction systems which participated in
Information Retrieval (IR) evaluation of Morpho Qleage. The unsupervised morphology induc
systems which appear in this talgre the eight best systems from the 2008 and @@fllenges. Systen
participated in up to three language tracks. Thé ferforming system(s) for each track appedrdid.

No Snowball Answer Two-
Morphology (Porter) Key Level

English 32.9 40.8 37.3 39.6
German 35.1 38.7 33.5 -
Finnish 35.2 42.8 43.1 49.8

Table 3. Average precision scores of four refere
algorithms for the Information Retrieval (IR) evation
of Morpho Challenge.

of the unsupervised morphology induction system$atifle 2 improve on the average precision scores wbe
morphological analysis is performed. The best parfiog unsupervised systems, including ParaMor, also
outperform the baselinBnswer Key scenario: demonstrating that imperfect morpholaiganalysis can trump
partial analysis. ParaMor and the other unsupealvisestem face stiffer competition in the two haniltb
morphological baselines that have some generaizatapacity Showball (Porter) and Two-Level. The Porter
stemmer has the best average precision of any ohetbainst English; but unsupervised systems, ParaMo
among them, outperform the Snowball rule-based rstens for both German and Finnish. And finally, kiznd-
built two-level morphological analyzer performs beSany method on Finnish; and nearly as goochasest
unsupervised system on English.

4 Conclusions

The premise that the paradigmatic structure of mulggy can be leveraged toward unsupervised morplyolo
induction is clearly justified by the state-of-tag-performance of the ParaMor algorithm in Mortwallenge
2008. In addition, the improved performance thaults from joining the morphological analyses & BaraMor
and Morfessor systems demonstrates that currenupengsed morphology algorithms are highly
complementary, and have much to gain from unitirgrtunique strengths.

While we are pleased with ParaMor’s performancklarpho Challenge 2008, we also see significant room
for improvement on ParaMor’'s morphology inductidgoaithms. A careful examination of the paradigntsich
ParaMor produces over Spanish data identifies twirerror classes. The first class of erroneouslidate
paradigm results from inadequate clustering ofalyt selected candidate paradigms. We would lixermiore
tightly integrate the search and clustering phasdzaraMor to enable more complete clustering efitfitially
selected partial paradigms. The second major classermoneous paradigm is a consequence of
morphophonology. Specifically, a stem or a suffiaymappear in different surface forms conditionedttom
morphemes with which it occurs. To conflate the e@drsurface forms of a single underlying morpheme we
believe we will need to look at evidence outsideword as Schone (2001) and Wicentowski (2002) do.
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