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Abstract

QRISTAL [10], [13] is a question answering systeraking intensive use of natural language
processing both for indexing documents and extrgciinswers. It ranked first in the EQueR
evaluation campaign (Evalda, Technolanfgand in first rank in French for CLEF 2005, Z00
and 2007 [11], [12], [14]. This article describée improvements of the system since last year.
Then, it presents our benchmarked results for theRC2008 campaign and a critical description
of the system. Since Synapse Développement iscipaating to Quaero project, QRISTAL is most
likely to be integrated in a mass market searclinerig the forthcoming years.

1 Introduction

QRISTAL (French acronym for "Question Answeringegitating Natural Language Processing Techniques) i
cross lingual question answering system for Freraimlish, Italian, Portuguese, Polish and Czechwds
designed to extract answers both from documentedion a hard disk and from Web pages by usingtiwadl
search engines (Google, MSN, AOL, etc). Anyone assess the Qristal technology for French at wwetajtir.
Note that the testing corpus for the testing wefpepia the grammar handbook proposed at http://wynasse-
fr.com.

For each language, a linguistic module analyzestoues and searches for potential answers. For C2HEHIS,
the French, English and Portuguese modules weik fasguestion analysis. Only the French module wsed
for answers extraction. The French and English resdare developed by Synapse Développement, mofiules
other languages are developed by different compaffiie example Priberam for Portuguese [1], [2], [3].
These different modules share a common archite@nck similar resources (general taxonomy, typolofy
questions and answers and terminological fields).

For French, our system is based on the Cordialntdolyy. It massively uses NLP tools, such as syiatac
analysis, semantic disambiguation, anaphora resplutmetaphor detection, handling of converses, athm
entities extraction as well as conceptual and domegognition. As the product is being marketed, lthguistic
resources need to be permanently updated anduireelga constant optimization of the various moside that
the software remains extremely fast. Users are aosustomed to obtain something that looks like mswar
within a very short time, not exceedihgo seconds.

2 Architecture

The architecture of the Qristal system is describedifferent articles (see [10], [11], [12], [L3LL4]). Qristal is
a complete engine for indexation and answers eidracHowever, it doesn't index the Web. Indexirsg i
processed only for documents based on disks. Waalcls@ises a meta-search engine we have implemekged.
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we will see in the conclusion, our participation @uaero project is changing this way of use by itagg
semantically the Web pages.

Our company is responsible for the indexing procesLristal. Moreover, it ensures the integratiamd a
interoperability between all linguistic modules.€eTRortuguese module was developed by the Pribeanpény
which also takes part in CLEF 2005 for Portuguesadatingual and in CLEF 2006 for Spanish and Poréisgu
monolingual, and for Spanish-Portuguese and Pogggy$panish multilingual tasks [1], [2], [3], [9lhe Polish
module was developed by the TiP Company. The Cremtule is developed by the University of Econonats
Prague (UEP). These modules were developed witigirEuropean projects TRUST [8] (Text Retrieval dsin
Semantic Technologies) and M-CAST (Multilingual @amt Aggregation System based on TRUST Search
Engine).

While indexing documents, the technology automdyiddentifies the document language of and thetesys
calls the corresponding language module. Thereaarenany indexes as languages identified in theusorp
Documents are treated per blocks. The size of bk is approximately 1 kilobyte. Block limits asettled on
the end of sentences or paragraphs. This sizeocok kLl kb) appeared to be optimal during our teStane
indexes relate to blocks like fields or taxonomyevdas other relate to words, like idioms or namies.

Each linguistic module processes a syntactic amdas#ic analysis for each block to be indexed. Il fa
complete structure of data for each sentence. Sthisture is passed to the general processor g it to
increment the various indexes. This descriptioadsurate for the French module. Other language rasdare
very close to that framework but don't always idelall its elements. For example, English anddtatnodules
do not include an indexing based on heads of disiva

Texts are converted into Unicode. Then, they avaldd into one kilobyte blocks. This reduces thdexsize as
only the number of occurrences per block is stdogda given lemma. This number of occurrences edu®

infer the relevance of each block while searchimggyan lemma in the index. In fact we here use lasbut the
system stores heads of derivation and not lemmas. éxample, symmetric symmetricgl asymmetry

dissymmetricabr symmetrizewill be indexed in the same entrgymmetry

3 Improvementssince CLEF 2007

For CLEF 2008, we used our same technology an@&msysh mono and multilingual mode [9], but with som
improvements.

Last year, we participated only in monolingual tes&nch-French. Our results were good (54% of régiswers)
but we seen that, if the results were comparablerézedent years for news corpus (65%), the resuilts
Wikipedia corpus were not good (32%). The reasdniese bad results with Wikipedia corpus are :

* no redundancy in the Wikipedia corpus. For exantidearea of a country or a region can be found
generally in only one article and one time.

e acomplex format, nearest of database than newlassical Web pages. Many important information is
given in tables with a specific coded format.

» the titles of the pages, with the Redirect systdnWikipedia pages, are often far from the named
entities relative to these pages.

For CLEF 2007, we made an error with the elimimatd all the Redirect pages. For CLEF 2008, we xede
these Redirect pages and managed the links betivesa Redirect pages and the redirected pages.iKgoat
sequences of questions have often the answerg isatine page, we give a higher score to the first lamked
pages of the first question for the other questiohghe sequence. Finally, we reduced the impogaoic
redundancy, decreasing the score of similar answetifferent pages.

For CLEF 2008, we also revised our management afiediaEntities and Anaphora. For Named Entities, we
enhanced our dictionary of Proper Nouns synonymsfgct Named Entities synonyms). For Anaphora, we
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improved our management of possible referencegqitkgéenore information about the semantic charasties of
these possible references.
4 Resultsfor CLEF 2008

QRISTAL was evaluated for CLEF 2008 for French terfeh, English to French and Portuguese to Fréftudt
is 1 monolingual and 2 multilingual campaigns. Each one of these tasks, we processed only one run.
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For French to French, these results are a littteebéhan those we obtained for the CLEF 2007. [Eoglish-
French and for Portuguese-French, the resultsadeabd we will give far away the possible reasons.

5 Comparing CLEF 2008 to CL EF 2007

In theory, the CLEF 2008 campaign was to be sintdathe campaign of the previous year. In factieast for
French, the CLEF 2008 evaluation was different &ndlly, sharply more difficult than CLEF 2007 !

Firstly, if we look the number of sequences for ELED07 and CLEF 2008, we see that the percentageiqfie
guestions in a sequence was 41% last year and [35%setar, and the number of sequences was 1240 20d
110 this year. This means that a system which deertage anaphora have a potential optimum of 623%yé&ar
and 55% this year.
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These simple percentages show the higher difficfit¢LEF 2008 evaluation for French. But many ottiata
can complete this first impression. If you lookihe questions of CLEF 2007, you can see that magagtipns in
sequences have in fact no reference to precedestigns in the sequence and don't integrate anyhana. In
CLEF 2007, we have 76 questions inside sequene&nd, 3rd or 4th position) and only 40 anaphoiigh anly

one implicit anaphora (question 5Qui était considéré comme le chef du commanddn?CLEF 2008, we
have 90 questions inside sequences (in 2nd, 3dthoiposition) and 69 anaphora, with 5 implicit amana

(questions 112, 154, 155, 156, 189). So the nurmbanaphora increased from 20% to 34,5% of the topres
(in fact, about 70% more of anaphora !)

The lists are another big difference between CLBEB72and CLEF 2008. In CLEF 2007, there were 9 list
questions (4,5%), all with the number of answevegiin the questions (5, 41, 47, 67, 81, 115, 19@, 196). In
CLEF 2008, we have 29 list questions (14,5%) arlg o questions with the number of answers giveihie
question (26, 163). So, the percentage of list tipresis more than 3 times higher than last ye#n aigreatest
difficulty coming from the absence of number ofreémts...

The questions with temporal restrictions were 32007 (7, 10, 17, 19, 32, 33, 35, 36, 38, 39, 4045, 46, 48,
52, 69, 70, 83, 86, 88, 101, 102, 106, 114, 126, 127, 138, 139, 140, 145, 147, 148, 149, 167, 189, 191)
and, in these questions, no one includes an anaphbis year, the questions with temporal restmst were 69
and 22 include at least one anaphora !

But the biggest difference between CLEF 2007 anBFECRO008 is the corpus of the answers ! If the capsed
for CLEF 2007 and CLEF 2008 were exactly the samesv$ and Wikipedia), the corpus where the ansosns
be found are not the same :

CLEF 2007 | CLEF 2007 (%) CLEF 2008/ CLEF 2008 (%)
News 96 50,3 % 43 22,9 %
News + Wikipedia 21 11,0 % 14 7,4 %
Wikipedia 74 38,7 % 131 69,7 %
NIL 9 12

If we imagine a system which manages only newsumrpis higher possible score was 61,3 % lastgedronly
30,3 % this year ! Because we know that Wikipediaivery difficult corpus for Question-Answeringjst
strongly contributed to increase the difficultiesrh 2007 till 2008. If we look the size of Wikipedcorpus by
comparison with news corpus, the percentage of erssin Wikipedia corpus is probably representattive year
of the respective sizes, but, by comparison witlEE[R2007, the difficulty is higher.

6 Conclusion

By comparison with CLEF 2007, our results in Frefcanch are good, knowing that the answers werdeatke
to be found essentially in Wikipedia pages, witthigh proportion of lists questions (14,5 %), anapho
resolution (38 %) and temporal restrictions (34,5F9r English-French and Portuguese-French, oultseare
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bad, but all the characteristics described abow@nynanaphora, list questions, temporal restrictiats.) are
very penalizing for our system and, more generédlymultilingual Question-Answering.

For us, this type of evaluation has no real semsauiltilingual. Translate the question, then trateskhe possible
answers to obtain elements to integrate in the qeastions of a sequence is very far of the realdibere no one
use a system made for a language with another dgegand with sequences of questions and anaphora. S
finally, CLEF 2008 and CLEF 2007 have only sigrafion in monolingual tracks.

The improvements made on our system since one(frear CLEF 2007 till CLEF 2008) have been usefukrme
if the results are not really superior, becausedbmplexity of the questions is bigger and the aotton of
answers is more difficult in Wikipedia than in nevi&git we are not sure that some improvements, ajiec¢o
take into account the Redirect pages have a sensiel® of the CLEF evaluations !

Our participation to Quaero project changes now maint of view and we prepare in this project ne& Q
evaluations using millions pages from the Web apu® and real requests of users to test our syst@ons
intention is to evaluate our technologies with igsdr cases and in real context, measuring nottbalguality of
the answers but also, for example, the response tim
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