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Abstract

For the patent classification task of the 2010 CllEFevaluation we have used three different appresc
combining semantics and statistics-driven techregtfiest approach is based on an indexing-retriewathod
using the Lemur system enhanced with a class @dionl algorithm; the second approach combined a
semantics-driven technique for class model building the use of an advanced statistical classifier;third
approach combined the two previous methods, attagpd exploit their complementarity for resultsadjty
improvement. The results obtained for our systeenegnrcouraging: we ranked second in terms of pmcisn
first candidate, which is, from an application gaifiview, the most pertinent score.

Introduction

The CLEF-IP track, a new track in the well-known EFL evaluation campaign, was launched in 2009 to
investigate IR techniques for patent retrieval. 2010, CLEF-IP includes two types of tasks: a Péat
Candidate Task and a Patent Classification Taskh&Ve participated in the latter.

The patent classification task consists of clasgifya patent document according to its IPC classasiely
the 3% level classes (ie. subclasses).

EP Patents, Patent Classification and the IPC/ECLA Classifications

Patent applications classified at the EuropeannP&@ffice have mainly two types of classes:
- IPC (International Patent Classification) classes
- ECLA (European CLAssification) classes;

The ECLA and the IPC are hierarchical structurégiddd and labelled in sections, classes, subddasse
groups and subgroups. At each sublevel of the tileyathe number of categories is multiplied by @ht0.

The ECLA is an extension of the IPC and is the ¢l IPC in terms of number of classes: on theelsiw
level, the ECLA has about 135 000 classes, whadBC contains 70 000 classes. Up to IPC subgrevgd, Ithe
ECLA and IPC classification symbols are in mostesaglentical. The ECLA is allegedly more precis@ren
homogenous and more systematic than the IPC.

Neither the ECLA nor the IPC is a natural semantlessification but rather a search-oriented di@ssion,
used for prior art search. Many classes have dficiaitcomposition and contain many limitationxceptions,
priorities etc:

- overlapping classes:

eg. C07 ORGANIC CHEMISTRY;

C08 ORGANIC MACROMOLECULAR COMPOUNDS;

- open class titles:

eg. CO09K MATERIALS FOR MISCELLANEOUS APPLICATIONS,NOT PROVIDED FOR
ELSEWHERE;

- unclear class boundaries, exceptions, precedémitions of scope:

eg. A42B HATS; HEAD COVERINGS (headbands, headweaA41D)



There are also many placement rules, referencdex@s that represent a separate classificationatefns
according to special aspects of the invention, aglhe technique or technology employed. Thergfrme
IPC classes and subclasses serve the double pwdsssification and indexing.

These class features represent real difficultiesrfodelling. Moreover, training corpora availabte anade of
patent documents that were manually classified dignt examiners. The document classifications leeefore
characterized by the subjectivity inherent to angnan, manual task.

It should also be noted that patent examiners asenplaw knowledge for classifying a patent agian.
The use of this kind of knowledge can render tiasskhoices obscure for non-specialists. For exarapen if,
in most cases, an examiner’s classification wonatent claim-based, in some cases, the classesatssl to a
patent application are based on the informatiorvigdeal in the embodiment(s) detailed in the desicniptThe
use of this kind of knowledge makes it often chajieg for an automatic system to choose as beslidate the
same class as the patent examiner.

These classification-tree rules and manual clasgiin rules used by patent specialists, togetfigr the
specificities of the vocabulary, the patent fanplgrticularities and multi-class labelling of patemhake the
automatic classification of patents, by far, on¢hef most difficult document classification tasks.

This paper describes the methods that we usetddaCLEF-IP patent classification task.

We first describe the corpus provided by the orensi and we pursue by describing the structurinhthe
pre-processing of the corpus.

In sections 4, 5 and 6 we describe the differepr@gches that we have used for the classificatidhentest
documents. Finally, we discuss and conclude omgbelts obtained for the evaluation.

Previous Experiments and Useful Observations

Patent classification is a task that has been tefést to us for some time. Before the CLEF-IP watidn
campaign, we had already trained and tested omadepatent data sets.

In the course of these previous experiments, werhade a certain number of observations relatedhe¢o t
difficulties encountered in patent data, the clmgjéss related to IPC classes, the classificatioesrulsed by
patent examiners, the vocabulary specificities,gagicular structure, content and sections fourttlimvpatent
documents.

Based on these observations, we developed metbodtEument selection, pre-processing and annatatio
term extraction and filtering for document repreagon, threshold setting, feature weight calcolagi
parameter selection, and model building for aut@ztent classification.

The methods used in the context of the CLEF-IP uatain take advantage of these observations and
methods. However, the detail of these observatimismethods is out of the scope of this evaluatampaign
and will not be presented hereafter. Where appatgrieferences will be made to previous experisnaséd as
background for the approaches taken for the CLEEvHRuation.

Corpusfor the CLEF-IP Evaluation
Training Corpus

The training data is composed of all EP documdrds lhave an application date before 2002, reprieseat
total of about 2.7 millions documents corresponding1.3 million patents. The corpus is structured b
“invention”, that is, a folder contains the A af B documents associated to an invention.

The corpus contains English, French and Germanrdents, distributed as follows: 68% English docursent
24% German documents and 8% French documents.

The documents are in XML, in a format based onitbernational standard ST.36. The complete docusnent
include bibliographic data (abstract included,Kord A documents), the description and claims sesti

The training corpus also included a certain numddeempty documents (just bibliographic data present
incomplete documents, containing only titles anstrazts, but no description and claims.



Test Corpus

Concomitantly with the training data, the IRF mad@ilable to the participants a small test corpgminized
by topics: a topic is equivalent to a patent agpian (A1, A2 or A9). The test documents were catglthat is
the title, abstract, description and claims argadkent in the test files.

The test data comprises 2000 topics published 266e, of which 1468 are in English, 409 in Gerraad
123 in French.

Document Sections Used and Pre-processing

In our previous experiments, we have noted thahout based only on patent titles and abstracte soaer
than approaches based on the full content of thenpalocuments. This is mainly related to the diassion
rules included in the classification trees and Wieey specific class association rules used by patéfice
examiners.

Therefore, in the context of this evaluation wone have used the entire document content: titlsfratt
(where available), description and claims.

Therefore only full documents were used: title,aliggion, claims, abstract, if available. For eaabtention,
the latest version has been chosen, with a prefererder going from kind B documents to A9 and Al1/2

After filtering as described above, about 670 tlamals documents have been used for the Englishinigain
around 240 thousands documents for German andotSahds for French.

The linguistic pre-processing of the corpus inctldine classic steps such as phrase segmentation,
tokenisation, POS-tagging, lemmatization.

Specific patent-oriented pre-processing includetkey-phrase” tagging step, namely the detection and
tagging of those parts of the description that atg describe the subject of a patent document.

During the pre-processing phase, language incemsigts have been found: in some documents, the wdlu
the language attribute found in the abstract/dpson/claims tag did not correspond to the actaablage of
the tagged text. Given that our pre-processingraadel construction approaches are language-basetavwe
tried to estimate, using a language detector, dregmtage of documents concerned by this typerofsrWe
have found less than 1% of documents containingrisistencies. These documents have been ignored.

Similarity Method

The Lemur system has been used for indexing thdewthaining corpus. The documents used for buildivey
index have not undergone any pre-processing. Layggspecific stop-words lists were used

We have again used the entire document contentbdétih indexing and query: title, abstract (where
available), description and claims.

Once the three indexes were built, one for eachuage, we have used the 2000 full test documents as
queries. There was no pre-processing of the quecyrdents. Based on our previous experiments, weectto
use the InQuery retrieval method available in Lethat seemed to provide the best results.

The query results have subsequently been procéssmder to calculate the candidate classes ofjtrery
document, based on the classes of the top mostasimocuments retrieved from the indexed document
collection. The class calculation algorithm, biiltthe course of previous experiments, is basetherranking
order and on the similarity score obtained forititeexed documents retrieved.

Finally, we obtain a list of 20 candidate classeked by system confidence going from 10000 to O.



Semantic and Statistic Method

Automatic patent classification is a supervised utheent classification task. We are required to dhass
documents in about 630 pre-defined classes. Thédeunf classes, the possible coverage of thessedatheir
varied representativeness, are all factors digtgrikie classification task.

The automatic classification using semantics aatissics is defined mainly by two steps:
- representation of documents in an indexing petbs
- training a statistical classifier using semaniformation;

The document representation is a language depemdsit The approach described below was therefore
applied, step by step, to each of the three corfidra techniques presented took into account teeifégities of
each of the three languages.

Document Representation - Construction of Semantic M odels

The training corpus structured according to the $hBiclasses has been used for the constructidre alass-
based semantic models.

In a first step, we have chosen to build, for emaming class, a representative semantic modet. diass
representativeness is ensured by (1) terms extrdmen documents, artificially-built term patterasd term-
related concepts and by (2) a strong semantideekdtip between these terms and the class idantifie

Information selection strategies have been appiredrder to find a good compromise between class
representativeness and processing time.

Our information selection approach is based onrabooation of document term extraction, class ti#en
extraction, semantic relation verification, filtegi methods for selecting discriminatory terms aodygemy-
based filtering methods.

The semantic relation establishment and the polysmmsed filters exploited WordNet as a lexical tgse.

Different strategies were instituted, for examme fighting errors related to polysemy: low confide in the
semantic relations constructed for terms with iglysemy, concept reinforcement, etc.

Extraction of Terms

Many classification algorithms are based on theyla® that a document is a sequence of wordsag b
words”.

For our experiments, we chose to extract termerdttan n-grams: the term length is not definediadfand.
These choices are motivated by the risk of losivigrmation with a “bag of words” approach or anrasg type
method. The terms are obtained after breakingekiedown into occurrences, labelling them, lemniagizhem,
delimiting nominal groups and observing stabilitycorpus.

Semantic Relation with the Class Title

Each document class is defined by an identifiele €kass representativeness is ensured by the nmatied
terms extracted from the corpus and the class Title relation linking the terms and term pattéma class is a
guarantee of representativeness of these terntisdalass.

The relations between the identifier, the terms tmoh patterns constitute the semantic networlhefdass.
This semantic network is supposed to be represemtat this class.



Document Annotation and Training

In a second step, the training documents were atewwith the terms provided in the semantic modats
in tight relation with their position within the f@nt document. An IPC subclass is thus describetthdpum of
the documents composing it. The documents compa@sitigss are, in turn, described by the terms awadan
the semantic models and their semantic relatiozrsng that are linked to their position in documenitse
feature values are therefore calculated accordirthe feature position within documents: differemtights are
calculated depending on whether the term appeattseititle, key phrases, claims, description sectoin all
together.

In a third step, an SVM classifier was trained éach one of the three languages. The classifieiotgput
represented, for each tested document, the il die learned classes, ranked by probability.

Combined Method

In order to consolidate and maybe improve the teslitained with the methods described above, we ha
built a combined approach based on the first 3 testidates obtained with the previous methodsth#esfore
attempt to exploit the complementarity of the tweypous methods in order to improve system perfocea

From previous experiments, we know that the peréorwe on the top 3 candidates, for each of the two
methods described above, is good enough to allparf@armance gain of several points if combined.

With the two methods combined, we have a total ¢6 & candidate classes (subclass level) for easth t
document. SVM-based classifiers are built on the\WWe use a “one vs one” approach for each onbeoBtto 6
candidate classes. We therefore need to build fBofffior the test documents having 3 candidates)3o 1
classifiers (for documents with 6 candidates) factetest document.

The final score is the sum of the probability valebtained for each binary classifier.

Results and Discussion

Our system was ranked second in terms of preciioithe first candidate. The IRF computed sevetbhko
measures, in particular precision from 5 to 50 wdatés, recall and F1 score for 25 and 50 candid&der
system ranked first for the precision from 5 caathd upwards and for the F score on 25 and 50 aatedi. For
the recall scores, our system was disadvantagetebpw number of candidates sent (max 20), wikiilist low
number of candidates favoured our system in tefresmputed precision and F scores.

However, from an application point of view, the mo®aningful measure is the precision on the &isstdidate
and, decreasingly less so, the precision on th&tegandidates. Indeed, it is unlikely that a pattassification
system user, be it an office examiner or an indialdinterested in patent classification, would atijugo
through the whole list of 25 to 50 classes in deafcthe most appropriate class. It is the firgt-3-candidates
that likely seem the most pertinent and usefubfeystem user.

Our statistics (Table 1) show that, for instanoe,dur Run3 method, we have 97% chances of findingast
one correct class in the first 5 candidates, wisalseful information for anyone using the systemdassifying

a patent.

The problem becomes more complex from 5 candidafesards. As discussed above, intellectual patent
classification follows complex rules that are dés=d in the classification tree and in the paracydatent office
documents used by patent officers. Sometimes @ d¢tavery difficult to be found by a system based o
document term analysis, statistics and similarltgere are many cases when classification is baseldgal
knowledge, on the examiner’s interpretation of plagent text or it is related to deficiencies in thassification
scheme and difficult interdisciplinary or vague gratapplications. In this case, automatic systeasedh on
probability and similarity can only give deceivingsults when considering the first top candidafdthough
recall is less meaningful to a patent system utés, an interesting measure that allows for thaleation of
systems’ accuracy for finding all or most of thasdes relevant to a patent document.



Table 1. Results for documents having at leastelaat class in the top n candidates

Nb candidates Similarity Methqd Semantic and Combined Delta between (1))
(1) statistic Method Method (3) and (3)

First candidate 77,5% 75,15% 82,1% +4,6

Two candidates 86,6% 86,7% 92,05% +5,45

3 candidates 91,15% 91,05% 95,35% +4,2

4 candidates 93,5% 93,65% 96,6% +3,1

5 candidates 94,8% 94,7% 97% +2,2

6 candidates 95,8 % 95,25 % 97,05 % +1,25

10 candidates 97,05% 97,25%

20 candidates 98,4% 98,55%

Our system results are different according to #mgliage of the patent documents tested. Tablevgsshaery
good performance for English documents (84.7%) enthik results for the German documents are nothess
10 points below. This could be explained by thecHjpities of each language and the particular pesing and
resources used for building the models. The nunalbdraining documents has an important impact. He t
CLEF-IP corpus shows, the English documents cledolyinate the other two languages in terms of decum
numbers.

Table 2. Results per language for Combined Method

Nb candidates EN DE FR
First candidate 84,7% 74,1% 78,0%
Two candidates 93,9% 87,0% 87,0%
3 candidates 96,4% 92,4% 92,6%
4 candidates 97,3% 94,9% 93,5%
5 candidates 97,5% 95,8% 94,3%
6 candidates 97,6% 95,8% 94,3%
Nb patents 1468 409 123

% Nb patents 73,4% 20,45% 6,15%
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