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Abstract. Our participation at ResPubliQA 2010 was based on applymtna
formation Retrieval (IR) engine of high performance and Bdegion step for
removing incorrect answers. The IR engine received additimformation from
the analysis of questions, what produces a slight imprownenmeresults. How-
ever, the validation module discarded sometimes too muglecoanswers, con-
tributing to reduce the overall performance. These errer®wlue to the applica-
tion of too strict constraints. Therefore, future work mistfocused on reducing
the amount of false negatives returned by the validationutgodOn the other
hand, we observed that IR ranking offers important infofamator selecting the
final answer, but better results could be obtained if aduitisources of informa-
tion were also considered.

1 Introduction

The NLP & IR group at UNED participated at ResPubliQA 201 @#afihe successful re-
sults of its previous participation. The system used in 2089based on an Information
Retrieval step of high performance and Answer Validation.

ResPubliQA 2010 proposed two tasks related to Question Arisg (QA): one
for retrieving a paragraph with a correct answer given a tipresand a second one
where both the paragraph and the exact answer string mustuveed. Both tasks were
developed using the same set of questions and over the sdleaioas (JRC Acquis
and EuroPaf). We have participated in monolingual English and Span@stagraph
Selection (PS) tasks.

This year we proposed to improve the Information RetrielR) 6tep by adding
information about the question. Thus, we wanted to incréaseecall of the IR engine
as well as increase the ranking given to promising candigiatagraphs. Furthermore,
we applied an Answer Validation (AV) similar to the one penfied last year, including
some minor changes for solving some errors. This validatias focused on removing
paragraphs that show evidences of not having a correct answe

The structure of this paper is as follows: the main compaehbur system are
described in Section 2. The description of the runs sent ®PRBIIQA is given in
Section 3, while the results of these runs are shown in Sedtiand their analysis in
Section 5. Finally, some conclusions and future work aremyin Section 6.

L http://wt.jre.it/It/Acquis/
2 http://www.europarl.europa.eu/



2 System Overview

This section describes the main components of our QA systgare 1 shows the
architecture of the system. The different phases of theesystork for guiding the
search to the most promising answers, removing the onearthabnsidered incorrect.
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Fig. 1. Architecture of the system

The following subsections describe in detail each one ofiifierent components
of the system.

2.1 Question Analysis

The objective of this step is to obtain features from the tjoeghat could be help-
ful in the following steps. All the information obtained blyi$ module is given to the
following steps of the system.

The information extracted is:

— The expected answer type, which is an information that sféer important con-
straint to be accomplish by correct answers. We performddssification based
on handmade patterns where the categories veenet time, location organiza-
tion, person definitionandother.

— The question focus, which is a word close to the interrogatrm that supplies
additional information about the type of the expected amsWee detection of the
focus is important for extracting the answer from candigeteagraphs. However,
as we participated this year only at the PS task, we used #siqn focus for other
purposes.

The question focus defines sometimes the context of theigonesstd it is likely
that the focus does not appear close to the correct answeexBmple, if we have
the questionVhat country was Nadal born inthe question focus isountryand
it is likely that a correct answer to this question does naottaim the wordcountry.
Therefore, we used this intuition for creating the queryahhwill be submitted to
the IR engine (more details are given in Section 2.2).



— The Named Entities (NE) contained in the question. These &&smportant for
supporting the correctness of an answer contained in adateddaragraph. Hence,
NEs represent an important information for detecting adra@swers.

2.2 Information Retrieval

The mission of the IR module is to perform a first selection afggraphs that are
considered relevant to the input question. We decided toBMB5 [3] last year, a
model that can be adapted to fit the specific characteristitiseodata in use. More
information about the implementation and successful tesillast year IR engine are
givenin [2].

We decided to keep this model adding some minor modificatigtisthe purpose
of improving the recall and ranking of correct paragraple modifications added this
year were related to the creation of the query submittedddRhengine from the input
question. These changes were:

— As it was mentioned in Section 2.1, the question focus ugulales not appear in
correct answers. Thus, we consider that the presence obtlus has to receive a
lower importance in the query.

— The NEs of a question represent important information arglikely they appear
in correct answers. Therefore, our intuition was to giveghhr importance to NEs
in the query.

The procedure for including these two new features was tigrasifferent boost
factors to the terms of a query. Then, given a question we thigilcorresponding query
to be used in the IR phase following these steps:

1. Removal of stopwords
2. Stemming pre-process based on Snowball implementatiBarter algorithm
3. Use of different weights, considering three possileiiti

— high discriminative power: this value is given to NEs
— medium discriminative power: this value is given to the mdshe terms of the

query
— low discriminative power: this value is given to the questiocus (if it exists)

In order to select the values for the different boost facteesperformed several ex-
periments at the development period. We selected the folpvalues after performing
several experiments:

— High discriminative terms received boost factor 2.

— Low and normal discriminative terms received boost factoVé decided to give
the same boost factor to these terms because a lower botstdathe focus pro-
duced worse results in the development period.

The IR engine returned a maximum of 100 candidate paragtapihe following
steps of the system.



2.3 Answer Validation

The mission of this step is to eliminate possible incorrectgraphs contained in the
list returned by the IR engine. Thus, there are more pogsisibf giving at the end of
the process a correct answer. We say that this module vedideparagraph when it is
considered that the paragraph is correct. If a paragrapbnsidered as incorrect, we
say that the paragraph is rejected.

This phase works in a pipeline processing, where a set oftieints are checked
for each candidate paragraph in each step. Only candidedgnaghs that accomplish
all the constraints are returned at the end of this pipeline.

Itis important to remark that this phase is not focused owckimg the correctness of
a candidate paragraph. It is focused on detecting paragmapich show some feature
that leads to think that they are incorrect. The module waddémented in this way
because that it is usually easier to detect incorrect arsstiian to detect correct ones.

We applied the same three modules used in the last editioft.9¢etions describe
each of these modules in short. More details can be seen.in [5]

Expected Answer Type Only paragraphs that contain a NE of the same type that the
expected answer type are validated. This validation isoperéd only for questions
where the expected answer wamunt time, location, organizationor person All the
paragraphs given to other types of questions are validatéti$module.

The Named Entity Recognizer (NER) gave us the distinctiooragocation, or-
ganizationandpersonentities only in Spanish. This is why we performed two kinéls o
matching:

— Fine grained matchindocation, organizationand personquestions must be an-
swered by paragraphs with at least a NE of the correspontfisg.d-or example,
if we have a question asking about a person, only paragrajhswersonentity
will be validated.

— Coarse grained matching: sint®ation, organizationand personentities in En-
glish were grouped by the NER in a single category (this aateig calledenamey
we decided to group also questions asking about this kindtifes in a single cat-
egory €namexquestions). Then, each of these questions can be answetedrwi
entity of this category. For example, if a question asks ébdacation, a paragraph
with aorganizationentity will be validated.

On the other hand, based on our experience, we grouped itengthagesountand
time questions into a category that can be answered fbyraericor time expression.
We took this decision because the NER sometimes assigndatb&time to numeric
expressions and vice versa.

Named Entities PresenceThe validation process performed by this module follows
the intuition that the NEs of a question must appear in a coamswer [4]. We could
have applied this restriction in the retrieval phase (egtrig only paragraphs that con-
tain these NEs), but we obtained better results when thdatast is applied at this
step.



Only paragraphsthat contain all the NEs of the questionaigated by this module
and returned as output. If a question does not have any NEhealparagraphs are
validated by this module because there are no evidencesjémting them.

The restriction of containing the exact NE could seem vetgtstn fact, it produced
some errors in the last edition. We thought about using xeelaersion for allowing a
little difference between NEs using the edit distance ofdreshtein [1]. However, we
saw that this option produced false positives in NEs withnailar wording but that
refer to different entities.

Since we were not sure about what matching was better, amdytaito account the
importance of NEs for supporting correctness, we decideghpdy the strict version.

Acronym Checking This module is applied only in definition questions that ask f
the meaning of an acronym (as for examylbat is UNESCO®r What does UNESCO
stand for?0Only paragraphs that are considered to contain a definifidineoacronym
are validated.

In order to apply this module, definition questions are aredyto check whether
they are asking about the meaning of an acronym. In that ttesacronym is extracted.
Then, only paragraphs that contain the acronym inside agb&irackets are validated
in the currentimplementation of this module.

2.4 Selection of Final Answer

This module received the answers that accomplish the @ntgrchecked in the pre-
vious step and decided the final answer for each questiorada of not having any
candidate answer after the AV phase, the option NoA (whaesFRIbliQA means that
a system is not sure about finding a correct answer to a questid prefers not to
answer it) is selected. NoA answers can receive the hypo#henswer that would be
given in case of answering the question. These hypotheticalers are used for eval-
uating the validation performance. We gave in these casefirih answer according to
the IR ranking.

If there is more than one paragraph at the end of the AV phaséaa two options
for ranking answers and selecting the final one last year:

— The ranking given by the IR engine

— A ranking based on lemmas overlapping, with the possibdftincluding textual
entailment (more details are given in [5]).

The ranking based on lemmas offered better results. Howexewanted to com-
pare in this edition the pure IR system with the combinatibiRoand AV. Since we
could only send two runs per language, we decided to use thankng in both runs
for a better comparison. Thus, we can study how the removaduafgraphs considered
as incorrect affects the IR ranking.



3 Runs Submitted

The runs submitted were selected taking into account trextibgs of our participation.
These objectives were to study the improvement of the IRgbsing more information
about the question and its combination with a validatiop.ste

We decided to submit two runs per language (we participat&thglish and Span-
ish) for the PS task: one run based only on the IR phase desdritSection 2.2 and a
second one that added the validation step (described ilb8&tB) to the output of the
IR engine. More in detail, the submitted runs were as foltows

— Spanish
e Run 1: the validation modules described in Section 2.3 (using tieedrained
matching for the expected answer type) were applied to thgudof the IR
engine. If there was no paragraph after the validation g®dbe question was
not answered (NoA option) and the first paragraph in the IRireywas given
as the hypothetical answer. In case of having more than gz after the
validation phase, the paragraph with the highest rankigraing to the IR
ranking among the validated paragraphs was given as answer.
e Run 2: all the questions were answered using the first paragrapmest by
the IR engine.
— English
e Run 1: this run was similar to the Spanish first run except that istise coarse
grained matching for the expected answer type.
e Run 2: similar to the Spanish second run.

4 Results

The answers of each run were evaluated by human assessdegyged asorrect(R)

or incorrect (W). The hypothetical answers given in case of choosing aanswer

a question were evaluated asansweredvith a correct candidate answer (UR), or
unansweredvith anincorrectcandidate answer (Ul). The main evaluation measure was
c@1 (Formula (1)), while accuracy (Formula (2)) was used as ars#ary evaluation
measure.

_#R_ #R H$UR+#UI
o n n n

cQ1 1)

#R+#UR
accuracy = ———— (2)
n

The results obtained by our system are shown in Table 1 foniSipand Table
2 for English. These tables show also the validation peréorce of the system. This
validation performance is calculated as the ratio of wrogpgadthetical answers with
respect to the whole amount of NoA answers. That is, if allltiypothetical answers
were incorrect, the validation performance would be pérfec



Table 1.Results for Spanish runs.
Run [ #R [#W [#UR|#Ul |c@1accuracy| validation
performance
runl1|92|73| 22 | 13|0.54 0.57 0.37
run2|108 92| 0 | 0 |0.54 0.54 -

Table 2. Results for English runs.

Run [ #R [#W [#UR|#Ul|c@1accuracy| validation
performance
run 1117, 66| 13 0.63] 0.65 0.24
run2|129 71| 0 | 0 |0.65 0.65 -

N

5 Analysis of results

According to Tables 1 and 2, our runs performed over 0.5 fdn hocuracyandc@1
However, we can see how the second run in each language, didictot include val-
idation, performed better than the first one (second runs gasre correct answers).
Therefore, the addition of the validation step reduced #ropmance of the system.
These results were different to the ones obtained last yémare the validation phase
improved the results.

The results of the two runs in each language were very simtaording toac-
curacy, what is another indication of the low performance of vdiiola However, we
have seen that the validation step allowed to remove sonogrgrt answers, contribut-
ing to return in the second runs some correct answers tha margiven by the first
runs. Therefore, the validation step can help in improvesyits, but it must reduce the
amount of false negatives that it produces.

Most of the errors produced by the validation step were dubed\NEs presence
module. As it was already mentioned above, the criteria fiding whether a NE
appears in a paragraph can be too strict. This leads to elismarding paragraphs, in-
creasing the amount of false negatives given by the moduexample of these errors
happened in question 13hat procedure does Mr. Sarkozy advocate concerning the
internet?), where the NE of the question whl. Sarkozyand in some of the candidate
paragraphs appeardtt Sarkozy(without the dot afteMr). This simple change in the
wording led to not answering to that question. Thereforis, @vident that we have to
relax this constrain with the objective of reducing the amtaf false negatives, while
keeping the number of false positives.

One of the modifications included in our system this year Wwasuse of different
boost factors for different terms in the IR step. These diffié boost factors were given
taking into account the NEs and focus of a question. This figadion allowed a slight
improvement in the performance of the IR engine and the dvesults by increasing
the ranking of correct answers.

Nevertheless, the IR engine has already a really good peaioce, and the question
analysis output must be taken into account by more moduléseadystem if we want
to obtain a higher improvement of the overall results.



We consider that better results could be obtained by imprpthie selection of the
final answer. The improvement could be achieved by addirggrimftion from the ques-
tion analysis and validation steps. In fact, the rankingebasn lemmas that was used
last year showed that additional information based on lesnavarlapping improved
ranking.

In conclusion, the results showed that the IR performancgiite good. A better
validation performance combined with more informationgefecting the final answer
is what our system needs for improving overall results.

6 Conclusions and Future Work

We have described in this paper our participation at Re$®Ab2010. Our system
has taken advantage of a powerful IR engine that has bednlgligiproved adding
information from the question analysis.

Besides, a validation step was applied in order to removsiplesncorrect answers
from the pool of paragraphs returned by the IR engine. Thidaibn has contributed
to find more correct answers to some questions, but some odrtponents were too
strict, removing also correct answers. Therefore, a réllexaf some of the constraints
implemented in the validation step must be applied with theppse of reducing the
amount of false negatives without increasing the numbealséfpositives.

On the other hand, the selection of the final answer was badgihdhe IR ranking
after validation. A way of improving the overall performangould be to select the final
answer taking into account also information of validatisneell as the analysis of the
question.
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