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Abstract. We present a named-entity recognition (NER) system for
parallel multilingual text. Our system handles three languages (i.e., En-
glish, French, and Spanish) and is tailored to the biomedical domain.
For each language, we design a supervised knowledge-based CRF model
with rich biomedical and general domain information. We use the sen-
tence alignment of the parallel corpora, the word alignment generated
by the GIZA++[8] tool, and Wikipedia-based word alignment in order
to transfer system predictions made by individual language models to
the remaining parallel languages. We re-train each individual language
system using the transferred predictions and generate a final enriched
NER model for each language. The enriched system performs better
than the initial system based on the predictions transferred from the
other language systems. Each language model benefits from the external
knowledge extracted from biomedical and general domain resources.
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1 Introduction

Natural Language Processing (NLP) technologies can help extract structured
information from written text, determine relationships between concepts, or per-
form bilingual translation. In the biomedical and clinical[4] domain NLP has mul-
tiple applications: computerized clinical decision support, personalized medicine,
automatic extraction of protein interactions and associations of proteins to func-
tional concepts, to name a few. Despite their value and extensive applicability,
biomedical and clinical NLP systems are scarcely developed for languages other
than English.

In this study, we present a system for extracting structured information from
multilingual biomedical corpora. We define the structured information of interest
as noun phrases (NPs) that fall under nine Unified Medical Language System
(UMLS)[2] semantic categories. Our data consists of parallel multilingual corpora
in English (en), French (fr), and Spanish (es).

We present a NP extraction system for multilingual biomedical corpora that
makes use of external knowledge sources and the common structure shared by
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the parallel languages. We analyze the errors performed by the NER system, and
we discuss the contribution of the knowledge sources and the common language
structure to system performance.

1.1 Problem definition

We focus on NPs that fall under nine semantic categories: anatomy (ANAT),
chemicals and drugs (CHEM), devices (DEVI), disorders (DISO), geographic
areas (GEOG), living beings (LIVB), objects (OBJC), phenomena (PHEN), and
physiology (PHYS). These semantic categories are groupings of semantic types
in the UMLS semantic network.[7] Our goal is two-fold: for each of the three
languages, first identify noun phrases that belong to the semantic categories of
interest and then map the identified noun phrases to an already existing Concept
Unique Identifier (CUI) in UMLS.

2 Materials and Methods

2.1 Data

The data used for the system development is made available by the organiz-
ers of the 2013 CLEF-ER challenge[9] and comes from two sources: the Euro-
pean Medicines Agency (EMEA) and Medline. Each corpus contains sentence-
delimited plain text. Sentence alignment information is available for the language
pairs en-fr and en-es. The EMEA corpus contains the same number of sentences
for each language (140522) so that each English sentence has an equivalent align-
ment in the other two languages. The Medline corpus contains approx. 1.5 mil-
lion English sentences, 0.5 million French sentences and 0.25 million Spanish
sentences (see Table 1). In the Medline corpus, half of the English sentences do
not have an equivalent alignment in French or Spanish, while the other half have
an equivalent alignment in either French or Spanish.

Sentence count

English French Spanish

EMEA 140552 140552 140552

Medline 1593546 572176 247655
Table 1. Corpus sentence count per source type, separated by language

2.2 Annotations

We manually annotated all noun phrase instances of the nine semantic types
within a set of 385 sentences, for each language and for each corpus source. We
use different annotation processes for the EMEA and the Medline corpora. For
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the EMEA corpus, we randomly selected 385 sentences from the automatically
generated gold standard provided by the challenge organizers. For each of the
selected sentences, we transferred the English annotations to the corresponding
French- and Spanish-aligned sentences based on the word alignment provided
by the GIZA++ software and Wikipedia as explained below. We manually re-
viewed the transferred annotations and annotated additional noun phrases for
each language when appropriate.

For the Medline corpus, we used the Medical Subject Heading (MeSH) in-
dexing and the UMLS Metathesaurus to automatically generate noun phrase
annotations. The MEDLINE citations corresponding to the sentences (i.e., ti-
tles) in the Medline corpus have been manually assigned a set of MeSH indexing
terms by professional indexers at the National Library of Medicine. MeSH main
headings can be derived from this set and mapped to UMLS CUIs. We ran-
domly selected 385 Medline sentences for each language and made use of the
MeSH indexing-UMLS CUI relationship in order to generate Medline reference
annotations. Specifically, when a term associated to a CUI from the MeSH index-
ing can be found in the corresponding Medline sentence, we automatically create
a reference annotation. We apply the same annotation process to the English,
French, and Spanish versions of the Medline corpus.

The EMEA and Medline reference annotations were manually reviewed by a
sole annotator, due to time constraints and lack of additional resources.

The number of unique annotations for EMEA and Medline are similar across
languages (368 English annotations for EMEA and 401 for Medline, 364 French
annotations for EMEA and 339 for Medline, and 368 Spanish annotations for
EMEA and 303 for Medline). The EMEA corpus contains a significantly larger
number of actual annotations due to numerous noun phrase duplicates (see Table
2).

2.3 System design

We perform word alignment using the GIZA++ software.[8] GIZA++ aligns
words based on statistical models. For source sentence sJ = s1s2..sJ and target
sentence tI = t1t2..tI , we define an alignment of the two sentences as A ⊆ {(i, j) :
j = 1, .., J ; i = 0, .., I}, where the case i = 0 represents source words that are not
aligned to any target words. The probability of a source sentence given a target
sentence is P (s|t) =

∑
aJ

P (sJ , a
J
1 |tI), where aJ1 represents the sentence pair

alignment. The best sentence alignment is given by âJ = argmaxaJPθ(s
J , aJ |tI).

In addition to the GIZA++ alignment, we use word alignment from Wikipedia
metadata. We rely on the fact that some English Wikipedia articles have direct
correspondents in French and Spanish. We filter the English articles that have
titles consisting of a single word (e.g., “Food”, “Disease”, “Nausea”) and find
their corresponding foreign language article. The title of the English article and
the title of the correspondent foreign language article represent a word align-
ment pair. Because Wikipedia word alignments are more precise, we overwrite
the GIZA++ generated word alignments with a score lower than 0.5 with the
Wikipedia generated word alignments.
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Annotation count

English French Spanish

ANAT
EMEA 202 31 28
Medline 62 60 38

CHEM
EMEA 1556 519 572
Medline 88 55 58

DEVI
EMEA 43 6 10
Medline 10 3 1

DISO
EMEA 1658 427 465
Medline 168 180 174

GEOG
EMEA 34 11 13
Medline 15 9 22

LIVB
EMEA 492 132 137
Medline 72 60 35

OBJC
EMEA 115 37 38
Medline 9 4 2

PHEN
EMEA 77 30 30
Medline 2 2 1

PHYS
EMEA 272 53 64
Medline 29 12 6

Total NPs
EMEA 4491 1261 1374
Medline 461 386 340

Total Unique NPs
EMEA 368 364 368
Medline 401 339 303

Table 2. Annotations description per corpus type: annotation count, separated by
language and semantic category

Noun phrase identification Our system is designed based on the supervised
CRF framework. The CRF model includes lexical features (the normalized form
of the token), syntactic features (part-of-speech and parse tree information of
each token), and knowledge-based features (information extracted from UMLS
and Wikipedia). A final set of features is generated based on the shared structure
of the parallel languages. All feature sets are used in the final CRF model.

In order to obtain the parse and POS information we use different resources
for each language: for English we use the Stanford parser,[5] while for French and
Spanish we use the Malt parser.[3, 6] We extract the knowledge-based features
from UMLS using MetaMap[1] for the English corpus and direct lexical mapping
for the French and Spanish corpora. The lexicons we used contained about 0.3
million terms corresponding to 0.15 million CUIs for French and 0.5 million
terms corresponding to 0.3 million CUIs for Spanish.

The Wikipedia knowledge-based features are dependent on the language and
are extracted based on the respective language version of Wikipedia. We make
use of the fact that Wikipedia articles are tagged with specific categories. We
map these Wikipedia categories to one of the nine UMLS categories of interest.
Then, we identify the n-grams (n ≤ 3) that represent titles of Wikipedia articles
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and signal within the attribute vector whether an n-gram belongs to one of the
nine categories of interest based on its Wikipedia categorization.

Using the lexical, syntactic, and knowledge-based features described above,
we create a CRF model (the Initial model) for each language and label the train-
ing data using the relevant model. We further make use of the common structure
shared by the parallel corpora and transfer the NP predictions across aligned
bilingual sentence pairs. We hypothesize that some language models might pre-
dict NPs that other language models would miss, and by using sentence- and
word-alignment information we can inform the other language models of the
missed predictions. The CRF model containing the transferred predictions is re-
ferred to as the enriched model. The entire system design is depicted in Figure
1.

Fig. 1. Multilingual NP extraction: system description

2.4 CUI Mapping

The NER system predicts the text of the NPs together with their semantic
categories. In order to obtain the CUI associated with each NP we use MetaMap
for English and direct lookup inside the UMLS database for the French and
Spanish languages. Because the French and Spanish versions of UMLS do not
contain the same number of concepts as the English UMLS, there are French and
Spanish concepts identified by our system that cannot be linked to a CUI via
direct UMLS lookup. For those concepts we rely on word alignment to determine
the English concept to which the foreign language concepts are aligned; once an
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aligned English concept is found we transfer the CUI information to the foreign
language concept.

3 Discussion

The reference annotations we generated for this challenge relied partially on
automated annotation tools. These annotation tools generated an imperfect an-
notation output and generally failed to identify a percentage of the noun-phrase
instances. For the Medline corpus, the annotation tools failed to identify NPs
in the sentences that belonged to oldest citations. These citations were only
assigned a couple of MeSH indexing terms, vs. about a dozen for more recent
citations. Also, because the MeSH indexing terms are assigned based on the full-
text article content and not on the article title, they might be linked to CUIs
not present in the title. A similar issue arises when the Medline title contains
a shortened or altered version of the CUI string indexed by MeSH (e.g. the
string “hypertensive patient” occurring in the title of citation 1838917 could not
be reconciled with CUI C0020538 “hypertension”). For EMEA, the main prob-
lem was the transfer of English annotations based on the word alignment: the
GIZA++ software does not generate a perfect word alignment, and even though
the Wikipedia word alignment manages to fix some incorrect alignments, there
are still cases of incorrect or missing alignments.

The problem of the noisy word alignment impacts both the generation of the
reference annotations and the performance of the enriched system. Specifically,
the predictions transferred between the systems are usually incomplete (e.g.,
for the English noun phrase active substance, the word alignment could only
help transfer the labeling for the token “substance” and failed to transfer the
labeling for the token “active” as it could not find a valid word French or Spanish
alignment for the word “active”).

Mapping the noun phrases to a CUI is a difficult problem for the French and
Spanish languages since the number of annotated CUIs is relatively small. A
large number of UMLS English concepts are not present in the foreign language
portions of UMLS; thus, even though the English translation of a French or
Spanish noun phrase is present in UMLS, the French or Spanish noun phrase
is not included. Our system has to rely on machine translation or noun phrase
alignment for mapping certain French and Spanish noun phrases to their CUIs.

Based on manual revision, the noun phrases identified by the enriched model
present a higher precision and slightly lower recall. In general, the enriched model
predicts more complete noun phrases (e.g., “insuffisance hépatique sévère” vs.
“insuffisance hépatique”, “diminution des bruits respiratoires”, vs. “bruits res-
piratoires”, “parésies des cordes vocales” vs. “des parésies des cordes”, “tumor
principal” vs. “tumor”, “movimientos involuntarios” vs. “involuntarios”). We no-
tice that the semantic categories of the noun phrases are better assigned when
the enriched model is used (e.g., “linfocitos” assigned a LIVB category by the
initial model and an ANAT category by the enriched model), and even cor-
rectly adjusted together with the span of the noun phrase (e.g., noun phrase
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“mand́ıbula” classified as ANAT in the initial model is changed into osteonecro-
sis de la mandbula classified as DISO in the enriched model).

4 Conclusion

We present a multilingual NER extraction system targeting the biomedical do-
main. The NER system relies on a supervised learning framework enriched with
external knowledge and cross-linguistic information transferred based on com-
mon structure between languages. We prepare reference annotations for English,
French, and Spanish that together with the NER system can be used for develop-
ing additional multilingual resources. We illustrated the improvements brought
by our second round of training based on cross-language transfer of initial an-
notations.
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