
Efficient instance-based fish species visual identification           
by global representation 

Pierre-Hugues Joalland1,2, Sébastien Paris2, and Hervé Glotin1,2,3 

1 Aix-Marseille Université, CNRS, ENSAM, LSIS UMR 7296, 13397 Marseille, France 
2 Université de Toulon, CNRS, LSIS UMR 7296, 83957 La Garde, France 
3 Institut Universitaire de France, 103 Bd St-Michel, 75005 Paris, France 

 
joalland@univ-tln.fr 

sebastien.paris@lsis.org  
glotin@univ-tln.fr 

Abstract. This paper presents the participation of the LSIS/DYNI team for the ImageCLEF 
2014 Fish identification challenge. ImageCLEF’s Fish identification task provides a testbed 
for the system-oriented evaluation of fish species identification based on still images. The 
goal is to investigate image retrieval approaches in the context of images extracted from 
collected videos. The LSIS/DYNI team submitted three runs,, won the challenge with re-
sults that sensibly outperform the baseline (both recall and precision of 0.99) for the image-
based fish recognition category with a fully automatic method. Our approach is based on a 
computer vision framework involving local, highly discriminative visual descriptors, so-
phisticated visual-patches encoder and large-scale supervised classification. The paper pre-
sents the three procedures employed, and provides an analysis of the obtained evaluation re-
sults. 
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identification, classification, Fisher Vectors, Local Ternary Patterns, late fusion, encod-
ing/pooling. 

1 Introduction 

This paper presents the contribution of the LSIS/DYNI group for the LifeClef Fish iden-
tification task[1][2][3] that was organized within ImageCLEF 2014 for the fish species recogni-
tion based on still images containing only one fish instance (Subtask 4). This challenge was or-
ganized as a classification task over 10 fish species with visual content being the main availa-
ble information. Considered images are extracted from underwater fish videos acquired with 
natural background (see Fig. 1). The LSIS/DYNI team submitted three runs, all of them based 
on local feature extraction and large-scale supervised classification. Our automatic methods 
won the challenge and sensibly outperformed the baseline for the image-based fish recognition 
task (both recall and precision of 0.99). 

2 Task description 

The task has been evaluated as a fish species retrieval task. 

2.1 Training and Test data 

The images dataset was built from the Fish4Knowledge (www.fish4knowledge.eu) videos in 
charge of monitoring Taiwan coral reefs in the past five years. The dataset contains videos rec-
orded from sunrise to sunset showing several phenomena, e.g. murky water, algae on camera 
lens, etc., which makes the fish identification task more complex.  
Each video has a resolution of either 320x240 or 640x480 with 5 to 8 fps. Only the 10 main 
species were considered. 

• The training data is comprised of 9868 images. The groundtruth consists in 10 di-
rectories (10 species), each one containing the images according to the species. 

• The test data is comprised of 6956 to-be-predicated images. 
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2.2 Task objective and evaluation metric 

The goal of the task was to retrieve the correct species among the 10 possible ones for each test 
image. 
Each participant was allowed to submit up to 3 runs. As many species as possible can be asso-
ciated to each test image, sorted by decreasing confidence score. However, we chose to only 
provide the best ranked one by our system. 
 

 

 

 

 

 

Fig. 1. Fish species identification dataset. 
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3 Description of used methods 

For all submitted runs, we followed the same unsupervised pipeline [4][5]:  
i. local feature extraction 

ii. patch encoding 
iii. pooling with spatial pyramid for local analysis and a linear large-scale supervised clas-

sification 
iv. supervised classification using Linear SVM 

For all used methods, global representation is retrieved on 1x1 plus 2x2 pooling windows.  
No image specific pre-processing was performed, in particular illumination correction, back-
ground substraction. The posterior probabilities are retrieved from the SVM outputs by linear 
regression. Late fusion is performed by averaging posterior probabilities. 

3.1 Local Ternary Patterns (LTP) → LSIS DYNI run 1 

The first run corresponds to a one layer architecture based on LTP features [8], where diction-
ary is fixed by the LTP framework and local feature linearly encoded with a single dictionary 
element. We fixed t = 10. The basic idea of LTP is to approximate ternary code by concatenat-
ing two binary codes (Local Binary Patterns). 
Our method is based on a multiscale version where block size is selected from 1 pixel up to 3 
pixels (3 scales in total). Final features are obtained by average pooling on 1x1 + 2x2 spatial 
pyramid (5 windows). 
Thus, features size is 7680 due to 256 x 2 codes x 3 scales x 5 windows  

3.2 Late fusion of LTP and improved FV → LSIS DYNI run 2 

The second run is using LTP features as in run1, coupled with improved Fisher Vectors [7], 
where  the spatial compound of the local features were added. As local features, we chose SIFT 
vectors densely sampled and decorrelated by PCA in a 80 dimension space. 
We first compute 25x25 SIFT patches sized 24x24 pixels per image and repeat this for 3 
scales. Fisher vectors are obtained with the same spatial pyramid as in 3.1, by estimating a 
Gaussian Mixture Model (GMM)  with 16 Gaussians. Fisher Vectors are derived from the 
mean values and the variances of the fitted GMM. 
Thus, features size is 38400 due to 2 x 80 x 16 x 3 scales x 5 windows. 

3.3 Late fusion of LTP + improved FV +  Sparse Coding → LSIS DYNI run 3 

Here, we took as local features some LTP patches densely sampled (25x25 per image) [6]. 
As in 3.2, we first compute 25x25 LTP patches sized 24x24 pixels per image and repeat this 
for 3 scales with the same spatial pyramid of 5 windows. 
Learning of dictionary is performed by using sparse coding, with a positivity constraint for 
both sparse codes and dictionary elements. The dictionary finally contains 1024 elements and 
lp-norm pooling on the 1x1+2x2 spatial pyramid where we fixed p = 3. 
Thus, features size is 15360 due to 1024 x 3 scales x 5 windows. 

4 Results 

4.1 Baseline 

The baseline for this task is VLFeat for fish species recognition [9].  

4.2 Recall score 

Our runs outperformed sensibly the baseline by obtaining an average recall of 0.99 vs. Baseline 
0.91 (see Fig. 2).  
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4.3 Precision score 

Precision of 1 is obtained for almost all species expect for Chromis margaritifer, Dascyllus re-
ticulatus and Plectrogly-Phidodon dickii species : 
 
 

 
 
 
 
 
 
 
 

5 Conclusions 

Our methods sensibly outperformed the baseline and were ranked first of this first ImageCLEF 
Fish identification challenge our framework is well adapted for this easy challenge by outper-
forming sensibly the baseline : 
 

Fig. 2.  Recall for the image-based fish identification 
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