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Abstract. The paper presents a new dataset that captures the effect of
mood on visual and auditory perception of music. With an online survey,
we have collected a dataset of over 6600 responses capturing users’ mood,
emotions evoked and expressed by music and the perception of color with
regard to emotions and music. We describe the methodology of gathering
the responses and present two new models for capturing users’ emotional
states: the MoodGraph and MoodStripe. Also, general research questions
and goals, as well as possible future applications of the collected dataset,
are being discussed.
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1 Introduction

The complexity of human cognitive processes forces researchers to focus on spe-
cific narrow problems within their field of expertise. By selectively partitioning
the multi-modality of human perception on the respective field-specific features,
many other aspects are excluded or presumed to have no impact on the results.
For example, much of music information retrieval (MIR) research to date has
been systems-based, conducted in laboratory environment by assuming some ob-
jective “ground truth” (such as genre classification) and ignoring user context
and individual preferences [12]. Such models or systems are “one-dimensional”,
restricted to some simple notion of perception, and fail to capture “real-world”
scenarios.



1.1 Aim and scope

In order to propose a system capable of multi-dimensional modeling of human
perception, we have considered various perceptual modalities and built a dataset
for multi-dimensional model. Our work connects approaches in the fields of
human-computer interaction (HCI) and MIR, with an intention to incorporate
feature types from both fields into the model. Our aim is to evaluate two aspects
of human perception: the color and music perception and concurrently bind these
to the emotions induced and perceived from those modalities. By extracting the
information about the user’s emotional state, we attempt to link the variable
components of one’s personality which presumably impact the decision-making
processes of a human. Following paragraphs provide a brief overview of closely
related problem tasks in the fields of HCI, MIR and music visualization.

An impressive amount of attention has been given to user modeling and
personalization of user experience (UX) in different application domains. Orig-
inating from product-oriented problems, the UX has become one of the most
important factors in scientific fields including computer graphics and HCI [1].
In MIR research, on the other hand, there have been only a handful of studies
focusing on user satisfaction by including her personal preferences into the deci-
sion making model [12]. These typically include music features representing the
music genre, artists, instrumentation and mood [16].

Mood has been extensively analyzed within several scientific fields, not only
in the fields of psychology and cognitive science [2,10], but also in the fields of
HCI [15] and in recent years in MIR [8,12]. Some of the approaches that use
mood for personalization capture mood by eye-tracking and visual recognition
(with cameras), while others rely on manual input of relevant information by
interacting with the interface. In MIR, mood estimation from music is a relatively
new task [7], generally evaluated independently from other user-dependent tasks.
However, we argue that for mood estimation to be successful, it needs to be
integrated with other user-dependent tasks, such as music recommendation task
[14]. The evaluation metrics for music recommendation often rely on play-list
comparison. The task is formalized as a production of an ordered list of songs,
given a query and a set of source data. ”The results are evaluated against a
ground truth derived from a second source or human evaluation”1. While this
may seem as a valid evaluation procedure, it discards any personal information
about the user, which could, in our opinion, have great impact both on the
results and on the functionality and personalization of the recommender system
in practical use.

A notable effort has been put into visualizing the music data on multiple
levels: audio signal, symbolic representations and meta-data [9]. Often, these
representations contain interpretable psychological dimensions, built upon re-
lationships between multiple qualitative dimensions of represented entities and
additional data in form of shape, size or color [3]. Color tone mappings are also
applied onto the frequency, pitch or other spectral components [11], in order to

1 http://www.music-ir.org/mirex/wiki/2009:Music_Recommendation



describe the audio features of the music [18]. However, such representations sig-
nificantly differ, also due to the choice of the color set, which is typically picked
randomly by the creator. Furthermore, there is no standard problem task eval-
uating the ”correctness” of music visualization, since the evaluation procedure
would be unclear due to the amount of factors possibly influencing the ground
truth produced by a person. Thus, the proposed visualization techniques often
serve merely as the visually appealing aspect of the representation. Nevertheless,
we believe that certain uniformity exist in the general perception of connections
between colors and music.

1.2 Research questions

Based on the proposed model and subsequent studies, our goals are set along
the following research questions:

– Does users’ mood impact their perception of color and music?
– Is the relationship between color and emotions uniform or individual? To

what extent can such relationship be influenced by mood and personal char-
acteristics?

– Does the correlation between sets of perceived (expressed by music) and
induced (evoked by music) emotions depend on the personal musical prefer-
ences?

– Are there emotionally ambiguous music excerpts?

Our general hypothesis is that perceived emotions of a music excerpt are
expected to be similar across listeners, whereas the induced emotions are ex-
pected to be correlated across groups of songs with similar features (such as
genre) and users with similar personal characteristics. Furthermore, if there is a
significant variance between sets of perceived and induced emotions, the latter
could be used to implicate user’s satisfaction of the given selection. We assume
such relationship can be integrated into music recommender system, significantly
improving current state-of-the-art emotion-based music recommenders. Another
aspect, largely ignored by existing recommenders, is the effect of music on user’s
current mood. If results prove such effect to be significant, there is a real moti-
vation for constructing progressive recommender system, dynamically adjusting
music recommendations according to emotionally charged music changes selected
by the user. We plan to implement these aspects for playlist generation and
evaluate the usefulness of such approach with regard to current state-of-the-art
recommenders that do not consider such variability.

From HCI perspective, there are a number of possibilities, where user’s mood
can be usefully taken into account. One of the most obvious ones is improvement
of recommender algorithms for personalized selection of multimedia content (mu-
sic, movies, books, etc....). Standard personalization techniques have reached the
stage where user context is taken into account in addition to user’s general pref-
erences. The user’s context is usually comprised of a number of parameters such
as user’s mood, location, time of day, activity, etc. While the number of available



movies for example, has reached many thousands, the recommended ones can be
consequently counted in hundreds. Taking user’s mood into account can further
reduce the number of recommended movies to ten or twenty, which makes the
recommendation system much more user friendly.

The paper is structured as follows: section 2 provides a detailed methodology
of the survey design and the proposed MoodGraph emotion model, while section
3 elaborates on the gathered dataset and discusses possible future applications.

2 Methodology

We started our survey design with a preliminary questionnaire (see subsection
2.1), which provided some basic guidelines for the overall design. The following
subsections describe the structure of the survey, divided into three parts. These
are intended to capture user’s emotional state, the perception of colors and
corresponding emotions, and emotions perceived and induced from music, along
with the corresponding color.

2.1 Preliminary study for bias exclusion

As there are no generally accepted sets of textual descriptors (labels) for various
emotional states, beyond the set of basic emotions proposed by [5], many studies
choose labeled sets intuitively, with no further explanation, e.g. [17]. In contrast,
we performed an initial study of existing emotion sets used within psychology
and music research in order to establish a relevant set of emotion labels. In order
to eliminate the cultural and lingual bias on the labeling, we performed our sur-
vey in Slovenian language for Slovenian-speaking participants. The preliminary
questionnaire asked the user to describe their current emotional state through
a set of 48 emotion labels, each with an intensity-scale from 1 (inactive) to 7
(active). The questionnaire was solved by 63 participants. Principal component
analysis of the data revealed that first three components explained 64% of the
variance in the dataset. The majority of the 17 emotion labels for our survey
were then chosen from the first three components. To capture the relationship
between colors and emotions, we evaluated the effectiveness of the continuous
color wheel for choosing colors. Responses indicated the continuous color scale to
be too complex for some users and a modified discrete-scale version was chosen
instead. The discrete color wheel provides the user with a choice of 49 colors dis-
played on large tiles, enabling the user to pick the best match. All 49 colors have
been chosen to represent a common color spectrum of basic colors and provide
a good balance - a trade-off between the complexity of the full continuous color
wheel and the limitations of choosing a smaller subset of colors.

2.2 Structure of the survey

We divided our online survey into three parts. The first part contains basic demo-
graphic questions, including questions regarding musical experience. The second



part investigates user’s current mood and her/his perception of relationships
between color and emotions. Part three consists of ten 15-second long music ex-
cerpts and questions related to perceived and induced emotions, as well user’s
perception of relationship between color and individual music excerpt.

2.3 Part one - Demographic data

In order to evaluate how personal characteristics of users impact their music
and color perception, we designed a set of questions, shown in Table 1. The
set contains three demographic-oriented questions, two questions related to the
musical background, including user’s preferences and interests in music, and two
questions inquiring about medications and drug use (we consider them necessary
in order to detect possible discrepancies).

Table 1. Questions from the first part of our survey. Each question is provided with
a set/range of possible answers (2nd column) and with comments where needed (third
column). The responses provide some background information about the user’s music
experience and preferences.

Question Range Comments

Age [5, 99] in years

Gender {Male, Female}
Area of living {city, rural area}
Music school at-
tendance

[0, 20] in years,
0 - meaning not attending

Instrument play-
ing or singing

[0, 20] in years,
0 - meaning not attending

Usage of drugs {yes, no} Is participant using drugs

Influence of drugs {yes, no} Is participant under the influ-
ence of drugs when filling the
survey

Genre preference {Classical, Opera, Country, Folk,
Latin, Dance / Disco, Electronic,
RnB/Soul, Hip Hop/Rap, Reg-
gae, Pop, Rock, Alternative, Metal,
Blues, Jazz, Vocal, Easy Listening,
New Age, Punk}

up to three preferred genres
(at least one) can be selected
starting with the most preferred
genre.

Time listening to
the music

{less than 1, 1-2, 2-3, more than 3} in hours per day

The introduction of a larger set of demographic questions has also been con-
sidered. However, as the focus of our research is investigation of the interplay
between colors, music and emotions, a very demanding task in itself, the decision
has been taken not to put additional stress on the user by conducting lengthy



demographic investigation. The amount of time required to finish the survey was
averaged under 10 minutes.

2.4 Part two - mood, emotions and colors

This part of the survey is designed to capture information about user’s current
mood, her/his perception of relationship between color and emotions, and evalu-
ation of the latter in terms of pleasantness and activeness. Here, mood is defined
as a longer lasting, but less intense emotional state (generally unaffected by cur-
rent situation or particular stimulus), compared to emotion (which is usually
directly affected by a particular event or stimulus), though such definition is
still arguable as both terms are often used interchangeably (see e.g. [6,13]). We
use term ’emotional state’ in places where both mood and emotion are being
referred to. The structure of the second part of the survey is outlined in Table
2.

Table 2. The second part of the survey inquiring about the perception of emotions
and colors. The fourth question is visually divided into three blocks, with six, six and
five emotions in each block. The fifth question is presented to the user in a combination
of a word describing the mood and a color wheel for user input (see Figure 2).

Question Range Comments

Current mood Valence/Arousal space User selects her/his mood in a 2
dimensional space according to
the pleasantness and activeness
of the mood - see Figure 1

Color of the
mood

Color wheel User chooses the color tone
most reflecting her/his current
mood - see Figure 2

Perception of
emotions

{fear, energetic, angry, relaxed,
happiness, sadness, liveliness, joy,
disappointment, discontent}

User places the set of emotions
onto valence/arousal space - see
Figure 3

Emotional state {active, wide awake, drowsy, in-
active, miserable, discontent, dis-
appointment, relaxed, happiness,
cheerful, joyous, satisfied, sleepy,
sad, calm, angry}

User places all emotions onto
a stripe with a continuous scale
ranging from unexpressed to
highly expressed - see figure 4

Colors of emo-
tions

{energetic, discontent, sad, disap-
pointed, relaxed, angry, fearful,
happy, joyous, lively}

For each word in a set, user se-
lects a color most resembling the
described emotion.

First, the participants are asked to describe their current emotional state. In-
stead of having them choose a set of emotional labels, they performed this task
by placing a point in the valence-arousal space (Figure 1). This is a standard



mood estimation approach, also frequently used for the estimation of perceived
emotions in music. The same approach was used for self-estimation in the Mood-
Stripe. We believe, that the valence-arousal space is a fast and intuitive way for
the user to describe her/his current emotional state.

Fig. 1. Valence-arousal space for estimation of user’s emotional state. The graph axes
are marked Uncomfortable and Comfortable for the abscissa, and Passive and Active
for the ordinate values.

Questions two and five refer to a color wheel, shown in Figure 2. Participants
were asked to choose the best-matching color for particular emotion. The color
wheel contains a total of 49 possible color selections (see 2.1).

Question three was designed to assess how users perceive the pleasantness and
activeness of emotions in the valence/arousal space, called MoodGraph (Figure
3). The users were asked to place a set of ten emotion labels in the MoodGraph,
according to their perception of pleasantness and activeness of individual emo-
tion. Although we assume that emotions will form distinctive clusters in the
valence/arousal space across users (thus, gathering the stereotypical represen-
tation of the emotions), we nevertheless wish to evaluate the variability of the
emotion labels placements in terms of their activeness and pleasantness, and
compare with the results in part three, where users described musical excerpts
in a similar manner.

The fourth question was designed to capture users’ current emotional state,
by annotating 17 emotions on a scale from unexpressed to highly expressed.
To make the task more intuitive and keep in line with the overall UX (user
experience) of the survey, we designed a new input modality, MoodStripe (Figure
4). As in MoodGraph, the user drags emotion labels onto space representing



Fig. 2. A color wheel with total of 49 colors presented. The black dot indicates the
selected color.

Fig. 3. The MoodGraph: emotions are dragged from the container above the graph
onto the valence/arousal space. Blue dots indicate the position of the selected emotion
in the valence/arousal space.

expressivity of emotions. To ensure the ease the positioning, the emotions are
divided into three separate MoodStripes.

Both novel user input modalities, the MoodGraph and MoodStripe, could
easily be replaced by a set of ordinal scales, implemented as radio buttons for
each emotion. However, we believe that our approach is more efficient, intuitive



Fig. 4. The MoodStripe: to express their emotional state, users position a set of emo-
tions on a scale from unexpressed on the left to highly expressed on the right. The
scale is marked from absent over present in the middle, to expressed the right.

and puts less stress on the user. We provided an optional feedback form after
users finished the survey and preliminary analysis reveals very positive remarks
about the proposed innovative input modalities.

2.5 Part three - music in relation to colors and emotions

In part three of the survey, users are asked to complete two tasks on a set
of ten randomly selected 15-second long music excerpts. After listening to an
excerpt, the user is first asked to choose the color (from the color wheel) that best
represents current music excerpt (Figure 2). Next, the user is asked to place a set
of emotion labels on the MoodGraph, according to two categories: a category of
induced emotions and a category for perceived emotions. The category of induced
emotion labels is marked with a person icon, while the perceived emotion labels
are represented with a note icon. The user may place any number (but at least
one from each category) of emotions on the MoodGraph. An example is shown
in Figure 5.

3 Contributions and future work on the collected dataset

This survey was published in March. With the help of social networks we have
gathered responses of 952 users to date. This number is much higher than ex-
pected, particularly as the survey was only distributed among Slovenian speak-
ing population. Users provided 6609 mood/color-perception responses for the
200 music excerpts used in the survey.

To achieve the most relevant results in regard to the emotional influence of
music, we’ve carefully selected the songs with an intention to cover the whole
variety of genres, and at the same time avoid popular (or most known songs), that
could bias users’ ratings. The database includes 80 songs from the online service



Fig. 5. An example of two-category MoodGraph. Induced emotions are marked with a
person icon, perceived emotions with a note icon.

Jamendo2, which is widely used by less-known artists. We have also included a
part of a previously collected dataset [4] containing 80 excerpts of film music,
a subset of 20 Slovenian folk music excerpts and 20 music excerpts from past
International Computer Music Conference proceedings containing contemporary
electro-acoustic music. The diversity of the chosen sets will allow us to analyse
the differences of responses and draw possible conclusions by extracting the
audio liable features. By gathering a vast amount of responses (each excerpt
has on average 33 responses), including induced and perceived emotions and
relationships between music excerpts and color, we’ve provided a foundation for
future research on person’s emotional state, perception of music and color, and
complex relationships between perceived and induced emotions in music.

To our knowledge, no currently available music-mood dataset has such a high
ratio of user annotations per music excerpt. By analysing the data provided by
Google analytics, we’ve established that the average time to complete the survey
was 8.27 minutes, thus we reached our goal of a less than 10 minute long survey.

We intend to make the entire dataset available to the public, including mu-
sical excerpts, the data on users’ emotional states, their placement of emotions
within the valence/arousal space, their perceived and induced emotional re-
sponses to music and their perception of color in relation to emotions and music.

2 http://www.jamendo.com



This will open new possibilities for evaluating and re-evaluating mood estimation
and music recommendation approaches on a well annotated dataset, where the
ground truth lies in the statistically significant amount of responses per song,
rather than relying on annotations of a small number of users.

Shortly, we will also publish an English version of the survey, where an ad-
ditional set of responses will be gathered. We also intend to enlarge the number
of music excerpts in the music dataset and provide it to the users who have
already participated in the study. Thus, we hope to further extend and diversify
the music collection.

The information collected during this research will possibly provide the basis
for the realization of the following research goals and future work:

– Previously introduced mood estimation algorithms can be evaluated by weight-
ing the correctness of their predictions with the distribution of perceived-
emotion responses for a music excerpt. A new mood estimation algorithm
will be developed, building upon the newly obtained data.

– We will explore the modelling of relations between music and the correspond-
ing colors chosen by users in the survey. Results may be useful for music vi-
sualization, provided that correlations between audio and visual perception
will be consistent enough.

– A user interface for music recommendation will be developed, presenting
recommendations in a visual manner, possibly raising the user satisfaction
by reducing the textual information needed to be presented to the user.
The interface will include personal characteristics and their variability in
the decision model.

– The dataset can also be used in several other domains. Responses that link
color and mood perception based on the user’s emotional state can be used
independently.
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