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ABSTRACT
Emotions play a significant role in students’ learning be-
haviour. Positive emotions can enhance learning, whilst
negative emotions can inhibit it. This paper describes a
Wizard-of-Oz (WoZ) study which investigates the potential
of Automatic Speech Recognition (ASR) together with an
emotion detector able to classify emotions from speech to
support young children in their exploration and reflection
whilst working with interactive learning environments. We
describe a unique ecologically valid WoZ study in a class-
room. During the study the wizards provided support using
a script, and followed an iterative methodology which lim-
ited their capacity to communicate, in order to simulate the
real system we are developing. Our results indicate that
there is an effect of emotions on the acceptance of feedback.
Additionally, certain types of feedback are more effective
than others for particular emotions.
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1. INTRODUCTION
Our aim is to build a learning platform for elementary ed-
ucation which integrates speech recognition for children in
order to enable natural communication. This paper reports
from on a Wizard-of-Oz study which explores the effect of
emotions deduced from speech on different feedback types.

The importance of language as both a psychological and
cultural tool that mediates learning has long been recog-
nised; from as early as Vygotsky to modern linguists such
as Pinker. From a Human Computer Interaction (HCI) per-
spective, speech recognition technology has the potential to
enable more intuitive interaction with a system, particularly
for young learners who reportedly talk aloud while engaged
in problem solving (e.g. [11]).

Finally, speech provides an additional cue for drawing infer-
ences on students’ emotions and attitude towards the learn-
ing situation while they are solving tasks. By paying atten-
tion to tone and pitch of speech in conjunction with other
auditory signs like sighs, gasps etc., we can provide learners

with even more individualized help, by detecting emotions
and providing support specifically tailored to the emotional
state.

As described in [15] emotions interact with and influence the
learning process. While positive emotions such as awe, sat-
isfaction or curiosity contribute towards constructive learn-
ing, negative ones including frustration or disillusionment
at realising misconceptions can lead to challenges in learn-
ing. The learning process includes a range and combination
of positive and negative emotions. For example, a student
is motivated and expresses curiosity to explore a particular
learning goal, however s/he might have some misconceptions
and needs to reconsider her/his knowledge. This can evoke
frustration and/or disappointment. However, this negative
emotion can turn into curiosity again, if the student gets a
new idea on how to solve the learning task.

[9] categorised emotions based on facial expressions. These
included, joy, anger, surprise, fear, and disgust/contempt.
However, these emotions are not specific to learning. [22]
classified achievement emotions that arise in a learning situ-
ation. Achievement emotions are emotions that are linked to
learning, instruction, and achievement. Emotions are clas-
sified into prospective, retrospective and activity emotions.
They can be positive or negative. For example, a prospective
positive emotion is hope for success, while a negative emo-
tion is anxiety about failure. Retrospective emotions are for
example, the positive emotion pride or the negative emo-
tion shame, which the student experienced after receiving
feedback of an achievement. Activity emotions arise dur-
ing learning, such as positive emotions like enjoyment, or
negative emotions like anger, frustration, or boredom.

We focus on on a subset of emotions identified by Pekrun and
Ekman: enjoyment, surprise, frustration, and boredom. We
also add confusion as an emotion, which is placed between
enjoyment and frustration.

As described in [29] students can become overwhelmed (very
confused or frustrated) during learning, which may increase
cognitive load for low-ability or novice students. However,
appropriate feedback can help to overcome such problems.



Effective support or feedback needs to answer four main
questions: when, what, how, and why: (i) when to provide
the support during learning. (ii) It needs to be decided what
the support should contain; (iii) how it should be presented;
and (iv) why the feedback needs to be provided.

In this paper we focus on what (ii) and why (iv) support
or feedback should be provided based on the student’s emo-
tion. In the area of intelligent tutoring systems or learning
environments, the only research we are aware of specifically
targeting the question of responding to student affect is [29]
and [2]. [29] describes how an embodied pedagogical agent is
able to provide different types of interventions, such as prais-
ing or mirroring the student’s emotional state. [2] looks at
the effect of cognitive-affective states on student’s learning
behaviour. In contrast, in this paper, we investigate the im-
pact of emotions on the effectiveness of different feedback
types.

The structure of the paper is as follows: The next section
overviews related work on detecting and adapting to emo-
tions in the educational domain. This is followed by a de-
scription of the Wizard-of-Oz study, which investigated the
effect of emotions on different feedback types. We then dis-
cuss the different feedback types. After this, we provide
results and discuss the results of the study in respect to
adaptive support based on student’s emotion. We conclude
by outlining directions for future research.

2. BACKGROUND
Different computational approaches have been taken into ac-
count in order to detect emotions. These include for exam-
ple, speech-based approaches (e.g. [6, 27]), using informa-
tion from facial expressions (e.g. [14]), keystrokes or mouse
movements [10], physiological sensors (e.g. [16, 28, 21]), or
a combination of these [7].

In the area of education [5] developed a model of emotions
(Dynamic Bayesian network) based on students’ bodily ex-
pressions for an educational game. The system uses six emo-
tional states: joy, distress, pride, shame, admiration and re-
proach. A pedagogical agent provides support according to
the emotional state of the students and the user’s personal
goal, such as wanting help, having fun, learning maths, or
succeeding by oneself.user’s personal goal, such as wanting
help, having fun, learning maths, or succeeding by oneself.

Another example, is [25] who also used Bayesian Networks
to classify students’ emotions. Here biophysical signals, such
as heart rate, skin conductance, blood pressure, and EEG
brainwaves, for the classification of emotions. These include:
interest, engagement, confusion, frustration, boredom, hope-
fulness, satisfaction, and disappointment.

As described earlier, [29] developed an affective pedagogical
agent which is able to mirror students’ emotional state, or
acknowledge a student’s emotion if it is negative. They use
hardware sensors and facial movements to detect students
emotion. The system discriminates between seven emotions:
high/low pleasure, frustration, novelty, boredom, anxiety,
and confidence. Different machine learning techniques were
applied for the classification, including Bayesian Networks
and Hidden Markov models.

[17] developed a physics text-based tutoring system called
ITSPOKE. It uses spoken dialogue to classify emotions. Acoustic-
prosodic and lexical features are used to predict student
emotion. They apply boosted decision trees for their classifi-
cation. Three emotion types are detected: negative, neutral
and positive emotions.

Another example is the AutoTutor tutoring system [7], which
holds conversations with students in computer literacy and
physics courses. The system classifies emotions based on
natural language interaction, facial expressions, and gross
body movements. The focus is on three emotions, namely
frustration, confusion, and boredom. The classification is
used to respond to students via a conversation.

Most of the related work in the educational domain focusses
on detecting emotions based on different input stimuli, rang-
ing from spoken dialogue to physiological sensors. However,
little research has been done on how those detected emotions
can be used in a tutoring system to enhance the learning
experience. One exception is [29] who describes how an af-
fective pedagogical agent can support students in particular
emotional states. Additionally, [2] investigated the impact
of student’s cognitive-affective states on how they interacted
with the learning environment. They found that certain
types of emotions, such as boredom, were associated with
poor learning and gaming the system. In contrast, we in-
vestigate the implications of emotions for different feedback
types. We conducted a WoZ study where different kinds of
feedback were provided to students in different emotional
states. The next section describes the WoZ study in more
detail.

2.1 Aims
One of our research aims is to provide adaptive feedback to
students during a learning activity which enhances the learn-
ing experience by taking into account students’ emotion. We
were specifically interested in the following questions, which
we aimed to address in the WoZ studies:

• Is there an effect of different emotion types upon reac-
tion towards feedback?

• Which interventions were most successful given a par-
ticular emotional state?

In order to address these questions we ran an ecologically
valid WoZ study which investigated the effect of emotions
on different feedback types at different stages of the task.

2.2 Methodology
The studies reported on this paper are part of a method-
ology referred to as Iterative Communication Capacity Ta-
pering (ICCT). This can be used to inform the design of
intelligent support for helping students in interactive educa-
tional applications [18]. During the first phase, the facilita-
tor gradually moves from a situation in which the interaction
with the student is close, fast, and natural (i.e. face-to-face
free interaction) towards a situation in which the interaction
is mediated by computer technologies (e.g. voice-over-ip or
similar for voice interaction, instant messaging or similar for



textual interaction) and regularised by means of a script. In
the second phase, the script is crystallized into a series of
intelligent components that produce feedback in the same
way that the human facilitator formaly did. The gradual re-
duction of communication capacity and the iterative nature
of the process maximise the probability of the computer-
based support being as useful as the facilitator’s help. In this
paper, we are already starting the second phase, i.e. gradu-
ally replacing humans by a computer-based system. Experts
(‘wizards’) are not physically near enough to the students to
observe them directly, and therefore must observe them by
indirect mediated means: the students’ voice was heard by
using microphones and headsets and their screen was ob-
served by a mirror screen. The wizards did not have direct
access to the students’ screens (so e.g. could not point to
anything on the screen to make a point), could not see the
students’ faces (for facial cues), and could not communicate
to students by using body language, only by means of the
facilities provided by the wizard-of-oz tools that resemble
those of the final system.

2.3 Participants and Procedure
After returning informed consent forms signed by their par-
ents 60 Year-5 (9 to 10-year old) students took part in a
series of sessions with the learning platform configured for
learning fractions through structured tasks from the intelli-
gent tutoring system, together with more open-ended tasks
offered by the exploratory learning environment. The ses-
sions were designed to first familiarise all students with the
environment, and then to allow them to undertake as many
tasks as possible (in a study which has goals outside the
scope of this paper). In parallel, we were running the WOZ
study by asking two students in each session to work on dif-
ferent computers as described below. In total 12 students
took part in the WOZ study but due to data errors we were
able to analyse the interaction of only 10 students. At the
end of the session the students who participated in the WOZ
joined in a focus group discussing their experience with the
learning platform. We were particularly interested in stu-
dents’ opinions about the different feedback types provided.

2.4 Classroom setup
The ecological validity of the study was achieved by follow-
ing the setup depicted in Figure 1, 2 and Figure 3. The
classroom where the studies took place is the normal com-
puter lab of the school in which most of the computers are
on tables facing the walls in a II-shape, and a few are on
a central table. This is the place where the WOZ study
took place, while, for ecological validity, the rest of the class
was working on the other computers. The students were
only told that the computers in the central isle were de-
signed to test the next version of the system and were thus
also responding to (rather than just recording as the rest
of the computers) their speech. The central isle has two
rows of computers, facing opposite directions, and isolated
by a small separator for plugs etc. In the central isle the
students worked on a console consisting on a keyboard, a
mouse, and a screen. Usually, those components are con-
nected to the computer behind the screen; for these studies,
they were connected to a laptop on the wizards’ side of the
table. This allowed the wizard to observe what the stu-
dents were doing. As the learning platform is a web-based
system, and all the students’ see is a web browser, the op-

erating system and general look-and-feel of the experience
was equivalent to the one that the rest of the students were
using. When the wizards wanted to intervene, they used the
learning platform’s WOZ tools to send messages to the stu-
dent’s machine. These messages were both shown on screen
and read aloud by the system to students, who could hear
them on their headset.

Figure 1: The layout. The Wizard-of-Oz studies
took place on the central isle while the rest of the
students worked on a version of the system which
only sequences tasks and provides minimal support.

Figure 2: The classroom. The children being wiz-
arded in front with wizards at the back.

2.5 The wizard’s tools
In line with the ICCT methodology mentioned above, the
wizards restricted their ‘freedom’ in addressing the students
by employing a pre-determined agreed script in which the
expected interventions had been written. Figure 4 shows a
high-level view of this script, the end-points of which require
further decisions also agreed in advance in a protocol but
not shown here for simplicity. In this study, we limited our-
selves to written interventions that could be selected from
an online document appropriate for being read aloud by the
system. There were no other kinds of interventions (such as
sounds, graphical symbols on screen etc.). The intervention
had a set of associated conditions that would fire them thus
resembling very closely the system under development.

2.6 Feedback types
As outlined in the script (figure 4) different types of feedback
were presented to students at different stages of their learn-
ing task. The feedback provided was based on interaction
via keyboard and mouse, as well as speech.

From an HCI perspective speech production and recogni-
tion can provide potentially more intuitive interaction. In



Figure 4: Flowchart representing the wizard’s script for support.

Figure 3: Wizard-of-oz setup. Each student speaks
on a headset (mic) which is connected to the wiz-
ard’s headset (1). The student interacts with a con-
sole (i.e. keyboard, mouse, screen) connected to a
laptop on the wizard’s side (2,3) so that the latter
can witness their interaction. The wizard can send
messages (4) by using some ad-hoc wizard tools.
These messages arrive at the student laptop (5) and
are shown on the screen of the student’s monitor
and read aloud on the student’s headset (6).

particular, spoken language input can enable students to
communicate verbally with an educational application and
thus interact without using human interface devices such as
a mouse or keyboard. The following different feedback types
were provided:

• PROBLEM SOLVING - task-dependent feed-
back
This feedback based mainly on the interaction with
mouse and keyboard with the learning environment.
Here the feedback involved providing support in solv-
ing a particular maths problem.

• TALK MATHS - using particular domain spe-
cific maths vocabulary
The importance of students’ verbal communication in
mathematics in particular becomes apparent if we con-
sider that learning mathematics is often like learning
a foreign language. Focusing, for example, on learning
mathematical vocabulary, [3] encouraged students to
talk to a partner about a mathematical text to share
confusions and difficulties, make connections, put text
into their own words and generate hypotheses. This
way, students were able to make their tentative think-
ing public and continually revise their interpretations.

• AFFECT - affect boosts
As described in [29] affect boosts can help to enhance
student’s motivation in solving a particular learning
task. Higher motivation also implies better perfor-
mance.

• TALK ALOUD - talking aloud
With respect to learning in particular, the hypothesis



that automatic speech recognition (ASR) can facili-
tate learning is based mostly on educational research
that has shown benefits of verbalization for learning
(e.g., [1, 3, 20]).

The possible verbalization effect could be enhanced
with ASR since cognitive load theory [26] and cogni-
tive theory of multimedia learning [19] predict that a
more natural and efficient form of communication will
also have positive learning gains.

The few existing research studies have found mixed
results with respect to whether the input modality
(speaking vs. typing) has a positive, negative or no
effect on learning. In [8], for example, the authors
investigated whether student typing or speaking leads
to higher computer literacy with the use of AutoTutor.
They reported mixed results that highlight individual
differences among students and a relationship to per-
sonal preferences and motivation.

• REFLECTION - reflecting on task performance
and learning
For further consideration is the research about self-
explanation; an efficient learning strategy where stu-
dents are prompted to verbalize their thoughts and
explanations about the target domain to make knowl-
edge personally meaningful. Previous research [13]
found that the amount of self-explanation that stu-
dents generated in a computer environment was sup-
pressed by having learners type rather than speaking
and the studies. Moreover, some students are natu-
ral self-explainers while others can be trained to self-
explain [24]. Even when self-explanation is explicitly
elicited, it can be beneficial [4] but requires going be-
yond asking students to talk aloud by using specific
reflection prompts [24].

Self-explanation can be viewed as a tool to address
students’ own misunderstandings [4] and as a ’window’
into students’ thinking. While it may be early days for
accurate speech recognition to be able to highlight spe-
cific errors and misconceptions, undertaking carefully-
designed tasks can help identify systematic errors that
students make. For example, [12] explores how naming
and misnaming involves logic and rules that often aid
or hinder students’ mathematical learning and relate
to misconceptions.

A lack of mathematical terminology can also be no-
ticed and prompts made to students to use appropriate
language as they self-explain.

Table 1 shows examples of the different feedback types. We
were interested to explore how emotions impact on the ef-
fectiveness of those different feedback types.

3. RESULTS
From the WoZ study we recorded students’ screen display
and their voices. From this data, we annotated emotions
and whether students reacted to feedback.

For the annotation of the emotions and students reactions
towards the feedback, we used a similar strategy as described
in [23] where dialog between a teacher and a student was

Feedback type Example

AFFECT It may be hard, but keep trying.
If you find this easy, check your work
and change the task.

TALK ALOUD Remember to talk aloud, what
are you thinking? What is the task
asking you to do?

TALK MATHS Can you explain that again using the
terms denominator, numerator?

PROBLEM
SOLVING

You can’t add fractions with differ-
ent denominators.

REFLECTION What did you learn from this task?
What do you notice about the two
fractions?

Table 1: Examples of feedback types

annotated according to different feedback types. Also,[2]
describe how they coded different cognitive-affective states
based on observations of students interacting with a learning
environment. Similarly, we annotated student’s emotion and
if they reacted for each type of feedback provided. Another
researcher went through the categories and any discrepancies
were discussed and resolved before any analysis took place.

In total 170 messages were sent to 10 students. The raw
video data was analysed by a researcher who categorised the
emotions and feedback messages. Table 1 shows the different
types of messages send to students and the emotions that
occurred while the feedback was given. It can be seen that
most frequent messages were reminders to talk aloud (66).
This was followed by problem-solving feedback (55), and
feedback according to students emotions (31). The least
frequent messages relates to reflection (13) and using maths
terminology (5).

It is not surprising that most of the problem solving feed-
back was provided when students were confused (35 out of
55). Most of the affect boosts were provided when students
enjoyed the activity (15 out of 31), closely followed by stu-
dents’ being confused (11 out of 31). Most of the reflection
prompts were given when students enjoyed the activity (10
out of 13). Talk aloud reminders were mainly given when
students were confused (30 out of 66). Talk maths prompts
were mainly given when students enjoyed the task (3 out of
5) or when they were confused (2 out of 5).

The emotions that were detected by students when feedback
was provided and whether students reacted can be seen in
figure 5.

Students reacted to all of the feedback when they were bored
or surprised (100%).This was followed by reactions to feed-
back when students were confused (83%) or enjoyed the ac-
tivity (81%). Students responded the least if they were frus-
trated (69%).

Looking in more detail at emotions and whether students
reacted to the different feedback types, figures 6, 7, and 8
show the percentage of student’s reaction towards feedback
type for enjoyment, confusion, and frustration.



emotion
Feedback type enjoyment boredom confusion frustration surprise total

PROBLEM SOLVING 8 3 35 8 1 55
TALK MATHS 3 0 2 0 0 5
AFFECT 15 2 11 3 0 31
TALK ALOUD 21 1 40 4 0 66
REFLECTION 10 1 1 1 0 13
Total 57 7 89 16 1 170

Table 2: Feedback types, including emotion that occurred while the feedback was provided.

Figure 5: Student’s reaction according to feedback
types and emotion.

Figure 6: Students’ reaction according to feedback
types if they enjoyed the activity.

Figure 7: Students’ reaction according to feedback
types if they were confused.

Figure 8: Students’ reaction according to feedback
types if they were frustrated.



It is interesting to see that while students enjoyed their ac-
tivity, they responded very well to talk maths (100%) or to
reflect on what they have done (100%). The least reaction
was given if students were prompted to talk aloud (71%).

If students were confused they responded well again on talk
maths (100%) or reflection prompts (100%), followed by
problem solving feedback (89%). Surprisingly, least reac-
tions were given when affect boosts were provided (64%).

If students were frustrated most reactions were given for re-
flection (100%) and prompts to talk aloud (75%). Least re-
sponses were given if problem solving feedback was provided
(63%).

4. DISCUSSION
The key findings with respect to impact of emotions on the
effect of feedback types are listed below in relation to our
research aims.

4.1 Is there an effect of different emotion types
upon reaction towards feedback?

The results show that for certain types of emotions, such as
boredom, any type of feedback is reacted to. This indicates
that students may welcome a distraction from their learning
and react to feedback if they are bored. As boredom indi-
cates a reduction in learning [2], the feedback provided to
students when they are bored should aim to motivate and
support the student to continue with the learning task.

Also in most of the cases students reacted to the feedback
when they were confused. This implies that students wel-
come feedback that will help them to get out of their con-
fused state. In designing feedback for learning environments
students should be provided with feedback that enables them
to overcome their confusion, such as task-dependent prob-
lem solving feedback, or feedback to reflect on their learning,
which might help to identify and overcome misconceptions.

Additionally, students mainly reacted to feedback when they
were enjoying their activity. This is an interesting finding,
as in theory this seems to interrupt their learning flow. Here,
it seems students’ motivation is high and they did not mind
being interrupted. Students particularly reacted positively
on feedback to reflect.

In contrast, when students were frustrated, they reacted to
feedback in only 69% of the cases. This indicates that frus-
tration can reduce motivation and may also increase cog-
nitive load. Here feedback that might help to decrease the
frustration, such as reflecting on the difficulty of the learning
task might help to motivate the student.

4.2 Which interventions were most successful
given a particular emotional state?

The results indicate that for different emotional states, dif-
ferent feedback types are more effective than others.

It is interesting to see that although students enjoyed their
activity and reacted to feedback in 81% of the cases, re-
sponse to talk aloud was only 71%. This was similar when
students were frustrated (75%). In contrast when students

were confused in 83% of the cases students followed the rec-
ommendation to talk aloud. It looks like as if talking aloud
might help to identify the problem and might resolve the
confusion.

The highest reaction was given to problem solving feedback
if students were confused (89%). This is not surprising as
students were happy to receive help to perform the task.
However, in only 75% of the cases was problem solving feed-
back reacted to while students enjoyed the activity. This
might be because they were interrupted in their learning
flow and they needed to switch to a new strategy of answer-
ing the learning task based on the problem solving feedback.
The number drops even more when students were frustrated
(63%). As discussed above, students’ motivation might be
low when frustrated and also there might be increased cogni-
tive load. Providing problem solving feedback when students
are frustrated does not seem to be a very effective strategy.

Providing affect boosts was most effective when students
enjoyed their activity (80%). In contrast, students only re-
acted to affect boosts in 67% of the cases when they were
frustrated or 64% when they were confused. From the focus
group with the students it emerged that although some stu-
dents did not react to the emotional boosts when they were
confused or frustrated, they liked the encouragement, and
that it helped with their motivation to continue to work on
the particular learning task.

Providing prompts to talk maths and reflection were very
effective across the emotion types. Despite the fact that 5
talk maths prompts and 13 reflection prompt were provided,
students seemed to respond to them very well whether con-
fused or frustrated. This implies that reflecting on one’s own
strategy of solving a task is motivating even if confused or
frustrated. We noticed that it may also helped students to
identify misconceptions or lead to new ideas on how to solve
the learning task.

5. CONCLUSION AND FUTURE WORK
We explored the impact of students’ emotional state upon
different feedback types. The results indicate that certain
types of feedback are more effective then others according to
the emotional state of the student. While for some emotional
states, such as boredom, a variety of feedback types worked
well, for other emotional states, like frustration, only a few
types of feedback seem to be effective.

We are now developing and integrating the automatic speech
and emotion recognition in our learning platform. Addition-
ally the adaptive support that is able to provide the different
feedback types for particular emotional states is under devel-
opment. At the next stage of our research we are interested
to explore how the presentation of the feedback (e.g. high or
low intrusive) affects students being interrupted in perform-
ing the task and if the presentation has an effect on reaction
towards the feedback.
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