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Preface

This volume contains supplementary proceedings of the third conference on
Analysis of Images, Social Networks, and Texts (AIST’2014). The first two con-
ferences in 2012 and 2013 attracted a significant number of students, researchers,
academics and engineers working on data analysis of images, texts and social
networks.

The broad scope of AIST makes it an event where researchers from different
domains, such as image and text processing, exploiting various data analysis
techniques, can meet and exchange ideas. We strongly believe that this may
lead to cross-fertilisation of ideas between researchers relying on modern data
analysis machinery. Therefore, AIST brings together all kinds of applications of
data mining and machine learning techniques. The conference allows specialists
from different fields meet each other, present their work and discuss both theo-
retical and practical aspects of their data analysis problems. Another important
aim of the conference is to stimulate scientists and people from the industry to
benefit from the knowledge exchange and identify possible grounds for fruitful
collaboration.

Following an already established tradition, the conference was held in Yeka-
terinburg, capital of Urals region in Russia on 10-12 April 2014. The key topics of
AIST are analysis of images and videos; natural language processing and compu-
tational linguistics; social network analysis; machine learning and data mining;
recommender systems and collaborative technologies; semantic web, ontologies
and their applications; analysis of socio-economical data.

The Programme Committee and reviewers of the conference featured well-
known experts in data mining, natural language processing, image processing
and related areas from Russia and all over the world.

We have received 74 high quality submissions mostly from Russia and also
from France, Germany, India, Poland, Spain, Ukraine and USA, among which
only 21 papers have been accepted as regular oral papers (11 long and 10 short)
in Communications in Computer and Information Science series (Springer), vol-
ume 436. Thus, the acceptance rate of this volume is roughly 28%. In order
to stimulate young practitioners and researchers we have also included 3 short
industry papers in the main volume and 33 submissions as posters in this supple-
mentary proceedings. Each submission has been reviewed by at least 3 reviewers,
who are experts in their field, in order to supply detailed and helpful comments.

The conference also featured several invited talks and tutorials, as well as an
industry session describing current trends and challenges.
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Invited talks:

Boris Mirkin (Higher School of Economics, Moscow), Data Clustering: Some
Topics of Current Interest

Jaume Baixeries (Universitat Politecnica de Catalunya, Barcelona), Charac-
terization of Database Dependencies with FCA and Pattern Structures
Dmitriy Kolesov (NextGIS, Moscow), GIS as an Environment for Integration
and Analysis of Spatial Data

Natalia Konstantinova (University of Wolverhampton, UK), Relation Ex-
traction — Let’s Find More Knowledge Automatically

Tutorials:

Jaume Baixeries (Universitat Politecnica de Catalunya, Barcelona), Intro-
duction to Formal Concept Analysis and Attribute Dependencies (in 2 parts)
Konstantin Voronstov (CCAS of RAS and Yandex, Moscow), Tutorial on
Probabilistic Topic Modeling: Additive Regularization for Stochastic Matrix
Factorization

Natalia Konstantinova (University of Wolverhampton, UK), Introduction to
Dialogue Systems, Personal Assistants are Becoming a Reality

Natalia Konstantinova (University of Wolverhampton, UK), Academic Writ-
ing — Getting Published in International Journals and Conferences

The industry speakers covered rich variety of topics:

Tosif Itkin (Exactpro Systems), Network Models for Exchange Trade Analysis
Leonid I. Levkovitch-Maslyuk (EMC), Big Data for business

Alexander Semenov (http://jarens.ru/), Recent Advances in Social Network
Analysis

Irina Radchenko (http://iRadche.ru), Current Trends in Open Data and
Data Journalism

Oleg Lavrov (KM Alliance Russia), Knowledge Management as a Link be-
tween Business & IT

Yury Kupriyanov (WikiVote!), IT Trends and Challenges in Knowledge Man-
agement

We would like to mention the best conference paper, according to the PC

decision, written by V.B. Surya Prasath and Radhakrishnan Delhibabu and en-
titled “Automatic Contrast Parameter Estimation in Anisotropic Diffusion for
Image Restoration”.
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We would like to thank the authors for submitting their papers and the
members of the Programme Committee for their efforts to provide exhaustive
reviews. We would also like to express special gratitude to all the invited speakers
and industry representatives. We deeply thank all the partners and sponsors,
and owe our gratitude to the Scientific Fund of Higher School of Economics for
providing five AIST’s participants with travel grants. Our special thanks goes
to Springer editors who helped us starting from the first conference call until
the final version of the proceedings. Last but not least, we are grateful to all
organisers, especially to Eugeniya Vlasova and Dmitry Ustalov, whose endless
energy saved us in the most critical stages of the conference preparation.

In Russian AIST is even more than abbreviation, namely it means a stork. So
we believe this young and rapidly growing conference still be bringing inspiration
for data scientists.

May, 2014 Dmitry 1. Ignatov
Mikhail Yu. Khachay

Alexander Panchenko

Natalia Konstantinova

Rostislav Yavorsky

Dmitry Ustalov
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Terminology Extraction from the Baidu
Encyclopedia

Bulat Fatkulin!+?

! South Ural State University, Chelyabinsk, Russia
2 Chelyabinsk State University, Chelyabinsk, Russia
bfatkulin@gmail.com

Abstract. The article examines the use of the applied linguistics tech-
nologies in the teaching of orientalistics in the Russian Federation higher
education system. The research discloses the methods of the termino-
logical units extracting using texts in Chinese studies of the modern
Afghanistan. The author shows the solutions for intensive summariza-
tion and annotation of Chinese texts and language teaching methods for
students to work with assistive software. The achievements of the Stan-
ford NLP group are used for the Chinese text segmentation and named
entity recognition.

Keywords: terminology extraction, orientalistics, natural language pro-
cessing.

The applied linguistics can not be a “thing-in-itself”, it serves determined
interests. The teaching of Oriental and Asian languages occupies the special
place in the system of Russian higher education. As a rule, the orientalistics
education is obtained by students in elder age, being combined with certain
tasks. Elitism and interdisciplinarity are key features of Orientalistics.

Variety of oriental cultures surrounding Russia is reflected in a wide range
of Orientalistic branches (Iranian studies, Arabic studies, Turkology, Indology,
Afgan studies etc.) The Sinology occupies a leading position among them [1].
All major world civilization centers, including Russia and China, have their own
versions of orientalistics branches and use their own terminology. The following
reasons make Afghan studies in China actual:

1. In recent years China has been active in developing countries in Asia and
Africa and is a main investor in Afghanistan.

2. Afghan Studies became of great significance because of the region strategic
location, since China relies heavily on the oil resources of the Middle East.
The strategy of the Silk Road revival require control of eastern transport
corridors.

3. The knowledge of the Islamic world terminology (including Afghan culture)
is necessary to struggle against the religious extremism and the Uighur sep-
aratism.



China has its own political doctrine, information sources and media, the
Chinese Internet is governed by the political doctrine of the country and provides
information in accordance with its interests. Typological structure of the Chinese
language and hyeroglyphs makes the direct borrowing of political terminology of
the European languages impossible, and this feature deprives the external actors
their possibility for public opinion manipulation. The Soviet heritage Middle
Asian republics, Afghanistan, Pakistan and Iran are the closest western neighbors
of China [2]. Due to many internal and external factors (ongoing civil war, the
presence of the foreign military forces, drug trafficking, etc.) Afghanistan is a
subject of attention to both Russia and China.

Russia should be aware it’s Chinese ally projects, and therefore the study
of the peculiarities of the Chinese terminology of Afghan studies can enrich
Russian analytical networks with valuable experience. Studying of the Chinese
Afghanistics terminology is necessary [9] for professionals involved in the work of
intergovernmental organizations such as the SCO, BRICS, Custom Union, etc.

It should be stressed that Chinese experts use in their Afghan studies their
own authentic terminology which largely differes from the terminology of the
English-speaking global network structures and it’s equivalents in European
and Russian languages [8]. The philosophy of Confucianism and theoretical and
methodological approaches of the Communist Party of China form the base of
Chinese political terminology and are unknown for the wide range of scientists
who do not understand Chinese.

If we intend to collect the relevant information we have to handle in a short
time a large number of texts in the original language. Bare translation of Orien-
talistics articles from Western magazines impoverishes informational awareness.
Qualified orientalists should be able to work independently with Chinese Oriental
sources and must apply innovative educational technologies [4]. Fast annotation
and summarization of texts is required from students. The access to these tech-
nologies develops the creative potential of them. Russian Terminography should
work at the intersection of Chinese Studies [6], Islamic Studies,Arabic Stud-
ies and Iranian Studies. The high complexity of the Chinese texts processing
necessitates the use of innovative technologies, which are based on the latest
achievements of applied linguistics.

There are numerous methods of terminology extraction from large amounts
of text, called corpora. The variety of algorithms and programs in different pro-
gramming languages are used to exfor the term extraction. There are software
products also ready-to-use for ordinary researchers. We have found a lot of infor-
mation about algorythms of applied linguistic programs in articles of a Tomsk
famous explorer O. S. Jacko [10].

Applied Linguistics for Chinese includes a wide range of specialized programs
such as:

segmenters,
morphological analyzers,
parsers,

converters of encodings,
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5. characters OCR systems,
6. databanks [3].

The text segmentation is automatically produced by the segmenter — a spe-
cial program or script. Character is determined by segmenter task to get some
information from the text analysis parameters are set in advance. The joined
information is provided in a certain manner and conducted in one of the pro-
gramming languages. Three phases are logical segmenting process stages: first it
is punctual collection of information, for example, it may be a code web pages.
Then, it is data analysis, processing and transformation into the desired format.
Finally — it is providing result output.

In our work we used tools such as:

—

. Stanford Chinese segmenter http://nlp.stanford.edu:8080/parser/

2. Shanghai Chinese language segmenter http://h1t030.cse.ust.hk/research/
c-assert/

3. Automatic annotation of Chinese texts http://www.chinese-tools.com

It is difficult to overestimate the advantages of parser using for fast pro-
cessing of the Chinese text are. The segmenter makes grouping of characters
into combinations. The essence of this phenomenon can be explained by com-
paring the presentation of texts in Russian and Chinese. In Russian, the words
are separated by spaces. However terminological combinations usually consist
of several words. The stable combinations of words are easily recognized by na-
tive Russian languagers, but such grouping of words is difficulty for foreigners.
In Chinese texts similar gaps stay between the standard characters. But the
Chinese word can consist of multiple characters [5]. Terms, in turn, may con-
sist of several words. Segmenter solves the problem of putting a space between
characters groups, allows you to find the terms of several groups of characters.

To carry out the above-mentioned routine operations related to the recovery
terminology, we used the Stanford Chinese segmenter, which uses probabilistic
algorithms. The program is designed by Pi-Chuan Chang, Huihsin Tseng and
Galen Andrew. we downloaded and installed this segmenter on a personal com-
puter running operating system Linux Ubuntu. It works in Java 6 (JDK1.6)

Two segmentation models are provided. The “ctb” model was trained with
Chinese treebank (CTB) segmentation, and the “pku” model was trained with
Beijing University’s (PKU) segmentation. PKU models provide smaller vocabu-
lary sizes and OOV rates on test data than CTB models.

For both CTB and PKU, we provide two models representing slightly differ-
ent feature sets. Models “ctb” and “pku” incorporate lexicon features to increase
consistency in segmentation. The details of the segmenter can be found in the
paper [12]. The description of the lexicon features can be found in [13].

The program runs from the command line by means of this command:

segment.sh [-k] [ctb | pku]l <filename> <encoding> <size>
ctb: Chinese Treebank
pku: Beijing Univ.



The main principle of the Stanford segmenter is described in the work of
Levy and Manning [11].

The Chinese text before the processing looked as follows:

PRSI, JEEREERARZE LK, TS T IR 56T0K , AR
U . PUERAN PURE AR SO AL T I LR, A E SR ER DY TR
Mg, JERFZT B, B RERTES AR, PRI, 000RK - X
VY BB R S ALES B iR /NIRRT PR - PE R RS B WL
F Rk B SRR ST A -

The same Chinese text after the processing segmenting has become much
more clear:

R GRS i dEER B JE/RARZE Wik . PR TEIE 8K 5670 K R
HRA im0 o PHED PO PURAER 2 TEME B0 FL AT il &, A BE- |
L= o ER Oy TR A B . FERLIFE UNE . B RHER RE 5 P
T . PR 1, 00054 oK o (X PUREER OIS IR 5 LR Bl IR A
g%iﬁﬁﬂ ) i PR o PUREES FL AR LB = OIS Sk /Y PR R 5T
B .

As we can see, the boundaries of Chinese words, consisting of several char-
acters, are clearly marked.

At the second stage, using the method of regular expressions, we pulled the
group of the received characters in a vertical chain, and then translated it with an
automatic translator. In the third stage, we chose a combination, satisfying the
requirements of the terms. Particular attention was paid to extract terms from
titles chapters and subchapters section “Afghanistan” representing the ontology
information. As a result the terms were broken up into meaningful groups to
compile a thesaurus of the Chinese Afghan Studies.

The section “Afghanistan” of the Chinese online encyclopedia Baidu were
chosen by us as the object of investigation. Baidu is online encyclopedia in Chi-
nese, which develops and supports the Chinese search engine Baidu. As well as
Baidu itself, the encyclopedia is censored in accordance with Chinese govern-
ment regulations. On June 2013 Baidu encyclopedia contained more than 6.2
million articles (more than English and German Wikipedia together) and had
more than 3.2 million of participants.

Our work was divided into several stages:

—_

. selection of raw texts about Afghanistan in Chinese,

2. using the word processing program for automatic annotation of the text and
isolation of terminological phrases,

3. updating the terminology.

The ontology, the geographical names of Afghanistan in Chinese transcrip-
tion, ethnonyms peoples of Afghanistan and Central Asia [6], the names of po-
litical figures of Afghanistan in the Chinese transcription, the terms of politi-
cal geography, the names of international organizations [7], Islamic concepts in
Chinese, Arabisms and Farsisms in Chinese transcription became the object of
special interest for our research. All these demonstrates the need for the devel-
opment and introduction of special courses on teaching students how to work
with the tools of computer NLP instruments.
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Chatbot for IT Security Training: Using
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Abstract. We conduct a pre-study with 25 participants on Mechanical
Turk to find out which security behavioural problems are most impor-
tant for online users. These questions are based on motivational inter-
viewing (MI), an evidence-based treatment methodology that enables to
train people about different kinds of behavioural changes. Based on that
the chatbot is developed using Artificial Intelligence Markup Language
(AIML). The chatbot is trained to speak about three topics: passwords,
privacy and secure browsing. These three topics were 'most-wanted’ by
the users of the pre-study. With the chatbot three training sessions with
people are conducted.

Keywords: IT-security education, chatbots, Artificial Intelligence Markup
Language, natural language processing.

1 Introduction

We strongly believe that one should refrain from stress users with education
about security behaviour, if there is a technical solution. As long as there is no
technical solution, security training is a necessary evil and has its place both in
research and practice.

Motivational interviewing (MI) is an evidence-based treatment methodology
that enables to train people about different kinds of behavioural changes [1]. It
assumes that humans are willing to change for the better but often they are not
capable to do so; the main reason is that they have conflicting thoughts about
the change; they are not resistant but rather ambivalent. MI was already used in
various fields. One example is e-therapy - smokers were able to break addiction
to cigarettes when treated with MI techniques [2].

Also, chatbots were used for security education [3]: Positive attitudes of users
are leveraged, when chatbots were used in an e-learning setting about security
behaviour. We build on this research and combine MI with chatbots to improve
users security behaviour. For this we use Artificial Intelligence Markup Language
(AIML) — a basic method to simplify natural language processing?.

! http://www.pandorabots.com/pandora/pics/wallaceaimltutorial.html



2 Previous work

Motivational interviewing (MI) is a way of talking to people about change. It has
been used for a variety of problems including addictions, medication adherence,
smoking cessation and overeating. The underlying theory assumes that often
decisions are not blocked by resistance but rather by ambivalence. Often weeks
or months are between knowing that a change is needed and making the change.
In this period, people are in an state of ambivalence in which they want to change
and do not want to change at the same time — this makes them procrastinate. MI
is rooted in Self-determination theory (SDT) which is about motivation about
people’s growth tendencies. It presumes that people can make choices without
any external influence. Research suggests that if people think they have decided
to engage in a certain behaviour, they are more likely to stick to it.

The generic structure of MI can be easily adapted to security behaviour. The
interviewer tries to lead the conversation from the problem, which the client
wants to solve towards ‘change talk’ — ideas, plans and intentions to change be-
haviour coming from the client. In MI only this content matters, since this is most
likely to be implemented by the client. A typical MI talk is a semi-structured
interview divided into four phases: open questions, affirmations, reflections, and
summaries. In our case asking open questions would be about typical security
behaviour — for instance: What do you do to secure computer practice or his
identity online? Instead of lecturing about some security violations, open ques-
tions enable the conversation to go into the direction of what the client really
needs. The interviewer gives information or advice only when asked directly for
it. Using affirmations the interviewer highlights the qualities of the client and
how he managed to overcome issues in the past to engage in some desired be-
haviour; e.g., how the client already changed some Facebook privacy settings
and is therefore capable of doing more. This should be followed by reflective
listening: the interviewer tries to “guess” what the client is really thinking. It is
more than just repeating what the client said; it is giving qualified guesses about
what the client actually wants to say. At the end of the process the interviewer
gives selective summaries of what was said. Obviously, he chooses to summarize
only content that deals with ‘change talk’ — information coming from the client
that points towards the desired behaviour [1].

Not all these facts about MI can be implemented by a chatbot. However, we
believe that the first two phases, the open questions and the affirmations can be
simulated by a computer. In the next section we describe in a pre-study how the
first two phases of security behaviour interview MI can be conducted online.

3 Pre-study

We gathered 25 responses from Mechanical Turk (MTurk) using three basic MI
questions. Through this it was feasible to get abstract information about what
actually bothers internet users. The participants were paid 50 Dollar-cents per
response. The survey consisted of basic questions about demographics, followed
by the MI questions. We used the following wording for the questions:



— What would you like to change in your computer security behaviour?
— What hinders you to start engaging in the described behaviour?
— What would be the next steps to start engaging in the described behaviour?

We had 25 replies; the data is represented in table 1. The demographics
suggest that we represent the internet user population with a small bias towards
35-54. Male and females are represented equally and the education level seems to
be also representing the U.S population. In general this shows that the gathered
sample has no extremes; yet we have to get more data to compare this to some
bigger population. Generally, our survey results seem reliable, which confirms
Buhrmeister 2011 [4]. We choose ten most substantial answers out of the 25 to
give the reader a taste of the high quality of the responses (regardless of the 50
Dollar-cents payment).

The replies had mostly to do with passwords. Thirteen replies dealt with
the fact that they want to improve their passwords habits. Eleven people talked
about protecting their privacy online and secure browsing (protecting against
malicious websites, logging out of websites, shutting down facebook. Three replies
had to do with the fact that he or she wants to use better software or install an
anti-virus software,. Therefore, online users (at least in our sample) mostly want
to learn about passwords, privacy, secure browsing.

In the following section we develop our chatbot based on our pre-study.

4 Chatbot

The goal of a chatbot is to appear as human as possible and keep the user inter-
ested. Therefore, entertainment-wise a chatbot might be superior to traditional
IT-security awareness campaigns such as posters, leaflets, mass mailings. From
the viewpoint of efficancy an online trainer is much cheaper for big organizations,
where the requirement is to train thousands of employees at the same time.

We develop a chatbot using pandorabots.com, a hosting platform for chat-
bots; it is also suits as an AIML interpreter. AIML (Artificial Intelligence Markup
Language) is the state-of-the-art XML-based programming language for chat-
bots. Chatbots were already used in manifold contexts such as marketing, en-
tertainment, help on smoking cessation and countless other areas. Interestingly,
chatbots were also used for security education [3]: Positive attitudes of users are
leveraged, when chatbots were used in an e-learning setting about security be-
haviour. However, Kowalski [3] does not clarify how the chatbot is programmed,
which hinders us to replicate the study and forces us to build our chatbot based
on questions from our pre-study, and to use MI techniques.

We briefly describe the basics of chatbots that are based on AIML. The
markup language is based on XML and there are three types of tags: patterns,
templates and that. Patterns are substrings of strings entered by the user. Pat-
terns are nodes in a graph and edges are decisions. The chatbot traverses through
a search- tree to find a path which fits the pattern. The template is at the end
of a path and is the output of the chatbot. A tag called 'that’ refers to the most
recent output of the chatbot.



Table 1. Ten most substantial replies out of the sample of 25 participants

Wanted change

Perceived hindrance

First steps

Protect data online,
solid passwords

Lack of skills

Take class on com-
puter security

Log-out of websites if
not using the com-
puter

all
time-

of
is

Log-out
websites
consuming

Log-out of websites
after use

Use different pass-
words for different
websites, figure out
Facebook privacy
settings.

Memorizing different
passwords is hard,
laziness hinders to
check Facebook pri-
vacy settings

Change  passwords
of most-visited web-
sites. Reading forums
and Facebook FAQ.

Change
data

personal

Laziness

Take time to learn se-
curity, use antivirus
for Mac

Use better passwords

Lack of knowledge
what a good pass-
word is, many pass-
words

Websites should
standardize pass-
word requirements

Buy better computer
anti-virus, anti-
malware, firewall to
secure browsing

High cost of security
software

Save money, install
software

Use
browsers
not track
behaviour

more  secure
that do
surfing

Inability to find such
a browser

Find a browser that
has a good reputa-
tion for security

Remember and
change many pass-
words

Complexity of pass-
words (special char-
acters, numbers)

Make complex pass-
words, and change
suffix for different
platforms

Change weak pass-
words, change them
often, scan for viruses
more often, change
Facebook for privacy

Procrastination,
nothing  happened
so far, virus-scan
scan makes internet
slow, does not care
about certain logins,
does not know how
to adjust Facebook
privacy

Acquire knowledge

10

Be less reckless,
wants more protec-
tions

Money to buy secu-
rity software

Get more money

10



We use bitlbee, an irc server, to fetch text from and send text to the chatbot.
With bitlbee we can connect our chatbot to any common platform that has a
chat function — e.g., Yahoo, Skype, ICQ, Facebook, Twitter. We choose Yahoo
Messenger to interact with bitlbee, because of ”Yahoo! Pandorabot”, an open
source project that seamlessly connects bitlbee with our chatbot.

We use the chat-database of Dr. Richard S. Wallace bot 2002. It represents
a chatbot that has common knowledge that imitates a real human being. So if
Dr. Wallace’s bot is asked what his name is, how old he is and how he feels, he
gives a reasonable answer. Additionally to this boilerplate-personality we add
conversation patterns dealing with (1) passwords, (2) privacy and (3) secure
browsing — exactly the requirements that we elicited in the pre-study.

Initial state
Passwords Privacy Secure browsing
+ Use passphrases * Check data online « Install NO-script.
+ Reuse with smart « Check social media
strategy settings

Fig. 1. Chatbot chooses the topic based on user’s input and is then able to talk about
different aspects of that topic

We present three sample-conversations with the chatbot. The XML pattern
files that led to this conversations can be downloaded. Below we show three
screenshots of the chatbot talking to clients about different topics of it-security
behavioural change.

5 Conclusion

We believe that our chatbot is ideal to be used especially in big organizations,
where face-to-face training of every employee is infeasible. An other way to con-
tinue the research is to use cognitive thesauri that can be used as an input for
the chatbot and thus optimize its functionality. For future research, we need to
test the chatbot in more usecases and how users engange into using it.
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@ robertittrainer Available
Show Recent Conversations
Me: Hello.

robertittrainer: Hello there_ | am Robert, your [T-security trainer. What would you like to change
in your computer security behaviour? | can teach you about (1) passwords, (2) privacy and (3)
secure browsing.

Me: How can | protect my privacy online?

robertittrainer: Privacy is a very important topic and quite manifald. First, check on which
platforms you have personal data. Then, try to change or delete it. Which platforms do you use
{name one first)?

Me: i use twitter.

robertittrainer: On twitter you may want to do the following: Your tweets can not be seen
publicly after doing these steps: Settings > Account > Scroll down = Click Protect Ny Tweets'.
Moreover, you can hide your location in there.

Me: can i tell you something else?
robertittrainer: Sure you can tell me anything. There are no restrictions on my input.
Me: | also use facebook.

robertittrainer: On Facebook you can go to the privacy options of your profile and set all items
that are public to private. Hiding certain information, e g.. your location is good, but even better is
ta share no unnecessary personal information that you would be uncomfortable being seen
publicly.

Me: Thank you.

robertittrainer: you are welcome.

Fig. 2. Chatbot talking about privacy
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® robertittrainer Available
Show Recent Conversations
Me: Hello.
robertittrainer: Hi there!
Me: Hi.

robertittrainer: Hi there. | am Robert, your [T-security trainer. What would you like to change in
wour computer security behaviour? | can teach you about (1) passwords, (2) privacy and (3)
secure browsing.

Me: | want to learn about passwords

robertittrainer: Nowadays, online systems or modern operating systems accept very long
strings as passwords. | recommend to use "passphrases”. These are very long passwords
consisting of several world such as mycutecatgeeMail, mycutecatfeicbuk. As you can see you
can even come up with a personal strategy to make variations for different websites.

Me: Is there something more | should know?

robertittrainer: Well, you should be aware that no one knows your personal password strategy,
otherwise it's not secure (2.

Me: Thank you.

robertittrainer: you are quite welcome.

Fig. 3. Chatbot talking about passwords
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@ robertittrainer Available
Show Recent Conversations
Me: Hi.

robertittrainer: Hi there_ | am Robert, your IT-security trainer. What would you like to change in
your computer security behaviour? | can teach you about (1) passwords, (2) privacy and (3}
secure browsing.

Me: Please tell me how can | start develop secure browsing habits.

robertittrainer: | suggest to use NO-Script: This is a plugin that blocks all Javascript from all
websites. Of course, you can trust Javascript from trusted websites such as kaspersky.com: You
can download whitelists, so that most known, reliable websites are not blocked. For unknown
websites you can just activate Javascript with one click.

Me: Thank you.

robertittrainer: you are quite welcome.

Fig. 4. Chatbot talking about secure surfing habits.
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Yar-60T ajist odyuennsa MT-6e3omacHocTn:
NpUMeHEeHIEe MOTUBAIIMOHHOIO MHTEPBbIO JIs
IOBBIIIEHUS OCBEJIOMJIEHHOCTH

Usan I'ynenko
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Awnnorauus IIpu momomu Mechanical Turk mposeneno npeagsapuTesb-
HOE HCCJIEJOBAaHME C IeJIBIO OIIPEIEIUTh KaKue IOBeIeHIeCKre mpobiie-
MBI TH(MOPMAIMOHHOM 6e30macHOCTH HanbosIee BasKHbI JIJTs ITOJIH30BATE-
sneit arepuera. Bonpock! ObLIM 1TOCTPOEHBI B (hOpME MOTHUBAIIMOHHOTO
MHTEPBBIO, MO3BOJISIIONIEr0 O0yYaTh JIIOJIeH PA3JIMIHBIM (popMaM H3Me-
Hsmomerocst moseaennsi. Ha ocHoBe sToro 6su1 pazpaboran 4aT-00T € MC-
nonb3oanneM Artificial Intelligence Markup Language (AIML). Yar-6or
0o0y4eH OOIIAThHCS Ha TPU TEMBI: MAPOJIN, KOH(MUIEHIINATLHOCTh UHMOP-
maruun, 6e3onacuoit mpocmorp Ceru. [lo maTepuasiam npenBapuTeIbHOTO
HCCIIe/IOBAHUSI, B KOTOPOM IIPUHSIJIM y9IacTue 25 4eJI0BEeK, UMEHHO 9TH TPH
TEeMBI sIBJISIFOTCsSI Hambojiee BOCTpeOOBaHBI MOJIb30BaTe saMu. [Ipu momo-
iy 9aT-00Ta TPOBEJEHBI TPU OOYJAIONINX CEAHCA.

KuroueBsie ciaoBa: obydenne NT-6esonacunocru, gar-6orer, Artificial
Intelligence Markup Language, 06paboTka €CTeCTBEHHOI'O SI3bIKA.
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Conceptual Scheme for Text Classification System

Nicolay Lyfenko
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Abstract. The paper describes an application of classification algorithms to the
text categorization problem. Author proposes a conceptual scheme for an auto-
matic text categorization system. This system must operate with various text
representation models and data mining methods. The novelty of this system
consists in advanced implementation of JSM method for automatic hypothesis
generation — an original logical-combinatorial technology of data mining,
which is developed in Russia by several research groups.

Keywords: text classification system, machine learning, data mining, natural
language processing

1 Introduction

Due to an increasing number of text documents in digital form and the extension of
a data stream in different fields of professional activities the interest in a text catego-
rization task has essentially increased. The main goal of classifying a new text is to
assign a predefined class or classes to it [1]. It is being solved with the help of the text
classification system ADC (automatic document classifier). Our system includes:
different text representation models, a number of text mining methods and some text
similarity metrics.

The main goal of the system is to compare various classical text classification
methods to JSM method for automatic hypothesis generation and choose the best one
for a particular task [2, 3].

This research is in progress so the main purpose of this work is to build a concep-
tual scheme for the ADC system, develop a project scheme for ADC system and rep-
resent its current state of work.

There is a great variety of machine learning methods to make a text classification.
The most popular of are: k-nearest neighbor, Rocchio classifier, neural network, deci-
sion trees, naive Bayes classifier, and support vector machine [4-6]. There are not
only algorithms but ready to use frameworks and IDE’s for text classification problem
(e.g. Rapidminer?, Gate?). But none of them has the JSM method implemented.

This method was proposed by V.K. Finn at the beginning of the 1980s. The abbre-
viation JSM is given in honor to John Stuart Mill. The JSM method uses the Mill’s idea

L http://rapidminer.com/products/rapidminer-studio/
2 https://gate.ac.uk/
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that common effects are more likely to have common causes. The JSM method for au-
tomatic hypothesis generation is known as an original set of logical combinatorial tech-
nologies for data mining using rules of plausible reasoning [7].

The JSM method includes three cognitive procedures: induction, analogy, abduction
[2] and two main stages: learning (to identify data patterns using Mill’s agreement) and
prediction. By means of induction the JSM method generates casual hypotheses. With
the help of analogy additional definition to unknown examples is formed (prediction).
The abduction procedure evaluates the plausibility of the generated hypothesis.

This logical-combinatorial method for intelligent data analysis has shown good re-
sults on level with SVM method in the work [8] for the task of sentiment analysis. So
we have a proposal to apply it in the task of automatic topic and authorship classifica-
tion.

2 Conceptual Scheme for ADC System

Data receiver Data processor Result interpreter

Get data

[Detecl language and document code page]

Choose term model
[D

e
G Ao

[WeightingRequired] .
QA

‘_ Normalize terms
Make feature vector

Apply text classification algorithm

Update experiment DB
Interpret results

Fig. 1. Conceptual scheme for ADC system

Fig. 1 shows the key steps for automatic document classification used in the ADC
system: to get data, to process it and to analyze results.

Reasoning from the fact that a document to analyze can be written in different code
pages and various languages (Russian and English currently supported) a character set

18



and a text language should be identified. We are using statistical analysis as in [9]. In
our research we normalize terms with the help of a made inverse dictionary based on
Zaliznak’s for the Russian language®. English words are stemmed.

We use some classical IR text models: frequent model, tf-idf model for text repre-
sentation as an n-dimensional vector (vector space model) and not so popular but
promising ones are investigated: LOWBOW (Locally Weighted Bag of Words
Framework) [9], MFS (Maximal Frequent Sequences) [6], Document Occurrence
Representation (DOR) & Term Co-occurrence Representation (TCOR) [9].

2.1  Project Object Model

In order to choose the best technic for a certain text classification approach we
have to compare all the methods and have a log of our experiments. That is why it is
proper to have well-structured and a user-friendly GUI for an experiment and logical-
ly organized project scheme for ADC system and data base for experiments.

Project (object model)

Fig. 2. Project model for ADC system

A project scheme for ADC system is represented in Fig. 2. It has a name, a date
and a project configuration (for user’s visualization preferences) properties and ex-
periment set as a collection of experiments. It is useful to know which piece of data is
used for a learning phase and a test one and what results should be shown in a log file.
The property experiment configuration (ExConfiguration) gives the information about
the text representation model, term weighting and the classification method.

3 With the help of the COM object from www.aot.ru
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3 Conclusions

In the article we suggest a conceptual scheme for an automatic document classifi-
cation system (ADC). The main goal of which is to choose the best text representation
model and classification algorithm for a certain application. In more detail: to com-
pare JSM method for automatic hypothesis generation to text classification methods.
That is why a project object model and its conceptual scheme are developed. The
current state of the system is the following: the task of converting a text to an n-
dimensional vector is solved. Frequent and tf-idf models for text representation are
implemented. Term normalization (using the dictionary for Russian and stemming for
English languages) is done.

Later the JSM method should be implemented and examined; data base scheme
should be developed; experiments should be carried out and the results should be
compared.
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KOHIIel'lTyaJIbHaﬂ cXeMa CUCTEMbI Knaccn(l)mcam/m
TEKCTa

Huxkoumnait 1. JIeiperko

Poccuiickuii rocy1apcTBeHHBII T'yMaHUTapHBIN YHUBEPCUTET
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AnHoTtanus. [Ipemmaraercst KOHIENTyadbHas CXeMa IS PEIISHUs 3a1adu
aBTOMAaTHYECKOH Kiaccu(uKauy TeKcTa. PaccMaTpuBaloTCs pa3indHbIe TIpes-
CTaBJICHHS] TEKCTOB HAa €CTECTBEHHOM SI3bIKE, a TAKXKE CTATHCTHIECKHE W JIOTHU-
KO-KOMOMHATOpPHBIE METO/IbI aHaNIN3a TekcToB. HoBM3HA crcTeMa 3aKirouaercs
B uMmuieMeHTauuu JICM Meroja aBTOMAaTHUECKOI'O IMOPOXKAEHHS TUIOTE3 —
OpHI'MHAJIBHON TEXHOJOTMH MHTEJUIEKTYalbHOTO aHAJIM3a IaHHBIX, pa3padarkl-
BaeMoil B Poccuu pa3znuyHbIMU rpynnamMu UCCIE€N0BATENEeH.

KioueBsle cioBa. Kiaccnpukanus Tekcra, MalmHHOE 0OydeHme, oOpa-
00TKa eCTECTBEHHOT'O SI3bIKa, HHTEIUICKTYaJIbHBII aHAIN3 TaHHBIX.
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Abstract. Attention is paid to the problems of automatic search of
documents by search engines, analysis of documents and the use and
developing of network resources, such as thesauruses and ontologies. Also
some of proposals to expand the conceptual model associated with the
need to reduce the dimension the set of documents found by the search
engine to a set of relevant documents are formed.

Keywords: search engines, query optimization, analysis of documents.

1 Introduction

The numbers of ways we use the Internet now-a-days are really extensive. How-
ever, algorithms associated with that are almost not formalized and therefore
there are many unresolved problems here. Therefore, the possibility of improving
this situation, it is important.

In complex cases we have rather complicated query, and the output is the
set of retrieved documents, many of which could not viewed physically, or they
have duplicates of other documents or not useful for our tasks.

2 Problem of informational navigation

Problems which associated with informational navigation include there are three
main components:

— Search of information, i.e. some documents or texts (books, journals, pro-
ceedings, web resources, search methods);

— Analysis of information (formats for documents, methods of obtaining the
set of relevant texts, analysis methods);

— The work with network resources (dictionaries and reference books, stan-
dalone and web thesauri or ontologies).

Traditional search process (SP) of documents on the Internet can be pre-
sented by three components:

SP =< Q,SE,DOC >, (1)
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where Q - the set of queries; SE - many search engines; DOC - found resulting
links to documents (further documents).

Query q usually includes a list of simple keywords or phrases which made up
by the disjunction of conjuncts or disjunctive normal form.

Search methods which hiding within known specific search engines usually
are not obvious to the user.

In addition the found resulting documents can be presented in different for-
mats (txt, doc, pdf, ps, djvu, html, xml and others). Also a set of documents
obtained by different search engines in response to the same query may vary
essentially.

This raises the following tasks: selection of the most effective (in terms of
search target) search engine; optimization of the structure of the query; selection
from the set of received documents to only those documents that best meet the
targets of the search.

Tasks associated with the optimization of the structure of the query and
reducing of the set of received documents are usually beyond the capability
search engines.

To resolve some of those problems we suggest to introduce feedbacks into the
traditional search scheme (Fig. 1).

Traditional search

* The query string or . The set of found
The : ] =
graph ™ searchengine | —— o cuments
A L
k4
Methods of Methods of subset - Selected subset for
optimizations selection analysis
l Y
Lelection ar changing of
Optimization of search engine € Analysis of
query structure documents

Fig. 1. Search scheme with feedbacks (the top three units are traditional)

With this in mind the procession model takes the following form:

SP=<Q,SE,DOC,DSM,DS,MA,A,SES, MO,Q0O,RDOC >, (2)
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where first three traditional components was given above; DSM is methods of
subset selection for documents analysis ; DS is selection procedure of documents;
MA - methods of analysis into selected subset; A is analysis procedure ; SES -
selection or changing of the search engine; MO - optimization methods of query
structure; QO - optimization procedure; RDOC is the resulted set of relevant
documents.

Consider also some of these components separately we may suggest also some
useful formalisms.

Serious problem for the analysis may be large dimension of the set of docu-
ments on the search engine output. Restricting the sample may be analyzed by
random selection of documents involving experts or require the development of
additional procedures.

To select a specific search engine, may write:

SSk :Fsel(SE7Csel)a (3)

where Fj.; - select function ; SE - many of available search engines; Cy; - selec-
tion criteria.
The result of analysis of the set of documents obtained by applying the k-th
search engine:
Rk :Fa(DOCk;anMa)v (4)

where F, - function analysis ; DOCY - set of received documents; C, - criteria
of analysis; M, - methods of analysis.
We also introduce the concept of optimal query:

Qopt = Fopt(Rk)a (5)

where F,,, - optimization function of the query structure (for example graph of
connections between keywords).

Often set of the found documents DOCY, is too large (typically tens of thou-
sands). Therefore, one of the optimality criteria is to reduce the number of doc-
uments which obtained by query. Other criteria can be adequacy to the search
target and complete-ness of the topic consideration.

With this in mind we may get the Algorithm of informational (text) search
(Fig. 3). It is algorithm of first-level of decomposition.

At first it may demand some studies of search models or search query lan-
guages.

After that we may use for example one of the following search models: search
by keys, wide primary search, random wide primary search, intellectual search,
search by last heuristic, search by random walks and others types of search.

Obtained results may be divided into several groups depending on the dif-
ferent cri-teria or search characteristics.

Working with set of found documents will demand methods of documental
analysis. During the analysis of the set of documents may appear the following
tasks:
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— To identify the documents which are most similar to the search aims. That
may be such documents as at random taking a number of documents from
the beginning of the set (for some search engines, they are usually the most
relevant purpose of the request). Also more special procedures may use here
(for example by taking documents one of presentation format);

— Divide the set of documents for the group (for example: unimportant, sec-
ondary importance, and high importance documents), areas or classes.

It uses a set of keywords or phrases (terms), which are presented in the
documents. Some of these terms are also present in the query q. Document is
describing its set of keywords is the image of the document.

For domain we have a Dictionary, consisting of terms. To determine the
degree of connection between the two documents apply the mathematical ap-
paratus of the following models: Boolean, Extended Boolean, Vectoral, Fuzzy
logical, Probabilistic [1]. Nevertheless, a direct comparison of these methods is
difficult, it requires the development of additional mathematical apparatus. In
more complex cases, the dictionary is transformed into thesaurus or ontology.
For hypertext some special form patterns may used [2].

The resulting images of documents are allowed to move to the problem of
classification. There are images of reference documents (supervised learning) or
clustering of documents where no master images (learning without a teacher).

The resulting matrix of pairwise proximity of documents allow us to go to
their classification or clustering. Thus we gave the following tasks: exclusion of
non-uninformative (in terms of search target) documents (infor-mation noise);
elimination of duplicate documents; partition (classification) of the set of docu-
ments into two (important, unim-portant) or three main categories (low, medium
and high degree of importance); the actual clustering as a partition of the set
of documents into groups according to the properties of their images (feature
vectors).

Many of the docu-ments can be excluded on the basis of viewing only its Title
or Abstract. Thus there are presented three levels of consideration: primary,
main and additional analysis. Turning to the image of the document as a set
of keywords, we also have several levels of keywords analysis: top (from the
query), middle (from Abstract) and low (from text content, i.e. known and new
keywords).

Thus after analyzing the problems arising from modern network navigation
we proposed to complement existing search engines several of additional units,
in particular helping to optimize the structure of the query and limit the set of
relevant documents.

We plan to consider them in detail in our further studies.
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Abstract. In article authors put forward a hypothesis about existence special
semiotics system in music, which is close on the structure and mechanisms to a
natural language. To check the hypothesis we have selected the ancient Russian
chants of XI-XVII centuries, written by Znamenny notation. Using "lingvo-
musical" analogies and allocation of the corresponding semiotics designs al-
lowed applying linguistic methods to processing and analyzing chants, identifi-
cation of their musical "lexicon", syntax and semantics.

Keywords: musical semiotics, Znamenny notation, computational linguistics,
thesaurus, syntactic analysis, distributed-statistical analysis.

1 Musical infocognitive technologies and Znamenny chants

The research of the mechanisms of non-verbal human consciousness is one of the
promising areas of infocognitive technologies. Music and related cognitive processes
which are closely connected with verbal activity hold a special place in the study of
these questions.

Music as well as language are a matter of communication and do not exist outside
of human communication [1]. Therefore, it is always the result of some human inter-
mediation or performance, although various natural and technological phenomena
could also be the sound sources.

The hypothesis that music and language had a common ancestor — “linguomusical
system” — was offered to explain the proximity of two cognitive systems. The hypoth-
esis determined their common features [2]. During the development the systems ac-
quired independent and unique features, but they still interact with each other.

Russian musical compositions of XI-XVII AD were recorded using special musical
system (notation) which is usually called Znamenny or semiographic. It contains hun-
dreds of special semiographic signs (“znamyas”, hooks), each of them corresponds to
a certain sequence of sounds of different duration and altitude. Figure 1 presents a
fragment of musical manuscript in Znamenny notation.

During the time of Peter's reforms Znamenny notation was replaced by “Italian”
one which was simpler and more modern linear musical system which we still use.
Unfortunately, the key to decode the melodies was lost during the transformations and
this doesn't allow us to translate unambiguously many ancient chants to the contem-
porary presentation [4].
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Fig. 1. A fragment of music manuscript in Znamenny notation

For the complete decryption we need to find internal laws in Znamenny notation
due to which compositions contain specific signs.

While solving this task in the context of “Automated system of scientific research
in the area of computer semiography” project we hypothesized that there should be
some semiotic structure which is closely related by its structure and mechanisms to a
natural language. This assumption allows us to apply linguistic methods to process
and analyze the chants and to reveal its musical “lexicon”, syntax, semantic and
pragmatic.

In a case of such a hypothesis full confirmation, not merely would we possess val-
uable results for preserving the rich heritage of national singing culture, but also new
fundamental principles of musical infocognitive technologies may be discovered.

2 Toolset development and conducting the research

To solve the problem of automated manuscript processing for selected sources, a
work of several years has been carried out that included the following main stages:

* Translation of chants into a digital form;

« Carrying out basic statistical explorations;

* Informational and mathematical models development;

* Models verification, correction and application

During the first stage special computer fonts (such as “Andrew Semio”) have been
developed and optimized. As well, we’ve entered manually some semiographic chants
and made necessary corrections [4].

During the second stage we’ve conducted statistical exploration based on an idea
firstly proposed in the ancient Russian music study domain by M.V. Brazhnikov [3].
His method implies quantitative counting of semiographic signs occurrences and
drawing visual graphs for subsequent analysis. We can mention a paper by B.G.
Smolyakov [11] as an example of such a technology application where part one of
“Dvoeznamennik ‘Irmologion’(XVII century) was analyzed with manual methods,
and comparative graphs for different voices have been drawn.

First, an Andrew Tools linguistic editor was used for chants automated processing;
later, a special software complex named “SemioStatistik” was developed [5-6]. It
reads data in various formats (Word, Excel), parses tables and cells into constituting
parts that are in their turn being written into relevant XML based data structures.

Having done some preliminary processing, SemioStatistik allows one to create var-
ious lexicographic structures such as frequency and direct concordances, vocabular-
ies, alphabets et al. as well as to export them into different formats.
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Research of dependence of frequency of a semiographic signs from its rank was
conducted. It was revealed that this distribution is described by function:

_ —bsrank
Frec = a x e~ P*rank,

a=[500;600] — depending on the manuscript

b=0,07.
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Fig. 2. Frequency dependence of the semiographic signs rank

At the third stage we offered informational and mathematical models to describe
components of Znamenny chants [9]. In terms of syntax we identified three types of
relationships between semiographic signs (see Table 1).
The rules of semiographic signs usage could be represented in the form of Znamenny
thesaurus, the structure of which includes syntax, semantic and other relationships.
We present the results of building the thesaurus as dictionary entries. Every entry
includes the following information: Znamya (semiographic sign), a header of dic-
tionary entry; Basic znamya (o — relationship); Absolute frequency of znamya, nu-
merical characteristic of znamya frequency in manuscript; Znamyas directly related
to the key znamya, znamyas which go next to the key znamya (B —relationship);
Znamyas context related to the key concept, znamyas which appear with the key
znamya in the same context(y — relationship).

At the fourth stage we have developed algorithms and specialized software and al-
so have conducted a research that revealed 14 main (basic) znamyas. We could obtain
other znamyas by applying the first rule (o — relationship).
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To reveal syntactic relations of the second type (B-relationship) we built adjacency
matrices, which contain the frequencies of znamya sequences. Further normalization
concerning the overall number of znamyas allowed us to construct a stochastic table
(matrix) of the transitions in Markov chain.

Table 1. Three types of relationships in the syntax of Znamenny chants

Relationship Description Example
type
a — relationship: Znamya Z1 is in a — relationship with - a
a znamya Z2 if Z2 is derivatived from Z1 -
Z1 7
[ —relationship: Znamya Z1 is in  — relationship with {,.‘ n
. ﬁ)z znamya Z2 if Z2 is is next to Z1 &
1 2
B
-2 A
Probabilistic  — If znamya Z1 could be followed by I/.. g n
relationship: variety of znamyas then Z2 is next to Z1 -
B the probability Pi. 0,56
Z1 =7, (Py) (0.56)

vy — relationship: Znamya Z1 is in y — relationship with -
Y znamya Z2 if these znamyas appear in l" - n

ﬁ
2 yZz the same context (phrase, sentence,

&
Z, =7, chant). b. l) ﬂ
Az i

To reveal the syntactic connections of the third type (y-relationship) we applied a
statistical distribution analysis which determined the coefficient of the «connection
strength» of znamyas according to the formulas for Tanimoto metric:

f
KAB = =
fA + fB - fAB ,

Figure 3 contains an example of the resulting adjacency matrix.
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Fig. 3. Adjacency matrix (znamya sequences)

More detailed description of the model is represented in [10].

3 Conclusion

During the research we analyzed the chants from «The Ring of Ancient Znamenny
Chants» book containing 24911 uses of different 722 semiographic signs (znamyas).
The results of the studies support the hypothesis about the existence of complex semi-
otic system in Znamenny chants.

. In the general case, znamya corresponds to multiple (sequence) contempo-
rary notes; in some cases one znamya could be replace with the group of other zna-
myas (“tainozamknennost”). Znamyas could be divided by typeface into main (basic)
and secondary (derivative) formed by adding characteristics;

. The occurrence frequency of znamyas corresponds to the exponential law.
This indicates that there is a strong spike in the probability of their usage.

. We revealed that there is a huge amount of znamya combinations that are
never used; but at the same time there is a small number of combinations that are
more common than others. This allows us to identify (confirm) the presence of «func-
tion» znamyas.

The application of methods of computational linguistics for the analysis of Zna-
menny chants, designed mathematical models and algorithms, and the results of the
experiments are original and present scientific novelty in the sphere of infocognitive
technologies.
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The practical value of the conducted research consists of the development of soft-
ware units for input, presentation and analysis of the chants, and also obtaining new
statistical data about collocations of znamyas that could be used to improve data pro-
cessing and to study Znamenny notation.

The obtained results provide a basis for the further studies of Znamenny chants and
other musical compositions, revealing semantic and pragmatic relations, construction
of new classes of personal automated systems based on infocognitive technologies.

Additional information about the project and conducted research could be found in
the Internet on the website (http://it-claim.ru/semio).
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AHHOTanMsi. ABTOPHI CTaThbM Pa3BHBAIOT TUIOTE3y O CYIIECTBOBAHHHU CIICIH-
AIFHON CEMHOTHYECKOW CHCTEMBI B MY3bIKe, OJIM3KOW 10 CBOEH CTPYKType U
MEXaHM3MaM KaK eCTeCTBEHHOMY SI3BIKY. J{JIsi IPOBEPKH MIIOTE3HI B3STHI APEB-
Hepycckue necHorenuss XI1-XVII BekoB, HamucaHHble B 3HAMEHHOW HOTAIIHH.
[TpyMeHeHre «TMHTBOMY3BIKIBHBIX» aHAJIOTHH W Pa3MeLIeHHs COOTBETCTBY-
IOIIUX CEMHUOTHK MO3BOJIMJIO MMPUMEHHTH JIMHIBUCTHYECKHE METOJIBI JUIsl 00pa-
0OTKM M aHalM3a IECHONCHUH, HICHTH(HHUIUPOBATE UX MY3BIKAIBHBINH «JIEKCH-
KOH», CHHTAKCHC U CEMAaHTHUKY.

KiioueBble cioBa: MY3BbIKaJIbHasA CEMUOTHKA, 3HAMCHHAsA HOTalusA, KOMIIbIO-

TE€pHasd JIMHIBUCTHKA, TE3aypyc, CHHTaKCHUYECKUI aHaJm3, pacnpez{enéHHHﬁ
CTATUCTUYCCKUI aHAIIH3.

34



Automatic Extraction of Hypernyms and Hyponyms
from Russian Texts

Kristina Sabirova, Artem Lukanin

South Ural State University, Chelyabinsk, Russia
{bezadresa.net,artyom.lukanin}@gmail.com

Abstract. The paper describes a rule-based approach for hypernym and hypo-
nym extraction from Russian texts. For this task we employ finite state trans-
ducers (FSTs). We developed 6 finite state transducers that encode 6 lexico-
syntactic patterns, which show a good precision on Russian DBpedia: 79.5% of
the matched contexts are correct.

Keywords: text mining, wordnet, hypernym, hyponym, noun.

1 Introduction

These days there is no established Russian WordNet, that is why automatic extraction
of hyponyms is of great value for Russian Natural Language Processing. The concept
of this work was created after the investigation of Russian syntactical structures,
which contain hypernyms and hyponyms, and the review of Serelex project [14],
developed for English and French [10].

The aim of this project is to extend the approach devised in the Serelex project to
the Russian language. In particular, to accomplish this task we are using corpus pro-
cessing tool Unitex 3.1beta [16] for automatic extraction of hypernyms and hyponyms
from Russian DBpedia [12], [6]. The extracted hypernyms and hyponyms can be used
to ease the creation of Russian thesauri such as RussNet [2] or YARN [3] or for query
expansion in information retrieval systems.

2 Related Work

There are a lot of methods of hypernym extraction, from simple lexical patterns [7],
[9], a combination of a morphological analyzer and surface syntax parsing [1], to
machine learning techniques [4-5], [13] and [11]. One of the highest-coverage meth-
ods is proposed by Snow et al. [15] Firstly, they are looking for the sentences that
contain two terms which are known to be in the taxonomic relations, then they parse
the sentences and automatically extract patterns from the parse trees. Finally they
train the hypernym classifier based on these features. Lexico-syntactic patterns are
generated for each sentence relating a term to its hypernym, and a dependency parser
is used to represent them.
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Hearst [7] designed 6 lexico-syntactic patterns for English, which were later ex-
tended by Panchenko et al. [10] with 12 further patterns for English and French. The
results of the extraction are used in Serelex, a lexico-semantic search engine. Given a
query, it returns a list of related words. The system gives the opportunity to discover
the meaning of words in an interactive manner, search for synonyms and more. For
example, for the query “fruit” the output is “vegetable”, “mango”, “apple”, etc. [14].

3 Russian Lexico-Syntactic Patterns for Hypernym and
Hyponym Extraction

We hypothesize that the hyponymic relations are specific for most notional lexico-
grammatical classes, but they are better defined for nouns and verbs. In this study, we
investigate only nouns.

Our method is based on our patterns deduced in the previous work, as well as the
patterns made in the Serelex project. The aim was to translate the existed patterns, to
interpret them for Russian, to complete them and to create new patterns.

The Extended Abstracts corpus without accents [6] of Russian DBpedia [12] was
used as the material for the research. The corpus consists of 1,325,859 sentences and
~47,000,000 tokens. For the practical part of the research Unitex was used.

Unitex is a collection of programs developed for natural language analysis using
linguistic resources and tools (electronic dictionaries, grammars and lexico-
grammatical tables), that gives the opportunity to develop FSTs in the graphical inter-
face for the designed patterns. It was created for French by Maurice Gross and his
students at the Laboratoire d’Automatique Documentaire et Linguistique (LADL).
Similar resources were developed for other languages in the context of the RELEX
laboratory network.

The electronic dictionaries specify simple and compound words with their lemmas
and a set of grammatical codes. The availability of these dictionaries is the main ad-
vantage for pattern searching. The information they contain can be used for searching
and matching the contexts from which the lexico-semantic relations can be extracted.
These dictionaries were made by teams of linguists for different languages: English,
French, Greek, Italian, German, Korean, Polish, etc. [17]. We use the full version of
the Russian computational morphological dictionary, developed at CIS, Munich [8].

During the research we designed 6 patterns for the hyponym and hypernym extrac-
tion from Russian texts. For every pattern we developed a finite state transducer in
Unitex and applied them to the text corpus of Russian DBPedia without accents.

To reduce the probability of matching incorrect contexts special rules were des-
ined. These rules are mostly exceptions, enclosed in the right negative contexts to the
left of the probable hypernym or hyponym. Hyponyms and hypernyms are matched
using the special symbols <N> (any noun) or <!DIC> (any token not found in the
dictionary). To increase the probability, that <!DIC> will match a noun, additional
special symbols are placed before and after this token in the pattern, e.g. a lexico-
grammatical classes like <A> for adjectives, <PREP> for prepositions, etc. or lexical
masks like <mepseriii> (first) for matching any word form of this numeral.
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The patterns with the examples are presented below (X — hypernym, Y — hypo-
nym).

Pattern 1. Takue/Takux/takum X, kak Y[, Y] u/mmu Y. (Such X as Y,[ Y,] and/or
Y). An example of a matched context:

B Unouu  sapoounuce  maxue  {[perueuu]=HYPER}  kax  {[unoy-
usm]=HYPO}, {[6v00usm]=HYPO}, {[cuxxuzm]=HYPO} u {[oxcatinuzm]=HYPO}.

(In India such {[religions]|=HYPER} as {[Hinduism]=HYPO}, {[Bud-
dhism]=HYPO}, {[Sikhism]=HYPO}, and {[Jainism]=HYPO} were born.)

Pattern 2. X, takue/raknx/takum kak Y[, Y][ w/mam Y]. (X, such as Y,[ Y,][
and/or Y7). An example of a matched context:

..{cucmem  [eeposanuti]=HYPER}, maxux kax  {[wamanuzm]=HYPO},
{[nonumeusm]=HYPO}, {[nanmeusm]=HYPO}, {[anumusm]=HYPO}.

(..{systems of [faith]=HYPER}, such as {[Shamanism]=HYPOQO}, {[Polythe-
ism]=HYPO}, {[Pantheism]=HYPO}, {[Animism]=HYPO}.)

Pattern 3. X: Y[, Y] w/mmm Y. (X: Y,[ Y,] and/or Y). A matched context:

..mup, nepedasaemvlii  uenogexy uepez {ezo  [owywenus]=HYPER}:
{[zpenue]=HYPO}, {[ciyx]=HYPO}, {[ob6onsnue]=HYPO}, {[ocsazanue]=HYPO} u
opyeue.

(...the world, transferred to a human through {his [senses]=HYPER}: {[vi-
sion]=HYPOQO}, {[hearing]=HYPO}, {[smelling]=HYPO}, {[feeling]=HYPO}, etc.)

Pattern 4. Y[, Y][(, a Takxke)/(Takxke wxak u)/u/mnu] apyrue/npyram/apyrux/o
apyrux X. (Y,[Y,] [(as well as)/and/or] other X). An example of a matched context:

Pacnpocmpanenue BUY-ungexyuu ces13ano, 21a8HblM 00pA30M, C He3AUUUeHHbI-
Mu nosioevimu KoHmaxkmamu, UucnoJjib3oearuem 3apastCeHHblX BUPYCOM
{[wnpuyes]=HYPQ}, {[uar]=HYPO} u {opyeux {meouyuncrux u napameouyumncxux
[uncmpymenmog]=HYPER}}...

(The major modes of HIV transition are sexual intercourse, unsterile reuse of sin-
gle use {[syringes]=HYPO}, {[needles]=HYPO} and {other {medical and paramedi-
cal [instruments]=HYPER}}...)

Pattern 5. Buabl/Tunsl/(opmeit/pazHoBuanocru/copra X, kak Y[, Y] uw/mim Y.
(Kinds/types/forms/sorts of X, such as Y,[ Y,] and/or Y). A matched context:

Takue suowt {[opyorcusa]=HYPER} xax {[wnaca]l=HYPO} u {[panupa]=HYPO}
mooaitce npuduUCiAiion K medam, 4mo He coecem 6epHO.

(Such kinds of {[weapon]=HYPER} as {[épée]=HYPO} and {[rapier]|=HYPO}
are classified as swords, that is not totally correct.)
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Pattern 6. Y — Bua/tun/dopma/pasnoBuanocre/copr  X. (Y is a
kind/type/form/sort of X). An example of a matched context:

{[X066u]=HYPQO} — suo {uenoseueckoii [0esmenrvrocmul}, nexoe sanamue ...
({[Hobby]=HYPO} is a kind of {human [activity]}, some engagement, interest...)

4 Results

We ran 6 finite state transducers for the corresponding 6 patterns on a test corpus of
the first 85,071 sentences of the full corpus [6]. It contains 3,058,878 tokens. We
manually verified the results, and found that 79.5% of the units were extracted cor-
rectly (see Table 1).

Table 1. The number of extracted units from the test and the full version of the corpus

Pattern | Extracted Extracted Extracted Errors, % | Extracted
contexts from | hypernyms | hyponyms contexts from
the test corpus | (errors) (errors) the full corpus

1 36 36 (5) 110 (12) 11.6 364

2 51 51 (13) 113 (24) 22.6 653

3 137 148 (37) | 560 (120) 22.2 1402

4 97 99 (15) 284 (51) 17.2 761

5 48 48 (12) 110 (19) 19.6 395

6 59 59 (18) 59 (18) 30.5 1279

Total: 428 | 441 (100) | 1236 (244) 20.5 4854

The second column contains the number of matched contexts with extracted hy-

pernyms (the third column) and hyponyms (the fourth column). We also applied these
6 developed FSTs on the full corpus [6]. This yielded 4,854 extracted contexts, in
which approximately 3,859 hypernyms and 11,144 hyponyms were extracted correct-

ly.

5 Conclusion

During the research we designed 6 lexico-syntactic patterns and verified them on a
large corpus. We developed 6 finite state transducers corresponding to these patterns
in Unitex. These FSTs matched 428 contexts on the test corpus and 4,854 contexts on
the full corpus, 79.5% of the extracted units from the test corpus were correct.

Acknowledgements. This work is partially supported by the RFH grant #13-04-
12020 “New open electronic thesaurus for Russian”.

38



References

10.

11.

12.

13.

14.
15.

16.

17.

Agirre, E., Olatz. A., Arregi, X., Artola, X., Diaz de llarraza, A., Lersundi, M., Martinez,
D., Sarasola, K., Urizar, R. Extraction of semantic relations from a Basque monolingual
dictionary using Constraint Grammar. In Proceedings of Euralex (2000)

Azarowa, |. V. RussNet as a computer lexicon for Russian (2008)

Braslavsky, P., Mukkin, M., Lyashevskaya, O., Bonch-Osmolovskaya, A.,
Krzhizhanovsky, A., Egorov, P. YARN: the beginning. In Computer Linguistics and Intel-
ligent Technologies 2013. V. 12(19). Part 3. (2013) - BpacnaBckwuii, I1., Myxun, M.,
JIsmeBckas, O. H., bonu-Ocmonosckas, A. A., Kpxxmxanosckuid, A., Eropos, I1. YARN:
Havyajo // KommbroTepHas NMHTBHUCTHKAa M HHTEJIEKTyaubHble TexHosoruu 2013. T.
12(19). 4. 3. 2013.

Caraballo, S. Automatic constraction of a hypernym-labeled noun hierarchy from text. In
Proceedings of the 37th Annual Meeting of the ACL, pp. 120-126 (1999)

Dolan, W., Vanderwende, L., Richardson, S. Automatically deriving structured knowledge
bases from on-line dictionaries. In Proceedings of the First Conference of the Pacific ACL,
pp- 5-14 (1993)

. Extended Abstracts Corpus without accents of Russian DBpedia:

http://cental.fltr.ucl.ac.be/team/~panchenko/data/serelex/co
rpus-ru-dbpedia-short-dea.csv

Hearst, M. A. Automatic acquisition of hyponyms from large text corpora. In ACL, pp.
539-545 (1992)

Nagel, S. Formenbildung im Russischen. Formale Beschreibung und Automatisierung fiir
das CISLEX-Worterbuchsystem (2002)

. Oakes, M.P. Using hearst’s rules for the automatic acquisition of hyponyms for mining a

Pharmaceutical corpus. In Proceedings of the RANLP Workshop, pp. 63-67 (2005)
Panchenko, A., Morozova, O., Naets, H.: A Semantic Similarity Measure Based on Lexi-
co-Syntactic Patterns. In Proceedings of KONVENS 2012 (Main track: poster presenta-
tions), pp. 174-178 (2012)

Ritter, A., Soderland, S., Etzioni, O. What is this, anyway: Automatic hypernym discov-
ery. In Proceedings of the 2009 AAAI Spring Symposium on Learning by Reading and
Learning to Read, pp. 88-93 (2009)

Russian DBpedia:

http://wiki.dbpedia.org/Downloads39

Sanfilippo, A., Poznanski, V. The acquisition of lexical knowledge from combined ma-
chine-readable dictionary sources. In Proceedings of the third Conference on Applied Nat-
ural Language Processing, pp. 80-87 (1992)

Serelex, http://serelex.cental .be/

Snow, R., Jurafsky, D., Ng, A. Learning syntactic patterns for automatic hypernym dis-
covery. In Proceedings of Advanced in Neural Information Processing systems, pp. 1297-
1304 (2004)

Unitex 3.lbeta. Available under LGPL license: http://www-igm.univ-—
mlv.fr/~unitex/ (2013)

Unitex 3.1beta Manual.
http://www-igm.univ-mlv.fr/~unitex/UnitexManual3.1l.pdf

39



ABTOMaTHYECKOE U3BJIeUYEeHHE T'HIEPOHUMOB U
TMIMOHUMOB U3 PYCCKOA3BIYHBLIX TEKCTOB

Kpucruna Cabuposa, Aptém Jlykanun

OxHO-Y panbckuii rocyIapcTBEHHbBIH yHUBEpCUTET, Yensaounck, Poccns
{bezadresa.net,artyom.lukanin}@gmail.com

AnHoTanmsi. ONMCaHHBII B CTaThe IOJIXO0] 110 U3BJICUSHUIO THIIEPOHIMOB U
THIIOHMMOB U3 PYCCKOSI3BIYHBIX TEKCTOB OCHOBAH Ha HCIIOJIb30BAaHUH NPABHIL.
IIpaBuia onmcaHbl ¢ TOMOIIBIO KOHEYHBIX TpeoOpa3oBaTeneil. Mul pa3pabora-
T 6 KOHEYHBIX MpeoOpa3zoBarelieil, KOMUPYIOMHX 6 JTeKCHKO-CHHTAKCHUECKIX
mabnoHoB. JIaHHBIA 1MOX0/ MOKa3bIBAET JHOCTATOYHO BBICOKYIO TOYHOCTH Ha
Kopryce pycckosi3pranoit DBPedia: u3 79.5% HaiiieHHBIX KOHTEKCTOB Ipa-
BUJILHO U3BJICYCHBI CJIOBA, HAXO/SIIIMECS B THIIEPOHUMIYECKUX OTHOIICHUSX.

KitioueBble cji0Ba. AHAIN3 TEKCTa, BOPIHET, THIIEPOHNUM, TUIIOHHUM, CYIIe-
CTBUTEIIBLHOE.
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Non-Linear Filtering of Images on the Basis of
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Abstract. In article consider the possibility of usage of generalized method of
least absolute values for non-linear filtering of images and signals. Generalized
Method of Least Absolute Values is more efficient than median methods of im-
age processing in case of impulse interference, as well as when suppressing
noise interference on high-contrast images. Workload in case of data smoothing
based on Generalized Method of Least Absolute Values is comparable with the
volume of calculations of median filter. Examples of realization of a method are
resulted.

Keywords: generalized method of least absolute values, image filtering, medi-
an filter, impulsive disturbance, smoothing.

Introduction

Noise suppression is one of topical problems of signals and images processing.
All linear filtering algorithms lead to smoothing of sharp overfalls of brightness of
images under processing. This feature, being most critical in case if the information is
intended for human user, shall not be conceptually excluded from the procedure of
linear processing. The point is that linear procedures are optimal when Gaussian dis-
tribution takes place with signals, interference and observed data. Technically, actual
images do not conform with this probability distribution. Moreover, one of basic
causes of this behavior is that an image has various boundaries, brightness overfalls,
texture transitions, and so on. In this respect, many real images locally described as
Gaussian within the limited area, unlikely appear as Gaussian objects. This is the
particular cause of poor rendering of boundaries with linear filtering.

Second feature of linear filtering is its optimality, as mentioned before, in connec-
tion with Gaussian nature of interference. Normally it is related to noise interference
on images, and due to this fact, when suppressed, their linear algorithms have high
rates. However, we often deal with images distorted with interference of other types.
One of which is impulsive disturbance. When interference affects the image we ob-
serve white or (and) black dots randomly scattered across the frame. Application of
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linear filtering in this case is inefficient, since each input pulse responds as filter pulse
characteristic, and altogether they promote interference distribution throughout the
frame area.

Successful solution for the described issue is the method of median filtering intro-
duced by John Wilder Tukey [1]. Sequential processing of each point of a frame oc-
curs when median filter is applied, resulting in formation of sequence of estimators
[2]. Conceptually, processing in separate points is independent, but to speedup the
process it is practical to use previous calculations on each step. Median filters are
efficient when impulse noise smoothing.

But the worst case for median filtering is high-contrast image. Median filter is sen-
sitive to high brightness overfalls. Thus, median filtering leads to signal depression,
which manifests as blurred contours of contrast image details. As well, during noise
suppression, pulses, which are close to each other, may persist. To eliminate the men-
tioned limitations, a number of various modifications to median filtering were pro-
posed [3-5]. They may include various weighed and adaptive algorithms of medial
filtering. In some cases these are of certain advantage compared to median filtering,
but still they are insufficiently formalized, and normally require additional a priori
information.

The research part

Let us consider the possibility of usage of generalized method of least absolute
values (GMLAV) for non-linear filtering of images and signals [6].

To simplify this, we describe data smoothing with regard to signals filtering. Let us
assume a non-stationary series of observations {x;,x,,...}. A fundamental case of
non-stationary process x, =a+§&, is overfall, where a is wanted signal, & — random

component. In terms of data smoothing this is the study of moving filter behavior on
the boundary. Behavior of moving median has been studied in many works. There-
fore, let us comparatively analyze the statistic performance of moving median and
GMLAV-estimators. The study will be made as per typical “overfall+noise” model

(2]
e Xgsee s X3 Xy HHo X L (1)
where x, ~(1-y)N(O0, 02) + N (u, 012), 0 =<y <1. Assume overfall value as (1) for

certainty, as in [2], # =5, and moving filter aperture as L =2m+1=5. In this case
moving median for any number of k equals to

LD
yk =med{xk_m,...,xk+m}= med{xk_z,...,xk+2}~

Moving GMLAV-estimator of mean value appears as

ygLD =arg n}zin Er_nm P(kaﬂ' - a|)= arg min Ei—z p(lxkﬂ» - a|),
a
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where p is a monotone increasing function twice continuously differentiable on the
positive half-line, with p(0) =0 and p"(x) <0 for any x > 0. Let's give examples of

such loss functions:
p)=p". 0<a<li pe)=hx+1) p@) =1-eM: p)=|d/(x+1)
p(x) = arctan(|x|).

For certainty, let us be confined to the cases of normal distribution of random er-
rors and symmetrical runouts. It is evident that Vk E[xk]= 0. Therefore, “ideally”, at
output the sequence shall be: ... ,y3=0,y,=0,y5=15, y¢ =15, .... Estimators of math-
ematical expectation (y;) and standard deviation (s,;) of mean value, median and
GMLA V-statistics on sequence “boundary-+noise” (1) are given in Tables 1 and 2.

Table 1. Estimators of mathematical expectation and standard deviation of mean value, median
and GMLA V-statistics on sequence “boundary+noise” x; ~ N(0,1)

g Loss functions
k| E
E X || | x|0’5 1n(]x| + 1) 1— M |x| / Qx| + 1) arctan(]x|)
Yir | 1,007 | 0,340 | 0,251 0,238 0,044 0,082 0,083
2 Sy 10,444 1 0,614 | 0,689 0,708 0,771 0,766 0,773
Yir 12,019 0,878 | 0,512 0,348 0,575 0,459 0,451
: Sye 10,451 | 0,748 | 0,988 1,038 1,650 1,459 1,457
Yi | 3,018 | 4,157 | 4,527 4,683 4,457 4,544 4,535
4 Sye 10,454 10,759 | 1,058 1,150 1,714 1,593 1,614
Vi | 4,006 | 4,697 | 4,799 4,812 5,010 4,982 4,984
> Sye 10,450 | 0,601 | 0,689 0,706 0,767 0,764 0,765

Table 2. Estimators of mathematical expectation and standard deviation of mean value, median
and GMLAV-statistics on sequence “boundary+noise”, x;, ~0,9N(0,1)+0,1N(0,9)

E Loss functions
k| g

20 2| | " 1an|+1) 1= |x|/Qx|+1) arctan(jx|>
2| Vi 10,998 (0,371 0,273 0,255 0,083 0,114 0,113
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S 10,592 10,694 | 0,769 0,782 0,934 0,911 0,918
Vi 12,006 | 1,028 | 0,748 0,623 0,867 0,764 0,763
3 Sy 10,591 11,030 | 1,300 1,440 1,942 1,810 1,819
Vi 13,008 3,991 | 4316 4,475 4,272 4,348 4,345
4 Sy 10,605 | 1,063 | 1,388 1,509 1,942 1,844 1,857
Vi 14,002 | 4,664 | 4,778 4,794 4,973 4,953 4,958
> S 10,599 10,697 | 0,780 0,811 0,922 0,897 0,895

Estimations were performed with Monte-Carlo method for the number of statisti-
cal tests M =400000 . Estimators of mathematical expectation are displayed on Fig-

ure 1: mean value (line 1), median (line 2), GMLAV-estimator with p(x) = arctan|x|

(line 3), and of input process at overfall (line 4) for x;, ~ N(0,1).

-~ 6 : : : :
Yk ! : : :
! ! ! !
§ e - Tum—m——
: ]
1 1
: :
R R PO . SR S ——
1 1 1
1 1 1
! : !
1 1 I ——1
R e b Ao demm oo 2
: : ] ! -
: : ! ! —4—3
s e vl B | ] -4
: : !
: : !
! ! !
L (R’ 7 At pmmmmoeoos A-mmmmmmm e
: : :
! !
0t--mmm— - - S S —
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1 1 | 1
| i | i
-1
1 2 3 4 5 6

Fig. 1. Estimators of mathematical expectation of mean value (line 1), median (line 2),
GMLAV-estimator (line 3), and of input process at overfall (line 4) for x;, ~ N(0,1).
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The analysis was performed near boundary (2 <k <35), since with k <2 and
k > 5 mathematical expectation of all moving estimators will coincide and be unbi-
ased. The results of the study make evident that smoothing based on GMLAV-
estimators leads to less diffusion of wanted signal at overfall, as compared to median
smoothing. Similar results were obtained for asymmetrical contamination.

We observe that there is a possibility of increasing the rate of Gaussian noise sup-
pression while maintaining the same efficiency for impulsive disturbance. This is
achieved by using convex-concave loss functions of type:

p(x) =1In(" +1), p(x) =1-exp(-**). o) =/ + 1],
p(x) = arctg(x]*°), 6> 0.

Implementation of moving GMLAV-smoothing is not much more complex than
median smoothing. Actually, in this case we do not need to resolve linear equation
systems to find nodal points since they are represented by values of input process
inside moving data window, namely x;_,,...,X;,,,- The task is reduced to their sim-

ple sorting, which may be simplified by using recurrent algorithms.

Moving GMLAV-smoothing process can be applied for suppression of noise in the
shape of overshoots, and for smoothing non-steady processes. However, joint analysis
of smoothed and noise components has independent significance.

Let us compare two methods of smoothing. We distort a photograph of the Moon
with impulse noise of 74% density. Then we process the noisy photograph (Fig. 2a)
by applying two-dimensional median filter (Fig. 2b), and then by Generalized Method
of Least Absolute Values (Fig. 2c¢), using the same aperture-cross and same number of
times.

Fig. 2. Photographs: a) noisy, b) processed with median filter, c¢) processed with GMLAV-
filter.

Signal-to-noise ratio is used as an objective criterion for image recovery quali-

ty [7]

W= 201g22

Js
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where s is recovery mean-square error calculated by the formula

=L G-y
Nl.=1 i i 2

N is number of pixels in the image, f(x,y) is initial (without additive noise) image,

f(x,y) is recovered image.

For median filter we obtained WLD = 12.86 dB, at that not only noise pixels re-
mained, but also the filter has modified the pixels of the initial image. When pro-
cessed with GMLAV-filter, we obtained WGLD = 38.67 dB. These results represent
higher stability of Generalized Method of Least Absolute Values against impulse
interference, as well as its efficiency with regard to noise suppression of high-contrast
images.

Conclusions

Thus, it is possible to draw the following conclusions:

1. Generalized Method of Least Absolute Values is more efficient than median
methods of image processing in case of impulse interference, as well as when sup-
pressing noise interference on high-contrast images.

2. Workload in case of data smoothing based on Generalized Method of Least Ab-
solute Values is comparable with the volume of calculations of median filter.
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AnHoTanus. llenplo cTaTbu sABISETCS aHANIN3 MPUMEHEHHs CIIIQ)KWBAaHHS HA
OCHOBE 0000IIEHHOTO METOJa HAaNMEHBIIUX MOoXyJei. B xome mcciemoBaHUs
OBUTO BBISBIICHO, YTO TPEIUIOKCHHBI METOJ CTIa)KHBaHUS NMPHBOAUT K MCHB-
HIeMy PacTeKaHHWIO TMOJIE3HOTO CHI'Haja MPU HAIMYUH HUMITYJECHBIX ITOMEX, a
TaKKe TPU MOJABICHUH LIYMOBBIX ITOMEX Ha KOHTPACTHBIX H300paKCHUSX.
TpynoeMKoCTh pealn3alii CrIIQ)KWBAHHS JAHHBIX Ha OCHOBE 00OOIIEHHOTO
METO/Ia HAUMEHBIIUX MOJYJIeH COM3MEepHMa C BBIYHCIUTEIBHBIMU 3aTpaTaMH
MEIMaHHOTO (MIBTpA.

KnroueBble cnoBa. Henuuelinass ¢unpTpanus, n300paxkeHne, CUTHAI, METOJ
HaMMEHBIINX MOAYIeH, TOMeXa, MOJaBIeHHE TOMEX.
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Abstract. This paper is devoted to image quality problem. We analyze ad-
vantages and disadvantages of existing methods. Classification of quality met-
rics into some groups has been done. Based on this classification, we formed
proposition about prospects of using this methods in solving image quality
problem.

Keywords: image processing, image fidelity, image quality, MSE, SSIM, VDP,
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Introduction

The problem of quality assessment arises in many different subjects. From com-
puter graphics, where rendering of complex scenes may had a lot of time. To bioin-
formatics and computer security, where quality and accuracy of images may safe
human lives. Although, count of image editors, which must define image quality and
may improve this, significantly increases.

Certainly, our eyes is good classifier of image fidelity, but there are a lot of dif-
ferent software systems, which must define quality of digital images. Consequently,
using of human resource is not acceptable for this problem.

In this paper we are describe of existing methods of quality image assessment.
Classification of quality metrics into some groups has been done. Although analyze of
advantages and disadvantages of the most promising methods was performed. We
tested these metrics on the collected set of images and selected metric, which we rec-
ommend to use for solving similar tasks.

Image quality assessment

Let there be two digital images: X — original, Y — test (distorted image — with
possible defects). The challenge is to build algorithm, which have these two images
and define quality assessment of test image.

Digital image may be represent with brightness matrix [ =
(pi_j)HXW, where p; ; € [a,b] N Z, H and W — height and width of image, respective-
ly. Although, in some cases, we will consider image as one-dimensional signal

X = (Xiw+i)

48



Basic metrics
At the beginning, we consider classic metrics that came to computer vision from
mathematical statistics. Mean squared error of images X and Y presented as

MSE(X,Y) = L N (x; — y;)?. Sometimes researchers considered root mean squared
N
error RMSE(X,Y) =/MSE(X,Y), which may be generalize on [,: d,(X,Y) =
1

Calx; = yiP)p.
Peak signal-to-noise ratio is calculated based on MSE and often apply for measure
L
M.
a) — is the dynamic range of allowable image pixel intensities (e.g., for image that
have allocations of 8 b/pixel of gray-scale, L = 255).
However, these metrics are not best instruments for quality assessment of images
[3], because they ignore features of human image perception.
Structural similarity metrics
In paper [7] was discussed reasons of creating metrics based on structural similari-
ty. The main idea is that human able to extract some structure from image and per-
ceive it, but not separately pixels. Therefore, metric, which can be measure amount
and kind of structural information from image, can significantly increases image qual-
ity assessment.
The first result in this approach was metric SSIM (Structural SIMilarity), which

computing as composition of: illumination (I(X,Y) = 2kxky*cL

2
of distortion when image was compressed. PSNR = 101log,, ol where L = (b —

Cy _
#§+u§+cl)’ contrast (c(X,Y) =

2050y+C. Ixy+C
x0y+Ca —X_2: where u, — expected value

——>——) and structural comparison (s(X,Y) =
O'x+0'y+C2 Ox0y+C3
of brightness, o, — standard deviation, o, — covariance of x and y, and Cy, C;, C5 —
some constants, that obtained experimentally.

(2ueny + €1) (204, + Cy)

(w2 +p2+C)(o2+02+C,)

For improve this metric we can compute weighted mean value of SSIM on local
features (local feature is small part of image, which focuses people’s attention; it is
known, that using local features allow to discard noise and improve quality of metric
[6]). Weight indicates the significance of this local feature.

MS-SSIM (Multi-scale SSIM) [8] allows to improve the image quality assessment.
This metric used setp by step computation c(X,Y) and s(X,Y) for different resolu-
tions. By using computation MS-SSIM for each local features we can get more im-
pressive results [2].

SCSSIM [1] allows to evaluate the image quality by using correction for the struc-
tural features of original and test images.

Visible Differences Predictor

First this metric was developed by Scott Daly in his paper [10]. He analyzed, how
to construct Human Visual System model for improving existing methods of image
quality assessment.

VDP receives 2 input images and generates output differences map (each pixel has
value, which describes how different the pixels of corresponding input images).
Schema of work VDP presents on Fig. 1. One of the advantages of this model is pos-

SSIM(X,Y) =1l(X,Y)*c(X,Y) *s(X,Y) =
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sibility to get prediction of local differences between images (on the pixel level),
while methods described previously provided a single value for the entire image. Alt-
hough, the basis of this metric are components that are already recognized in the
computer vision: CSF [11], Cortex transform [4, 11], psychometric Weibull function
[9]. One of the disadvantages of VDP is non-use information about color, and work
only with brightness.

Image —> Gamn?a P CSF
correction S

Cortex Psych:
Maskin, { sychometric
Transform > asking > Function

VDP
result

Fig. 1. Schema of Visual Differences Predictor

Anisotropy

Metrics, which described above, based on original image, and quality of test image
is defined in relation to it. However, there are a variety of tasks, in which we don’t
have original image. Such tasks are appear in different research areas related to image
quality assessment in real time. For example quality assessment of rendering complex
scene in which we don’t have template of image, or quality assessment of photograph
that made by medical device for analyze reliability of the data, and etc.

Quality and entropy are related subjects, however, noise and information of image
cannot be separated from each other (noise also has some information). For example,
human with good eyesight can easily distinguish a clear object even when the image
is noisy. However, analytically, entropy increases with sharpness but, in general, there
is not a fair correlation when images are noisy. Hence entropy by itself is not a good
indicator of image quality. And in paper [5] metric based on anisotropy was proposed,
which can be represent by following:

LMQ(X) = B * log;A(X),
where A(X) — anisotropy of image and B is a constant that must be determined to fix
the range of operative values (experimentally good results were obtained for B = 20).

Analyze image fidelity metrics

For analyze image fidelity metrics we collect set of images, which has been obtained
by various deformations of original image. Then these images were sorted by de-
crease quality in terms of human perception (this sort was done using quality image
assessment by three independent people). Result set of images in the sort order pre-
sent on Fig. 2 (presented reduced copies, real images have a size 256x256 pixels).
Names of the images correspond to deformation types: 1) shift(n) — shift brightness of
all pixels by n (i.e. image becomes lighter); 2) noise(n) — add Gaussian noise (the
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more n — the more noise); 3) jpeg(n) — image after compression by JPEG for different
sizes of block (the less n — the more defects); 4) blur(n) — Gaussian blur (the more n,
the more blur).

(c) shift25 (d) shift30

n
g) jpegl0 (h) jpeg8

\§ \l
(k) noise50 (1) jpegd

! \
\ 3
(m) jpeg2 (n) blur7 (p) blur1l

Fig. 2. Images for testing image fidelity metrics

Then testing of 4 metrics (PSNR, LMQ, variation of SSIM, VDP) was conducted.
Each metric returns evaluation image deformation — i.e. result that inverse to quality
and takes values from 0 (quality image) to 1 (deformed image). The resulting graph of
the image deformation (vertical axis) of the image (horizontal axis) presented on Fig.
3. Highline that main criteria for correctness of metric is not absolute deformation
value but result graph has been directed upwards (i.e. for any pair of images, defor-
mation value of left image must be greater than deformation value of right image).

0,80
0,60 PSNR
0,40 —e—LMQ
0,20 =@=SCSSIM
=@=\/DP

0,00

I ST SR RS R~ RY S BX S S VAN AV

NN S\ \e) NS A, S >SRN MR SR 7 SR\ NS

¢ \(}\) \Q . \QQ/ . \QQ/ \0\\5 N \QQ/ . \QQ/ \0\\5 \0\\) \o\&

Fig. 3. Graph for image quality assessment by metrics: PSNR, LMQ, SCSSIM, VDP.
As can be seen from the graph, the most correct results were obtained by metrics VDP

and SCSSIM. Metric LMQ also gave a good result, but poorly handled with images,
which are compressed using JPEG.
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Conclusions

In this paper we considered principal image fidelity metrics, from basic that came to
computer vision from mathematical statistics, to hybrid models that use modern
knowledge of computer vision and information quality assessment. Described metrics
split into the following groups: statistics (MSE, I, norm, PSNR); structural similarity
(SSIM, MSSIM, MS-SSIM, IW-SSIM, SCSSIM); human perception (VDP); anisot-
ropy (LMQ). Advantages and disadvantages of these methods were considered.

In the result of this work we determine that the presence of the original image should
be use VDP metric. If we don’t have original image for quality assessment, then
should be use LMQ, which is very costly from a computational point of view.
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CpaBHeHHMe METO/I0B OLIEHKH Ka4ecTBAa U300paKeHui
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AnHoTanms. PaccMarpuBaeTcs 3ajada OIEHKH KadecTBa IMU(GPOBOTO U300-
paxenus. [IpoaHann3upoBaHbl MPEUMYLIECTBA M HEAOCTATKH CYIIECTBYIOIIUX
MeTo/10B. [IpoBeneHa kiaccupUKaIis METPUK KauecTBa B HEKOTOPHIC TPYIIMEL.
Ha ocHoBe aHanmm3a U TECTHPOBAHUSI METOJOB Ha BBIOPAHHBIX M300pPaKEHHUSAX,
c(OPMHPOBAHO YTBEPIKICHUE O MEPCIEKTUBHOCTH HCIIOIb30BAHHS BHIOPAHHBIX
METOJIOB B PEIICHUH MTOCTABICHHON 3aIa4H.

KioueBble cioBa. aHau3 W300paKCHUI, METPUKH KauecTBa HM300pake-
Huii, image fidelity, MSE, SSIM, VDP, anuzotpomnusi.
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Zipf’s Law for LiveJournal

Nikita N. Trifonov

Kazan Federal University, Kazan, Russia
nikita-trif@yandex.ru

Abstract. The paper provides an overview of research of frequency of
language units on the material of the LiveJournal corpus. The corpus
includes texts on Russian language from 2002 to 2014 year, totaling more
than 5 million words of articles written by 2 thousand authors. Research
was held in the following main directions, represented in the present
work: estimation of coefficients for the Zipf’s law for different authors,
estimation of coefficients for the Zipf’s law for the total number of words
in all the analyzed articles.

Keywords: Zipf’s law, LiveJournal corpus, frequency of words, rank
distribution.

1 Introduction

Perhaps the most famous statistical distribution in linguistics is Zipf’s law: in any
large enough text, the frequency ranks (starting from the highest) of wordforms
or lemmas are inversely proportional to the corresponding frequencies [1]:

f(r)xr=e¢, (1)

where f(r) is the frequency of the unit (wordform or lemma) having the rank r
and c is a constant. With Mandelbrots improvements to Zipf’s law, the formula

(1) has next form [2]:
c

fry ==, )
where 7y is the exponent coefficient (near to 1). Zipf’s law is most easily observed
by plotting the data on a log — log graph, with the axes being log(rank order)

and log(frequency). After taking the logarithm of the formula (2) :

In(f(r)) = C —~in(r), (3)

The LiveJournal source chosen to collect the corpus because it makes it
possible to explore articles as a whole and separately for each author.

The LiveJournal! (LJ) is a social network owned by SUP Media where In-
ternet users can keep a blog, journal or diary, and is also the name of the free
and open source server software which runs the LiveJournal website and online
community.

! http://www.livejournal.com/
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In order to collect corpus of LiveJournal, created a program that gets the
text of articles written by one author, saves the text in a database and goes over
to another author for further information gathering.

2 Experimental Results

The graph plotted (Fig. 1) using for Zipf’s law the points: z, = logr, y, =
log f(r) where r = 1...n, and n is the number of different units (wordforms or
lemmas). The Ordinary Least Squares used to approximate such a graph by a
straight line y = ax + b, where a and b correspond to v and C for Zipf’s law (the
formula (3)) .

Rank distribution by Zipf's law

18

T T
=== truncation zone
Yt -1.34

16 H
== rank distribution

—,1087

14

In(f(r))

In(r)

Fig. 1. The Zipf’s law for the total number of words in all the analyzed articles.

The graph (Fig. 1) can be divided into three different parts. The first part is a
nuclear zone consisting of the most frequently used words in the Russian language
- prepositions, pronouns, etc. The central part of the graph very important for
exploring. It is most accurately described by Zipf’s law. The last part, called
"zone of truncation " consists of words which do not carry meaning, rarely used
terms and grammatical errors.

As the graph shows, the zone of truncation affects the result of the approx-
imation, and v coefficient in approximating line is differs from the expected.
However, if we do not consider the zone of truncation, approximation line al-
most merges with the graph of frequency distribution, and ~ coefficient satisfies
the improvements of Mandelbrot for Zipf’s law.

Ten authors, who written the highest number of letters in articles, were se-
lected for further researches.
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Table 1. List of 10 authors with the highest total number of words in articles

Author page on LiveJournal The total number of words used by the author
http://eto_fake.livejournal.com/ 584061
http://mzadornov.livejournal.com/ 583071
http://cuamckuykot.livejournal.com/ 347962
http://aillarionov.livejournal.com/ 302165
http://mgsupgs.livejournal.com / 260479
http://matveychev_oleg.livejournal.com/ 243579
http://steissd.livejournal.com/ 240800
http://kak_eto_sdelano.livejournal.com/ 234767
http://annatubten.livejournal.com/ 225701
http://adamashek.livejournal.com/ 214743

For each author from the list given in Table 1 made separate research. These
researches have shown that all of graphs correspond to the Zipf’s law. An example
of this graph you can see in Figure 2.

Rank distribution by Zipf's law

— rank distribution
N -=-=-v:-0.90

Fig. 2. Rank distribution by Zipf’s law for http://eto_fake.livejournal.com/

For comparison, made the research of rank distribution of word frequencies of
Zipfs law based on 4 volumes of books Leo Tolstoy’s "War and Peace." (Fig. 3)
There are differences between the list of the most frequently encountered
words of Leo Tolstoy’s works and the list of the most frequently encountered
words of contemporary authors represented on LiveJournal. These differences are
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Rank distribution by Zipf's law

12

—— rank distribution
N ===v:-1.06

6
In(r)

Fig. 3. Rank distribution by Zipf’s law for L. N. Tolstoi

related with the difference between the vocabulary of Leo Tolstoy and modern
vocabulary, as well as skills in writing texts.

3 Conclusion

Exponential coefficients of Zipf’s law depend on text volume, genre of the text
and author’s style. The zone of truncation encountered in the research of large
texts or texts written by different authors. Explanation of this phenomenon
needs more investigation.

Acknowledgements. I would like to thank Valery Dmitrievich Solovyev, Ed-
uard Yulyevich Lerner, and Vladimir Vladimirovich Bochkarev for helpful dis-
cussions.
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3akoHn Ilunda aias LiveJournal

Hukwura H. Tpudonon

Kazanckuit (Ilpusoskckuil) denepanbublii yausepcurer, Kazann, Poccust
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Awnsorauusi B craTbe npencraBieH 0630p UCCIEIOBAHNN 9aCTOTHI SI3bI-
KOBBIX €JIMHWI] Ha MaTrepuaje Kopmyca LiveJournal. Kopoyc Bkirouaer
TEKCThl HA PYCCKOM sI3bIKe, HanucaHnuble B repuos ¢ 2002 mo 2014 rog.
Brum uccnenosannl crarbu 2000 aBTOpoB, a Tak ke 6osee 5 000 000 cio-
BodopM m3 3THX crareii. VccaenoBanne ObLIO TPOBEIEHO B CJIEIYIOIIIX
OCHOBHBIX HaIIPaBJIEHUX, IPEICTABJIEHHBIX B HACTOAIIEN PaboTe: pacyer
K03bdurmeHToB 3akoHa [{urnda mo oTmebHBIM aBTOpaM, pacder Kodd-
dunmenTos 3akoHa [lurda mo BceM mpoaHAJIM3UPOBAHHBIM CTAThIM 0e3
muddepeHIrany Mo aBTopaM.

Kurouessbie cioBa: 3akon [lunda, kopuyc LiveJournal, yacrora BcTpe-
YaeMOCTH CJIOB, DAHIOBOE PacIpeiesIleHue.
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Moving Object Detection in Video Streams
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Abstract. Detection of moving objects in a video stream received from
a moving camera is difficult computer vision task, because the motion of
the camera blends with the motion of the objects in the scene. In order
to tackle this problem, we propose a method based on optical flow cal-
culation and Delaunay triangulation. Given a sequence of frames, firstly,
we extract the corner feature points using ORB algorithm and compute
optical flow vectors at the extracted feature points. Secondly, we sepa-
rate the optical flow vectors using K-Means clustering method. Third,
we classify each cluster into camera and object motion using its mean
scatter value. Finally, we represent the moving object using Delaunay
triangulation.

Keywords: moving objects, moving camera, unstable background, ORB,
optical flow, clustering, Delaunay triangulation

1 Introduction

Detection of moving objects of interest and tracking of such objects from frame
to frame is an important tasks in systems that perfoms of video data, such as
video surveillance systems, industrial robots, unmanned vehicles etc.

Fig. 1. Moving Object Detection in Video Streams Received from a Moving Camera
(a)ORB feature points. (b)Classification of feature points, (¢)Moving object in video
stream

Based on the type of motion between frames, all objects can be divided into
two classes: static and dynamic. Static objects maintain their position on the
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sequence of frames, dynamic objects change their position in space. There has
been considerable research focusing on the separation of static and dynamic
objects in video sequences taken from camera in stationary positions.

The classical object detection methods can not be applied directly for de-
tecting such objects in a scenario with a moving camera because there exist
multiple sources of motions from both the camera and the moving objects. In
our research we focus attention on the problem of moving object detection in
a video stream captured using a moving camera. To detect moving objects in
a moving camera environment we need to discriminate between camera motion
and object motions. Generally, there are three approaches to detect the moving
object under a moving camera:

e Compensation of camera motion by ego-motion estimation [1][2[;

e Separation of motions vectors in the input sequence using motion models
131141

e Segmentation of the camera and object motions using the graph cut algo-
rithm [5][6].

Some of these methods need an additional algorithmic stage to select the
moving object motion model, others require considerable computation time. We
decided to design an improved moving-object detection method using data from a
free-moving camera with a non-stationary background, which provides both high
detection performance and fast processing speed. In this paper we demonstrate
the proposed approach with initial results.

2 Motion estimation

For extracting structured information about the object of interest in the image,
we search for feature points of the scene.

A feature point in a scene M is called a scene point if it is coplanar with
other points in image neighborhood O(M) that can be distinguished from all
other neighborhoods O(N), which in turn are composed of several points IN.

2.1 Feature Point Detection

In the proposed method, to find the feature points of the image, the Oriented
Fast and Brief detector (ORB) is used (Fig. 1 (a)). When using this technique,
it is assumed that the intensity of the corner point is offset from the center
and this displacement vector can be considered as feature point direction. To
calculate a descriptor of the point p(z,y), ORB compares brightness values of
points located in its vicinity. This algorithm is invariant to image rotation, scale
change, and changes in lighting level, so it satisfies the main qualities required
of robust feature detectors and is suitable for a reliable estimation of moving
singular points.
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2.2 Optical flow computation

To determine the movement of objects in two-dimensional space using optical
sensor systems, algorithms in computer vision and image processing make use
of optical flow - the apparent motion of the image, which is a shift of each point
between two consecutive frames.

In our approach, we compute the optical flow vectors of image points by
searching for the corresponding feature points between two consecutive image
frames using the pyramidal Lucas-Kanade method. This process consists of two
tasks: generation of image pyramid and search for the correspondence feature
points on the image pyramid.

3 Motion Clustering

Clustering is the division of the set of input vectors into groups (clusters) on the
degree of "similarity" to each other.

In this paper, we cluster feature points using the length L and direction
0 of optical flow vectors. The feature points are described in the optical flow
coordinate (L, ).

All optical flow coordinate (L,6) were divided into blocks. Randomly were
selected the initial points for clustering. Number of clusters is an input parameter
of the method. In the present implementation of the algorithm is assumed two:
background and foreground.

4 Motion classification

The clusters generated are to be separated into those that relate to the movement
of the camera and those to moving objects.

In the proposed framework, we assume that the background occupies a larger
area of the frame than moving objects. Thus, the points that relate to the back-
ground have a greater dispersion than singular points belonging to objects in
motion (except in cases where the background has a large amount of small de-
tails). The assignment of each cluster to a background or a moving object can be
done using the measure of spread of the points within the cluster. To determine
the measure of the spread of points within each cluster, in the present work, we
use the standard deviation s as a discriminative metric.

Cluster, which has the highest standard deviation, be deemed to apply to
the background (Fig. 1 (b)).

5 Moving object detection

To select the area that relates to a movable object, in the proposed framework,
Delaunay triangulation has been used. Triangulation is a planar partition of the
2D space by plane figures, one of which is an outer infinity, and the rest are
triangles.
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When using Delaunay triangulation, for all resulting triangles, points of the
cluster except for points at vertices lie outside the circle circumscribed about
the triangle.

After constructing the Delaunay triangulation, the resulting set of triangles
with edges length exceeding a predetermined threshold are removed (Fig. 1 (c)).

6 Conclusion

In this work, we have developed an effective method for separation of moving
objects in the scene using data from an input video stream in the presence of
a non-stationary background. This method shows high frame rate performance
- 20-21 fps on a computer with a processor Intel Xeon E5420 1333 MHz and
4GB RAM. However, this value does not satisfy the operation mode in real
time (>24 frames per second). In order to improve the real-time performance of
the algorithm, we envisage that in subsequent implementations, in addition to
algorithmic optimization, implementation will be carried out on a graphics card
using software optimization libraries for CUDA and OpenCL. Also planned are:

e Exploration of the possibility of introducing additional parameters to im-
prove the quality of clustering.

e Implementation of automatic identification of cluster numbers in the step
for clustering singular points.

e Implementation of automatic identification of cluster numbers in the step
for clustering singular points.
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Brigenenue aBUKyIuxcsa o0ObEKTOB CIIEHBI U3
BXOJISIIIIETO BUAEOIIOTOKA IIPU HAJIMYINN
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Awnnporanusi ABroMaTHYecKoe BbIJIEJIEHUE JIBUXKYIIUXCSH OOBEKTOB CIe-
HBbI U3 BXOJAIIETO BHUIEOIIOTOKA — OJTHA W3 BaXKHEWININX 3a/1a49 aHAJIN3aA
n300parkenuii. 3a MOCIeIHee BpeMs OBLIIO MTPE/IJIOKEHO OOIBITOE KOTIHYe-
CTBO METO/IOB PeHIaloNuX JaHHYIO 3aJa4y IIPU yCJIOBUU HEIOIBUKHOCTHA
BHUJIeOKaMepbl. B OCHOBE 3TUX METO/IOB JIE2KUT IIPUHIIUI HAKOILJIEHUS Ka,/I-
POB U BbIsIBIIeHUsT u3MeHeHn# B HuX. OHAKO TPU HAJIWIHHU TOIBUKHOM
KaMepbl IPUMEHEHNE TAHHOTO II0/IX0a CTAHOBUTCS HEBO3MOXKHBIM. Bme-
CTe C TEM pPa3BUTHE aBTOHOMHBIX OECITHJIOTHBIX TPAHCIOPTHBIX CPEJICTB
TpebyeT peIeHns U 9TOH 3a/Jadu KOMIBIOTEPHOrO 3peHus. B mpeacTas-
JIEHHOI paboTe IMpeJyIoYKeH MeTOJ] HalleJIeHHBI Ha pelleHrne yKa3aHHON
3aJ1a9M, B €M0 OCHOBE JIEXKUT BBIJIEJIEHIE KTIOUYEBBIX TOYEK N300PAXKEHUS,
BBIYUCJICHUE ONTHYECKOrO MTOTOKA, CETMEHTAIlNsS M300pakeHusi Ha (DOH
1 0ObEKTHI OTHOCAIINECS K IIEPE/IHEMY IIaHA, MAPKUPOBAHUE yYIACTKOB
n3obparkenns. IIponsBenena oneHka pe3ynbTaTOB PabOTHI IIPEJIOXKEH-
HOT'O METOJIA.

KuaroueBble ciioBa: IBHXKYIMUiiCs OOBEKT, MOABUXKHAST KaMepa, HeCTa-
OUIbHBIN (DOH, ONTUIECKUN TOTOK, KJIACTEPU3AIUS, TPUAHTYIISIUS.
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Abstract. The paper presents the intermediate results of the research,
the final goal of which is to develop the universal algorithm for process
diagrams automatic visualization by text description of these processes.
The purpose of this study is to check the use of verbs as markers for the
semantic labeling of long fragments in scientific texts.

Keywords: automatic text fragmentation, text mining of scientific texts,
verbs-markers, dynamic text parameters.

1 Introduction and Problem Statement

An effective system of collecting, storage and data processing of scientific ob-
servations will raise any natural-science research to essentially new level. The
description of objects and procedures is presented in the form of natural lan-
guage texts. Therefore automatic transformation of texts into more effective
representations (such as activity diagrams, state diagrams, use case diagrams,
IDEFO0 diagrams, etc.) is required to reduce the cost of specialized information
systems creation.

Current researches in the field of process descriptions extraction from natu-
ral language texts are oriented to work with the news bulletins [1] or with other
objects from a very narrow areas [2,3]. The similar situation is beheld with the
problem of process visualization [4,5]. These algorithms assume the texts of the
small length containing concentrated information of a certain type. Researches
in the field of text processing for arbitrary structure and size are usually ori-
ented to extraction of objects, instead of processes, for example, on ontologies
construction|6]. To generalize existing algorithms of processes extraction to the
long natural language texts we have to use automatic segmentation and seman-
tic marking of the text to find places, suitable for these algorithms usage. The
objects of this research include long scientific, regulatory and educational texts
(articles, tutorials, monographs).

To reach these goals, it is necessary to allocate text fragments with various
assignments:

— static (descriptions of objects, definitions) for ontology extraction;
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— dynamic (description of processes, techniques and research procedures) for
activity diagrams and other process diagrams extraction.

A text can be divided into various fragments of these types with the use of
clustering on the base of statistical analysis of parts of speech distribution|7].
We simulated the reading process by the sliding window method (window is the
sequence of the length L of consecutive sentences). As clustering parameters,
for each window the total number of words and the number of various words
separately for nouns, verbs and adjectives are calculated. The studies of the var-
ious parameters distribution in long texts are focused mainly on the definition
of the author [8]. This method allows to divide scientific texts into fragments of
the types described above. For automatic illustration we have to find a way to
define fragments types. One possible way of solving this problem is to analyze
the distribution of verbs in the text. There are usually much less various verbs
than nouns in the texts, especially in business and scientific ones[9]. Linguis-
tic verbs classifications, e.g. the one given in the dictionary of linguistic terms
by Rosenthal[10], are not good enough for extracting information from scien-
tific texts. In scientific style, quite narrow verbs segments are applied, therefore
linguistic classifications can be called excessive. Besides, used verbs and their
meaning in the text significantly depend on concrete subject domain.

The purpose of the research is to check the possibility of using verbs as
markers for different types of fragments.

For the illustrations we used Bykov N. I., Popov E. S. Observing the dynam-
ics of snow cover in protected areas of the Altai-Sayan Ecoregion. Methodologi-
cal guidance. Krasnoyarsk. 2011. 64 pages. The text consists of 1257 sentences.
Parser identified 196 different verbs.

2 Mathematical model

Let V be the set of all natural language verbs. Scientific text T is represented as
an ordered set of natural language sentences T' = (si), where si, is kth sentence
in the text. Let Vi C V be the set of verbs in the sentence s;. For each verb
let’s define the list E, = (sg|v € V). This is an ordered list of sentences that
contain a verb v. |E,| is the number of occurrences of the verb v in the text
T'. Since the object of study is the verb distribution in the text, the cases of
multiple use of a single verb within a sentence can not be ignored. Text neigh-
borhood T¢ = (s;) of the verb v is an ordered set of sentences s;, such that
Vs; dsi € E, and |k —i| <= ¢, € is a non-negative integer. All the verbs from the
text T are divided into three groups. The first group contains rare verbs Vi, c.
The number of occurrences |E,| in the text for these verbs is below the border
B: |E,| < B. The second group includes common verbs Vipmmon. These verbs
get the largest values of |E,|, and are distributed relatively evenly within the
text. Typically, these are parts of collocations from scientific speech style, such
as "OCYWLECTBIATE’ ("TO CARRY OUT”), "TIPOM3BOJUTL” ("TO MAKE”). The third
group contains verbs-markers V,,qrker. Those verbs-markers are present in the
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text in sufficient quantities and are unevenly distributed. These verbs can also
be parts of collocations from scientific speech style.

Let each sentence sy of the text T be assigned to some cluster ¢ from a finite
set of clusters C. For example, the set of clusters can be obtained by clustering
on the base of the distribution of parts of speech along the text (described in
detail in [7]). Clusters are obtained automatically, so their boundaries can be
defined with an error margin. Let c{ be a subset of textual neighborhood T7,
which belonging to cluster c: ¢, =T Nec.

The verb v, is marker of cluster ¢, if |c{, |/|Ts |> o and
Va € Clag, |/|Ty | < o.The values of e and o are parameters of marker detection
algorithm and depend on the method of obtaining clusters C.

The text nest of verb-marker vy, is the set of verbs: Nt = {v|E,NT} # (0}.

3 Results and Conclusion

The mathematical model described is realized in algorithms for automatic label-
ing of text fragments and for construction of text nests of verbs. In the software
complex the sentence s, is implemented as a parse tree of Dialing parser'. The
table 1 presents the lists of verbs for the three clusters. The window size for clus-
tering L = 120 sentences. The algorithm parameters values is € = 7 sentences
and 0 = 0.9.

Table 1. Verbs-markers for clusters

Cluster annotation (expert) Verbs-markers (automatic extrac-
tion)

Cluster 1. Description of the research ob-|CIIVXUTh, CMOTPETE, 3ABUCETH, SABIATHCH,
jects: introduction definitions and process|0NPELENATD, VMETbD, TIPOUCXOOUTH
of snow formation. (TO SERVE, TO WATCH, TO DEPEND, TO BE,
TO DEFINE, TO HAVE, TO HAPPEN)
Cluster 2. Chapter about calculations|BHYUCIATE, BHYUACIATHCS, 3AINWCHBATHCA
and laboratory processing of research re-|{(TO CALCULATE, TO BE CALCULATE,
sults, different tables of classifications,|TO REGISTER)

fragments about parameters measurement.
Cluster 3. Observation methodology: ob-|{COCT0SITb, IPUHUMATHCS, UCIOIb30BATD,
servation areas marking, equipment and|PEKOMEHJIOBATD, BHTB (TO CONSIST,
recommendations. TO BE TAKEN, TO USE, TO RECOMMEND,
TO BE as a link-verb)

Let’s consider the example of a nest for marker "BEYUCIIATD” ("TO CALCULATE”)
for p = 7 sentences:

! http://aot.ru/
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HATIOMHUTE, OTCYTCTBOBATH, PACCUUTHIBATLHCA, OKPYIJIATH, 3AIIACTH,
NPENCTABJIATE, YUYWUTHBATBHCS, OKA3ATHCA, IPOBVMBATHCA, II03BOJIATSH,
BHBUPATH, IOACUYUTHBATDH (TD REMIND, TO BE ABSENT, TO BE
CALCULATED, TO ROUND, TO STORE, TO PRESENT, TO BE CONSIDERED,

TO APPEAR, TO BREAK THROUGH, TO ALLOW, TO CHOOSE, TO COUNT)

The nest obtained shows that the set of verbs, which is located around the
marker, belongs to the calculations and laboratory processing of research results
for snow cover observations.

The algorithm of fragments labeling and nests construction has been checked
using the test set containing 15 scientific texts of various authors and subjects.
Selected verbs-markers are consistent with the expert annotation of the frag-
ments content. Verbs-markers can be used for semantic labeling of automatically
separated fragments, although some of them have no semantic value and are just
stylistic features of a specific text. In the future we are planning to use verbs-
markers to improve the accuracy of fragments boundaries determining. The nests
of verbs received on the basis of the model presented will be used in algorithms
of processes visualization using their text descriptions.
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Awnnporanus B crarbe npejicraBiieHbl TPOMEXKYTOYHbBIE PE3YJIbTATHI UC-
CJIeZJOBaHUsI, KOHEYHO IIeJIbI0 KOTOPOI'O sIBJISIETCSI pa3paboTKa yHUBEP-
CaJIBHOTO aJITOPUTMAa JJI aBTOMATUIEeCKON BU3YyaJIN3aIliN JuarpaMM Ipo-
1IECCOB II0 TEKCTOBBIM ONMCAHUEM 3TUX IporeccoB. llesnb mamHoro ucce-
JOBaHUS — IIPOBEPKA BO3MOXKHOCTH NCIIOJIb30BAHNS IJIar0JIOB B KaUeCTBe
MAapKEPOB JJIsi CEMAHTUIECKOW MAPKUPOBKY JJINHHBIX (PPATMEHTOB B Ha-
YYHBIX TEKCTaX.

KuroueBnbie ciioBa: aBromaTrudeckoe parMeHTUPOBAHUE TEKCTa, text
mining, raroJbl-MapKepbl, JUHAMUYECKUE [TapaMeTPbl TEKCTA.
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Visual Analytics in FCA-based Clustering
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Abstract. Visual analytics is a subdomain of data analysis which com-
bines both human and machine analytical abilities and is applied mostly
in decision-making and data mining tasks. Triclustering, based on Formal
Concept Analysis (FCA), was developed to detect groups of objects with
similar properties under similar conditions. It is used in Social Network
Analysis (SNA) and is a basis for certain types of recommender systems.
The problem of triclustering algorithms is that they do not always pro-
duce meaningful clusters. This article describes a specific triclustering
algorithm and a prototype of a visual analytics platform for working
with obtained clusters. This tool is designed as a testing frameworkis
and is intended to help an analyst to grasp the results of triclustering
and recommender algorithms, and to make decisions on meaningfulness
of certain triclusters and recommendations.

Keywords: visual analytics, formal concept analysis, triclustering, social
network analysis.

1 Introduction

Classical Formal Concept Analysis (FCA) deals with data which describe a
relationship between a set of objects and a set of attributes and provides methods
to derive a concept hierarchy or formal ontology in them [1]. FCA is a powerful
tool for revealing dependencies in data and is commonly applied to data mining
(in particular, text mining), machine learning, knowledge management, semantic
webs, software development, and biology.

As a natural extension of FCA, Triadic Concept Analysis (TCA) manages
triadic data in a form of objects, their attributes, and conditions under which
these objects have certain attributes [2]. A common example is a social network
analysis with a context including users (objects), events they take part in (at-
tributes) and interests (which might be regarded as conditions under which a
user participates in a certain event).

As the task of finding all concepts or triconcepts is computationally chal-
lenging, certain relaxations of these terms have been introduced: biclusters [3]
and triclusters [4]. Here we address triclusters, i.e. combinations of sets of ob-
jects, their attributes, and conditions where not every object must have each
attribute. Triclustering provides an output in the form of object clusters with
similar attributes under similar conditions. Therefore, it is applied to mining
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users with common interests, applicants with similar competences or books la-
belled by close tags [5], [6]. Triclustering is also a basis for a certain type of
recommender systems [7], [8].

Visual analytics is an increasingly popular branch of Computer Science which
combines both human and computer qualities to solve a range of problems that
might lay beyond the power of man or machine separately. Actually, it is a sub-
domain of data analysis focusing on decision-making through data preprocessing,
data mining and interactive user interfaces. For instance, Siemens PLM software
allows developers to collect, process, visualize report data in the 3D engineering
environment, and make real-time decisions in the process of developing new ve-
hicles. The same method is used in situational and decision-making centres, in
nuclear power energetics, and in crime investigations.

In this paper, we explore these topics and describe a framework which uses
visual analytics to solve some problems in FCA.

2 Visual analytics

2.1 Definition and specificity

Generalizing and selecting crucial aspects of various definitions of visual an-
alytics [9], [10], here we propose the following one:

Visual analytics is a subdomain of data analysis focusing on analytical rea-
soning on the basis of interactive user interfaces in process of data mining, data
preprocessing, knowledge representation, discovering dependencies, and decision-
making.

Let us further consider core peculiarities of visual analytics and the tasks it
is designed to solve: [11]

1. Visual analytics usually deals with complicated problems with big amounts
of data requiring both human and machine resources.

2. The final goal of visual analysis is to enable users to obtain deep insight
in problems to be solved which might include processing of large amounts
of data from various sources. For this purpose visual analytics combines
both human and technological resources. On one hand, data mining and
statistics are the driving force of any automatic data analysis. On the other
hand, human brain’s aptitude for information perception and discovering
dependencies in data complies to machine techniques and thus turns visual
analytics into a promising sphere for further development.

3. Inits development, visual analytics fosters in its turn the development of data
mining, data representation and visualization, and analytical reporting.

4. Visual analytics also deals with human cognition, information perception,
Computer Science, interactive and graphical design.

5. Visual analytics combines methods of information visualization and graphi-
cal data representation where visualization fosters human perception by the
following means:

(a) Enlarging data resources capacities makes user memorize less
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(b) Reducing search, such as by representing a large amount of data in small
space

(¢) Enhancing recognition of patterns, such as when information is organized
in space by its time relationships

(d) Supporting easy relationship inference

e) Monitoring large amounts of potential events

f) Providing techniques for dynamic data monitoring

2.2 Siemems

Siemens uses visual analytics techniques in its product lifecycle management
(PLM) software enabling developers to collect, process, visualize report data in
the 3D engineering environment, and make real-time decisions in the process of
developing new vehicles.

Fig. 1. One of development stages with Siemens PLM Software

The crucial point is that this system allows real-time visual interaction. This
speeds up the processes of testing production for meeting given criteria, and
eliminating product quality problems.

2.3 Supernova modelling

A highly powerful implementation of visual analytics paradigm was fulfilled
by astrophysicists in Terascale Supernova Initiative (TSI) project. 2 The goal of

! http://www.plm.automation.siemens.com
2 science.energy.gov/~/media/ascr/ascac/pdf/meetings /mar03,/Mezzacappa.pdf
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the project is to give scientists from various fields access to powerful computation
resources in order to produce knowledge in the sphere of fundamental science. In
particular, the question of supernova birth was studied which encompassed 3D
turbulence, gravitation and magnetic field modelling. The scale of the investiga-
tion was impressive - the modelling resulted in terabytes of data. The analysis
of such amount of data lays beyond human power but combining human and
machine capabilities allowed to make some inferences from all the bulk of data.

3 Formal Concept Analysis and OA-biclustering

3.1 Main definitions

A formal context in FCA is a triple K = (G, M,I) where G is a set of
objects, M is a set of attributes, and the binary relation I C G x M shows
which object possesses which attribute. gI'm denotes that object g has attribute
m. For subsets of objects and attributes A C G and B C M Galois operators
are defined as follows:

A'={me M | gIm Vg € A},
B ' ={g€ G| gImV¥m e B}.

A pair (A, B) such that A C G,B C M, A’ = Band B’ = A, is called a formal
concept of a context K. The sets A and B are closed and called the extent and
the intent of a formal concept (A, B) respectively. For the set of objects A the
set of their common attributes A’ describes the similarity of objects of the set
A and the closed set A” is a cluster of similar objects (with the set of common
attributes A’).

The number of formal concepts of a context K = (G, M, I) can be quite large
(2 AIGLIMIY iy the worst case), and the problem of computing this number
is #P-complete [12]. There exist some ways to reduce the number of formal
concepts, for instance, choosing concepts by stability, index or extent size [13].

An alternative way is to make a relaxation of the definition of a formal
concept. One of them is an OA-bicluster [3].

If (9,m) € I, then (m’,¢’) is called an object-attribute bicluster with the density

A x )]
D e (e P

Bicluster density represents the percent of object-attribute pairs from the initial
context in a certain bicluster.

Here are the main properties of OA-biclusters:

1. For any bicluster (A, B) C 2¢ x 2M it is true that 0 < p(4, B) <1,
2. An OA-bicluster (m/, ¢') is a formal concept if p = 1,
3. If (m/, ¢’) is a bicluster, then (¢”,¢") < (m/,m”).

A bicluster (A, B) is called dense if its density is greater than a predefined
minimum threshold, i.e. p((A, B)) > pmin. The above mentioned properties show
that OA-biclusters differ from formal concepts since unit density is not required.
Below follows an illustrative example for triconcepts and triclusters.
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4 Triadic FCA and OAC-triclustering

As a solution for three-way data in FCA, Triadic Concept Analysis (TCA)
was introduced [2].

A triadic context K = (G, M, B,I) consists of sets G (objects), M (at-
tributes), B (conditions), and ternary relation I C G x M x B. An incidence
(g,m,b) € I shows that the object g has the attribute m under condition b.

We denote a triadic context by (X1, X2, X3, I). A triadic context K = (X1, Xo, X3, 1)
gives rise to the following dyadic contexts:

KW = (X1, Xy x X3, 1),
K(z) - (X27X3 X lel(z))a
K® = (X3, X1 x X5, 1%)),

where I (m,b) & mIM(g,b) < bIM (g, m) < (g,m,b) € I.

The derivation operators (or prime operators) induced by K (1) are denoted by
(.)®. For each induced dyadic context we have two kinds of derivation operators.
That is, for {i,7,k} = {1,2,3} with j < k and for Z C X; and W C X; x X ,
the (i)-derivation operators are defined by:

Z — ZW = {(x;,2r) € X; x X | xi, 2, 7 are related by I for all z; € Z},

W — WU = {z; € X; | 2;,2;, ) are related by I for all (z;,z;) € W}

A triadic concept of a triadic context K = (G, M, B, I) is a triple (A1, A3, A3)
of Ay C X1, Ay C X5, A3 C X3 such that for every {i,j,k} = {1,2,3} with
j < k we have A" = (4; x Ay).

Ay, Ay and Az are called the extent, the intent and the modus of (A1, As, As).

A set T = ((m,b)’,(g,b), (g, m)’) for a triple (g, m,b) € I is called an OAC-
tricluster (or object-attribute-condition tricluster or just tricluster) based on
prime operators. Here

(gvm)/ = {b | (gamvb) € I}a
(9,0)" ={m | (g, m,d) € I},
(m,b)" ={g| (9, m,b) € I}.

The density of a tricluster (A4, B, C) of a triadic context K = (G, M, B, I) is
given by the fraction of all triples of I in the tricluster, that is
_ [INAxBxC(C|
p(A, B, C) = Ziarer
The tricluster T' = (A, B, C) is called dense if its density is greater than a
predefined minimum threshold, i.e. p(T") > pmin. Just similarly to biclusters,

triclusters have the following properties:

1. For every triconcept (A, B,C) of a triadic context K = (G, M, B,I) with
nonempty sets A, B and C' we have p(A, B,C) =1,

2. For every tricluster (A, B,C) of a triadic context K = (G, M, B,I) with
nonempty sets A, B and C we have 0 < p(A, B,C) < 1.
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4.1 Example

Let us consider a sample context K = (U,1,S,Y), where U = {Ed, Leo,
Max} is a set of users, I = {soccer, hockey} — their interests, S = {soccer.com,
nhl.com, fifa.com, hockeycanada.ca} — sites they have added to bookmarks,
Y CU x I x S is a ternary relation between U, I, S which can be expressed by
Table 1:

11|72 51|52(53|54
S1(S2(83(S4
ullx |x U)X |X |X |X -
111X X
U2|X |X U2|X |X [X -
12 X X
U3|X [X U3|X |X X [X

Table 1. Sample context. Designations: u1 - Ed, us - Leo, us - Max, i1 - soccer, i3 -
hockey, s1 - soccer.com, s - nhl.com, s3 - fifa.com, s4 - hockeycanada.ca.

Here, generally, we have |U||I||S| = 24 triples to analyze. But actually, this
number is reduced to 11, as there are lots of void triples present.

Actually, users Ed, Leo and Max share the same interests and almost the
same sites (all the difference is that Leo has not bookmarked hockeycanada.ca).
The idea of clustering here is presented by a tricluster T' = ({u1,ug, us}, {i1, 2},
{s1, $2, 83, 84}) with density p = 11/24 = 0.46.

It is just one pattern to analyze instead of 11 in case of triples.

5 Implemented algorithms

The algorithms, described below, were implemented in Python 2.7.3 on a 2-
processor machine (Core i3-370M, 2.4 HGz) with 3.87 GB RAM. One can find
a description of testing procedure for these algorithms in [14] and [15].

5.1 OAC-prime triclustering algorithm

The hard core of the algorithm is quite simple: for all incidences (g, m,b) € T
for a triadic context K = (G, M, B, I) we build a tricluster T' = ((m, b)’, (g,b)’, (g,m)’).
If a tricluster is unique and its density exceeds a predefined minimum thresh-
old then it is added to an array of triclusters. A pseudocode of algorithm for
OAC-triclustering based on prime operators is presented below.

74



Algorithm 1 OAC-triclustering based on prime operators
Input: K = (G, M, B) - tricontext,
Pmin - density threshold
Output: T'dic = {X1, X2, X3} — a tricluster dictionary. X1 C G, X2 C M, X35 C
B
for (g,m,b) € I do
T = ((m, b)lv (9, b)lv (g m)/)
HashKey = hash(T)
if HashKey ¢ Tdic.keys() and p(T) > pmin then
TdiclhashKey| =T
end if
end for

5.2 Recommender algorithm based on triclustering

Algorithm 2 Recommender algorithm
Input: K = (U, T, R, I) - tricontext, Tr - a set of triclusters

Output: Tagrec, ReSrec - sets of recommended tags and re-
sources
for u € U do

for i =1,...,|Tr| do

: N _ 1/|RunNRyy | |TuNTry, |
sim (Ir:) = 5 [RuURr,,| ' TuUTr,,| )

Trpest = argmaz(simq (Tr;))
Ta’g'rec[i] = TTT'best \Tu
Resreclil = Rrvon \ R
end for
end for

The recommender algorithm applied to sets of a tricontext is analogous to
the one described in [7]. It takes as an input a context of three sets (objects,
attributes, conditions), and the set of triclusters obtained as a result of the OAC-
prime triclustering algorithm. For each user among all triclusters the one most
similar to triples with this user is selected. The similarity of triclusters and triples
is defined by function sim,, (Tr;). The algorithm returns sets T'ag,ec, ReSyec - tag
and resource recommendations for all users.

6 The challenge and visual tricluster analysis framework

The challenge of the problem of triclustering (as of clustering on the whole) is
to output meaningful, well-interpreted clusters. Actually, the term "meaningful"
is not formally defined and is used by people to express their own subjective
opinion on how well the task of clustering is solved, i.e. how similar the objects
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in same clusters are, how distant - in different ones, how it corresponds to real
world problems etc. Therefore, here an expert opinion might be useful, and
a prototype of a visual analytics framework, described below, provides visual
feedback for expert, and gives him ability to explore clusters in details.

HEEE
ENEEEEEE EEEEEEEEEN -
EEEEEEEEEEEEE NN
EEEEE B EEEEEEEE N
' HE EEE BSEEEEEEEN -
N EEE N e W | L
AEEE | | | BN AN N -
H EEEE H | EN N EEEEN-
AN EEE BN B B NN EN--
II=IIIIJ5II=IIIII=IIM

_m .|
| | B | e N | e me

t1 2 t3 t4 t5 t6 t7 18 9 t10 tll t12 €13 14 t15 t16 t17 t18 t19 120 TW

Highlighted tricluser: ([ud", 'u6', 'u15', 'u19], [2, 'W", '@, ‘20T, [F10', 'r17,
'129, 'r36', 167", 172, 75, 176, 79", 183, 190", 'r129', 'r134', "r145',
163", 'r1897)

Fig. 2. Highlighting a largest tricluster for a user-tag pair (u6,t4)

In figure 2, we can see a map of triclusters produced by algorithm 1 for a
context of 20 users, 20 tags, and 200 resources. The map is projected on the User-
Tag plane. The more a certain user-tag pair is presented in triclusters the darker
the corresponding square. A user-tag pair (u6,t12), for instance, is included in
73 triclusters (a dark red square) while (u5,t9) - just in 1 (a red square), and
no triclusters have a pair (u9,¢10) (a grey one).

All triclusters including a certain user-tag pair can be listed by clicking on the
"Triclusters" menu label. Similarly, triconcepts can be listed. One can also high-
light the biggest tricluster with a certain user-tag pair or output all triclusters of
the initial context ordered by density. Moreover, through the "Recommend at-
tributes" context menu option an analyst can depict the results of recommender
algorithm for a certain user (in this case, to show recommended tags).

The tool is intended to help an analyst to grasp the results of triclustering
and recommender algorithms, and to make decisions on meaningfulness of certain
triclusters and recommendations. The map helps the expert to quickly detect the
concentrated regions (dark squares) and visualize dense triclusters including the
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Fig. 3. Recommended tags for several users

corresponding triples. Further, it helps to make the decision whether the selected
dense tricluster is meaningful or not, i.e. if it really combines similar users, tags,
and resources.

7 Further work

There are several important issues to be regarded:

1. Limited human contribution: human contribution to triclustering in this vi-
sual analytics approach is limited and might only reach some hundreds of de-
cisions on certain triclusters (less plausible, a thousand). Therefore, machine
learning approach might help to learn the algorithm to classify meaningful
clusters. The distance metric on triclusters should be carefully chosen.

2. Scalability: the issue of scalability is quite challenging in the described tech-
nique, and is to be solved. In current state, the application can support only
contexts with one long dimension, for instance, a context of 20 users, 20
tags, and 400000 resources which can be projected onto a user-tag plane.
One possible way to address the scalability issue is to perform preliminary
clustering of objects, attributes, and conditions separately, and then choose
representatives from each cluster.

3. Extending the idea of a human-machine approach to other problems in FCA
or data mining, such as exploring implications and association rules in order
to find meaningful ones.
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8 Conclusion

Visual analytics, as one of the flourishing domains of data analysis, can be
useful in mining objects with similar attributes under similar conditions in a
context of social network data. A special algorithm was developed for uniting
such objects, attributes, and conditions in triclusters. The program framework
under development is intended to graphically display the results of this algorithm
and to empower an analyst to decide on the meaningfulness of clusters and tags
or resources recommendations for objects.
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BusyanpHasg anaJuTuka B 3ajiade
TpUKJIaCTEpU3allui, OCHOBAHHOII HA aHaJI3e
dbopMaabHBIX TTOHATHM

FOpwit Kanraumkuit
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Annoramus Tpukiacrepusanysi — 3TO CIIOcOd OOHAPYKEHUST OO HLEKTOB
CO CXOXKMMU CBONCTBAMM B KOHTEKCTE U3 TPEX MHOXKECTB cyrrHocTeil. Ha-
mpuMep, B 3ajJlavUe aHAJIN3a JAHHBIX COIMAIbHBIX CETE, TAKIMHU MHOYKE-
CTBAMU MOI'YT ObITH [IOJIb30BATEJIM, X UHTEPECHI U COOBITHUSI, B KOTOPBIX
OHU TIPUHUMAIOT y4yacTue. Tpukaacrepusalus 31eCh MOXKET IIOMOYb Haii-
TH TPYIIBI TOJIB30BATENEN C TIOXOXKUMHU UHTEPECAMH U, JIEJIATh UM PEKO-
MeH/J[aIU COOBITUI HA OCHOBE 3THX MHTEPECOB. B crarbe OnuChIBaETCS
KOHKPETHBIN aJITOPUTM TPUKJIACTEPU3ANUNA W MPOTOTUII MTPOTPAMMHOM
W1aTOPMBI [IJIsI BU3YAJILHOTO aHAIN3a MOJIYIEHHBIX TPUKIACTEPOB.

KuroueBbie ciioBa: Bu3yasibHasl aHAJNTUKA, aHAIN3 (POPMAJIBHBIX MO~
HATUHI, TPUKJIACTEPU3AIUsA, aHAJIU3 COMAJIbHBIX CeTeil.
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Abstract. The article describes an approach to scientific publications repository
creation based on ontology approach and corpus linguistics methods, processing
of unstructured data (scientific papers) using GATE. Implementation of dis-
cussed methods is intended to decrease significantly labor intensity of infor-
mation search and analysis, provide operational use of information in research.

Keywords: ontology, GATE, scientific publication

1 Introduction

The number of academic publications has been growing day by day. It can be ex-
plained by the fact that the Internet has made a lot of publications and e-libraries
available (RINC, Springer, ACM etc). Complexity of academic papers search on the
particular subject is increasing in this regard. To improve search quality and speed
information resources have to be systemized and well arranged, a user has to be given
convenient navigating and query facilities.

To solve the task of text data processing statistics (latent semantic search), graph
and ontological methods are implemented. Every method listed above has its draw-
backs. Latent semantic analysis does not take into account semantics. Graph methods
cannot be applied to academic search due to absence of evident links among docu-
ments. Ontologies have a limited application owing to lack of ontologies building;
moreover building indexes and its support are time consuming. Semistructured char-
acter of information and heterogeneity of its sources involve implementing tools and
methods of artificial intelligence to sort out the tasks of text data processing (text
mining, Semantic Web technology and agent technology).

2 Document ontology

To search, analyze and classify, catalogue and store information efficiently consoli-
dating knowledge about their content and structure is needed.

Information about the following aspects of electronic documents is critical: docu-
ment size (format), document type, document layout (document structure).
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While creating ontological resource notions about all three aspects of representing
information are included in the document. Each element is described by ontology.
Notions from different aspects should be interconnected therefore adjacent electronic
document ontology is created. There are many projects of development document
ontology (for example, Dublin core [4], project ontologies «docOnto» [3], Document
ontology SHOE [5], Document Ontology of Research Centre Linked Data DERI [9],
Muninn project document ontology [9]), but each existing document ontology has its
advantages and disadvantages for solving our tasks. So, we create own ontology spe-
cialized on academic paper description.

3 Academic paper description

In this research most popular academic paper structure was analyzed. Rules describe
the article in the academic journal as “original research, which should faithfully re-
flect the content and results of the research”. Hypothesis should be put forward and
evidence should be provided to prove it. The article normally provides clear accurate
findings.

According to these recommendations most typical elements of academic papers
were identified (see Table 1). Each section has a particular function; its tasks are for-
malized and described in guidelines and numerous article writing handbooks provide
substantial information on writing each section. Understanding functions, which each
section has, makes further identification of key article elements and search automa-
tion. Article title, authors’ names, affiliation are not worth processing as they are
unique elements of the structure. The key words set describes field of research in
terminology terms, this set is relatively verified sample of the most frequent terms.
Ontology of scientific publication were described on OWL language.

4 System implementation

The demands to these systems were augmentability, support of amount of lan-
guages, possibility to work with thesauruses and other ontological resources. After
analyses of existing systems GATE [2] (General Architecture for Text Engineering)
was chosen. GATE is a set of Java tools for natural languages processing. This open
code system suits operations of processing texts of any size. It is necessary to note
that in linguistic resources, which are used while working with GATE there are three
types of data: documents, corpuses and annotations.

The following tasks are solved through means of GATE: organization of annotated
storage of articles, implementation of mechanism of key words automated highlight-
ing, realization of mechanism of automated structure analysis of publications in undi-
rected formats introduction, identifying key structure elements of the article, identify-
ing relationships between articles. Obviously, functional capabilities of GATE are
limited; to solve all the mentioned tasks own solutions through implementation of
GATE API are planned.
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Table 1. Essential article parts

Avrticle part

Description

Abstract

Abstract contains important information about most im-
portant sections of the article. It does not provide references.
Normally, objectives, methods, procedures and the main con-
clusions are described.

Introduction
History
Background

Introduction focuses on providing sufficient information
about the field of research that is why this section usually has a
lot of references. Introduction also contains objectives and tasks
of the article. This section refers to general situation in the field
of research. Introduction provides specification of the scale of
research; rationale of choice of methods, preliminary results
and conclusion.

Previous research
Literature review

The main function of Previous research/Literature review —
is to analyze published sources, which illustrate one way or
another the problem the article refer to. Previous re-
search/Literature review might be written as a general review or
a review of literature for a particular period of time.

Present Approach A key article sector, varying from article to article, Present
Objectives Approach/Objectives/Hypothesis/Model/Analysis Methodology
Hypothesis section describes uniqueness of the approach to problem solu-
Model tion and approach development. Hypothesis and interpretation
Analysis Meth- methodology of data collected are presented in this section. It
odology gives detailed method, methodology and procedure description.
Results Results/Statistical Analysis section gives the summary of the

Statistical Analy-
sis

results/data sometimes tables, diagrams and other visuals are
added.

Theoretical Im-

Theoretical Implications/Summary/Conclusion section is

plications usually a final section of the paper containing critical analysis

Summary and interpretation of results.

Conclusion

References References section provides references to sources organized
in accordance with editorial guidelines and instructions

Appendix Important nonintegrated data are placed in Appendix Sec-

tion.

Acknowledge-
ments

Acknowledgements section is typically placed at the begin-
ning or in the end of the article and is expression of gratitude to
all who helped in research, writing the article etc.

The first stage of processing the corpus is creating aggregate document storage and
filling it with articles. It is necessary to provide convenient and efficient support
(storage and adding) of raw documents. Creating a separate catalogue to store docu-
ments with rubrics identified by experts is vital to implement GATE in future. Be-
sides, Alfresco is implemented in Java language, which makes ontology processing
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components integration with Semantic Web tools easier, as these tools are imple-
mented on this language.

Linguistic markup is one of the key concepts of corpus linguistics. Linguistic
markup identifies texts various parameters, allowing to achieve intelligent search in
corpus. Text markup allows include metadata attribute to texts and their components.
Basic markup is provided by GATE ready functions: tokenization and paragraphs,
sentences and words markup on its basis; morpho-syntactic analysis (identifying the
part of speech). More complicated markup (bibliography, the credits, etc.) may be
realized by GATE tools improvement. The set of key words represents the paper in
general and characterizes the work from the point of its relevance. Therefore charac-
terizing the text via key words is critical for efficient academic search. ldentifying key
concepts cannot be executed through basic functions of GATE that is why additional
module with application of GATE API is implemented in the system. To develop
research prototype frequency approach is used due to its ease of use.

5 Conclusion

Implementation of discussed methods is intended to decrease significantly labour
intensity of information search and analysis, provide operational use of information in
research, and increase the amount of information from different sources available for
processing. The basic mechanism of the system is knowledge oriented which allows
providing integrated solutions to the tasks. Now it can be seen that the basis for crea-
tion of the intellectual system supporting research and providing efficient feedback is
developed.

Acknowledgements. The reported study is supported by RFBR, research project
Ne14-07-31273.
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AHHOTanmmsi. B cTaThe omMMCBHIBACTCA TOAXOJ K CO3MaHHIO XPaHHJIMIIA
HAYYHBIX MYONHMKAIMHA C TOAIEPIKKONH CEeMAHTHYECKOrO WHICKCHPOBAHUS Ha
OCHOBE OHTOJIOTMYECKOTO TOIX0/d, METOJOB KOMITbIOTEPHOM JIMHIBUCTHKH H
00pabOTKM HECTPYKTYPHPOBAHHBIX MAaHHBIX. B KadeCcTBE MHCTPYMEHTAIbHOM
cpenbl st 00pabOTKU TEKCTOB HCmob3yeTcs miathpopma GATE. /s ananuza
MyOIMKaIUii NCTIONIB3YIOTCS CIIEIHANbHO pa3padOTaHHbIE OHTOJOTHUECKUE pe-
CYpPChI, ONUCHIBAIOIINE CTPYKTYpY NyOnukanuii 1 ux ¢opmar. Takxke mpu 06-
paboTKe TEKCTOB UCIONB3YIOTCS CIIOBAPU KITIOUEBBIX CIIOB U YACTOTHBIE Xapak-
TEPUCTHKU TEKCTa. Peanusamusi mpearaeMoro moaxo/ia Mo3BOJIUT YIPOCTHTh
MMOUCK M aHANN3 MyOJMKAIMi 10 3aJaHHO TeMaTHKE, BBISIBUTH CBSI3H MEXIY
HUMH.

KoroueBsnie cnoBa. ontonorus, GATE, Hayunas myOnukanust.
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Automatic Defect Recognition in Corrosion Logging
Using Magnetic Imaging Defectoscopy Data
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Abstract. The Magnetic Imaging Defectoscopy is designed for detection of cor-
rosion zones in oil wells. Location of corrosion zones is a time-consuming pro-
cess, during which some defects can be missed. Therefore this process shall be
automated. This document describes an algorithm of automatic defect recogni-
tion based on maximum likelihood criterion and the use of wavelet threshold
processing for noise reduction and pre-conditioning of experimental data.

Keywords: Magnetic Imaging Defectoscopy (MID), wavelet filtering, maxi-
mum likelihood criterion.

1 Introduction

The Magnetic Imaging Defectoscopy can be used to identify defects, corrosion inter-
vals in oil wells. The tool generates an electromagnetic pulse and receives time-
related response of tubing and casing walls. The attenuation rate of the response de-
pends on the electromagnetic characteristics of the tube material and its thickness.
Metal loss due to corrosion causes a faster decay than non-corroded metal.

The Magnetic Imaging Defectoscope (MID) contains of two sensors: the short and
the long sensors. The short sensor is 120 mm in length designed to sense the tubing.
The sensor generates a short pulse (50 ms) of low amplitude and magnetises basically
the first barrier only, and then receives the response of 0.1 ms to 75 ms. Each decay of
the short sensor consists of 42 points. The long sensor is 320 mm long; it generates
pulses of greater amplitude and duration (250 ms) and takes the total response from
both the first and second barriers (tubing and casing) within 275 ms. Each decay of
the long sensor contains 51 points. Thus, the experimental data are presented by the
42 logs for the short sensor and 51 logs for the long sensor (Fig. 1).

Each log of the long or short sensors can be divided into the trend and drift
components. The trend means a log component slowly varying with depth (can be
found, for example, using a median filter). The drift means a component rapidly
varying with depth, which shows deviation of real log from the trend [1].
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Fig. 1. Responses of the short and long MID sensors.

A DRIFT panel shall be built for visualisation of a drift components normalised to the
standard deviation (STD). Generally, it is a three-dimensional graph, where the verti-
cal axis shows the depths, the horizontal axis shows the decay time and the colour
determines the signal amplitude (see Fig. 2). Gain in signal at depths of X835 ft and
X820 ft corresponds to the tubing and casing collars, respectively. Gain in signal at
depths of X855 ft also corresponds to the casing collars. Reduction in signal at the
depth of X837 ft displays casing corrosion, which can be detected through the tubing.

Nowadays, corrosion zones are detected during well log analysis, i.e. their location
is arbitrary. Moreover, the analysis of 6,000 — 9,000 ft wells consumes plenty of time,
during which the defects can be missed. Therefore solution to this problem is automa-
tion of corrosion interval detection.

2 Automatic Recognition of Corrosion Intervals

2.1  Wavelet Filtering of DRIFT Data

Data are pre-filtered to remove the noise components, which could affect the
performance of the recognition algorithm.

A two-dimensional wavelet decomposition is applied to DRIFT data. This wavelet
decomposition is designed for processing of two-dimensional pictures with
commensurable number of points in X- and Y-directions. In our case, the number of
counts in the vertical axis (i.e. well depth) has an order of thousands that ten and
hundred times greater than the number of values of horizontal axis (totally 42 and 51
time-related counts), therefore the two-dimensional wavelet decomposition is used
first and then the one-dimensional wavelet decomposition in X-direction. The
threshold value is calculated by two methods: Donoho and Birgé-Massart strategies
[2, 3].
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3 Algorithm of automatic corrosion recognition

An algorithm of automatic defect recognition includes two main steps:

1. Construction of binary maps according to DRIFT panels;

2. Making a decision on significant deviation on binary maps;
1. Construction of binary maps using data from DRIFT panels. Statistical DRIFT data
&:.q, are converted into binary maps by some THR threshold. It is necessary to take
into account that increase of the signal corresponds to the presence of collar:

(1 if &4 >THR ,
Ne.a ‘{0 if &4 <THR' )

and decrease of the signal, on the contrary, corresponds to the presence of corrosion:

(1 if &4 <-THR 5
Mea = {0 if &q4=-THR' )

2. The automatic defect recognition process is based on the decision theory. There are
two hypotheses: H, — the defect is absent and H; — the defect is present.

P(x=1/Hy) = a,P(x=0/Hy) = 1—a, 4)
Px=1/H)= 1= B,P(x=0/H)= B, ®)

where o - error of first kind, B - error of second kind.
Each hypothesis has its likelihood function. A value of the likelihood logarithm is
calculated for each hypothesis at each depth point.

The defect is absent:

1(0) = XterMealna + Zte[(l - nt,a) In(1 - o) (6)
The defect is present:
1= {Ztel Ut,d}ln(l -B)+ {Ztel(l - Ut,d)}ln B. (7)

Then the two-decision statistical hypothesis is verified by the maximum likelihood
method:

1(1) = 1(0) = Hic, (8)

where 21C = 0 - the decision threshold by the maximum likelihood criterion [4].
Figure 2 illustrates an example of corrosion in the casing, as the defect appears on the
LONG DRIFT panel. The algorithm correctly identified the presence of corrosion and
referred it to the corrosion of the first barrier, which is the tubing.
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Fig. 2. Corrosion in the casing. Left to right: The DEPTH panel, TUBING CORROSION
shows corrosion in the tubing, SHORT DRIFT is the drift panel for the short sensor, WELL
SKETCH depicts well completion, LONG DRIFT is the drift panel for the long sensor, and
CASING CORROSION shows corrosion in the casing.

In order to verify the algorithm, data from 11 wells were processed. Corrosions
found during the well log analysis were compared with those processed by the algo-
rithm. The following results were obtained: the automatic defect recognition algo-
rithm accurately separates the defects of the 1st and 2nd barriers. When configuring
the algorithm to search for small intervals of corrosion (metal loss less than 10%), lots
of false defects are indicated, which complicates data processing. With such configu-
ration, the algorithm detects 89% of the first barrier corrosions and 93% of the second
barrier corrosions. Defects with metal loss less than 10% are not dangerous, unlike
major defects with metal loss greater than 10%. The algorithm is designed to find
major defects. When setting the appropriate algorithm parameters, all defects, includ-
ing a small number of false defects, are detected. Thus, the automatic defect recogni-
tion allows quick identification of probable corrosion zones, on which the well log
analyst should focus. This, in its turn, increases the speed and quality of data interpre-
tation.
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ABTOMaTH4YeCKOe O0HapyKeHHe AeeKTOB U KOPPO3UH
He(PTAHBIX CKBAKUH 110 TAHHBIM MATHUTHO-
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AHHoOTanusi. MarHUTHO-UMIYJIbCHAsI Ae(EKTOCKOINS IpeJHa3HaYeHa s
BBIIBJICHUSI PA3INYHBIX JIeEeKTOB U MHTEPBAJOB KOPPO3WH. BBICOKOUYBCTBH-
TeNbHbIE JaTYNKH, TPEACTABIAIOMUe Co00H MPHEMHO-BO30OYKAAIONIIE KaTyIII-
KH, MO3BOJISIIOT AHAIM3HPOBATH OTKIMK OT OKPYXAIOIIEH Cpelxsl B IMIHPOKOM
JMama3oHe BpeMeH. B HacTosmee BpeMsl ONpeAeNneHre 30H KOPPO3UH OCYy-
IIECTBISIETCSl MHTEPIPETaTOPOM, T.€. HOCHT CyOBEKTHUBHBIH XapakTep. boiee
Toro, aHanmu3 2.5-3 kM ckBaxxuHsl (oxono 300 Tpydoxk HKT u kosoHHBI) — 3TO
Tpyno€MKuil mporecc, B X0Jie KOTOPOTO 4acTh Je(pEKTOB MOXKET OBITh MPOITy-
meHa. J{JI1 NCKITFOUeHNsI TaKOTO POoJia OMIMOOK HEOOXOANMO aBTOMATH3HPOBATh
Tporece MOMCKa HHTEPBAJIOB KOppo3uu. B paboTe mpeanokeH anroputM aBTo-
MaTHYECKOTO PAaCIO3HABaHMS AE(PEKTOB, MO3BOISIOMNI pa3/eUTh TUIIHIHBIE
U HETUINYHBIE OTKJIUKH. Tak >e pacCMOTPEHO INPHMEHEHHE IIOpOrOBOi
BEHBIIeT-00pabOTKH /IS TTOJABICHUS IIYMOB U IIPEABAPUTEIBLHOM MOATOTOBKH
SKCIEPHUMEHTAIBHBIX JAHHBIX K AaJIbHEHIICH 00paboTKe.

KnrodeBble cjI0Ba: MarHWTHO — UMITyIbCHAst Oe(EKTOCKOIUS, BeHBIeT-
¢$uIbTpanys, KPUTEPH MaKCUMAIEHOTO MPaBJOHOA00HS.
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Automated Generation of Assessment Test Items
from Text: Some Quality Aspects

Andrey Kurtasov

Vologda State University, Vologda, Russia
akurtasov@gmail.com

Abstract This paper overviews the problem of automated generation of
assessment test items from natural-language text. In a previously pub-
lished article, an experimental system aimed at generating fill-in-the-
blank test items from Russian text was decribed. In this paper, some
aspects of the system’s quality are analyzed. Main directions for future
work are defined, including evaluation of the system and development of
methods for filtering text fragments and selecting words to blank out.

Key words: educational assessment, natural language processing, Rus-
sian language, test item generation, question generation.

1 Introduction

The teaching process of today widely uses electronic text resources that were
not originally intended for use as teaching aids. This is especially true for sub-
jects that deal with rapidly developing domains such as information technology.
Teaching these subjects may benefit from use of various articles and technical
papers, which do not contain test questions or exercises, as opposed to text-
books. Developing the exercises is a complex task that may require a teacher to
spend a significant amount of time on. A promising way to facilitate this task is
automated generation of test items from text with the help of Natural Language
Processing (NLP).

The general idea is to extract fragments from the source text document and to
transform them into questions or test items. This idea has been studied by several
researchers, and is commonly considered difficult to implement. For instance,
Heilman [1] has discovered numerous challenges in question generation from
text. These include linguistic challenges (lexical, syntactic, discourse-related) as
well as various challenges related to the application of question generation tools
in classrooms (usability, human-computer interaction issues).

Previously, we have described an experimental system for generating fill-
in-the-blank test items from Russian-language text, which is designed for use
with the e-learning platform Moodle! [2]. We have showed that the automated
generation of test items is not accomplished easily, but can yield some useful
results. In this paper, we are going to review the quality aspects of the approach
being studied and consider ways to improve it.

! https://moodle.org/
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2 Test Item Generation: Approach and Quality Aspects

We present the approach as the sequential application of text processors that
perform the following operations on the document:

1. Text preprocessing — to convert a raw text file into a well-defined sequence
of linguistically meaningful units (as defined in [3]), or segments

2. Segment filtering — to filter the set of segments so that it contains the most
salient segments

3. Test item generation — to transform the text segments into test items

Let us consider each of the operations from the quality perspective.

2.1 Text Preprocessing

This operation consists of two stages: document triage and text segmentation.
Document triage is the process of converting a digital file into a well-defined
text document. It involves such actions as character encoding identification and
text sectioning (identificating the actual content within a file while discarding
headers, links, and formatting features). This stage is solely technical and easy
to accomplish with available software tools. However, it could crucially affect the
results (e.g. improper encoding detection would make the Russian text unread-
able), and should be a significant concern to the software developers.

Text segmentation is performed to acquire segments from which to produce
test items. Previously we referred to this stage as sentence splitting, because we
use sentences as basic segments, while considering a sentence to be a semantically
complete portion of text. At first sight, a sentence is a sequence of characters
that ends with “.”, “I”, or “?”, but in practice one should keep in mind that these
characters can also be used inside one sentence [4]. Today’s NLP tools perform
sentence splitting with fairly high precision. In preliminary experiments we used
a tokenization module provided by the AOT toolkit?, which recognizes common
Russian abbreviations with periods, such as “r.” (year), “rr.” (years), “u . x.”
(etc.), “r. e.” (i.e.), “r. w.” (so called), as well as special text features such as
bulleted lists, sentences enclosed in quotation marks or parentheses, and URLs.
The experiments have shown that this step does not introduce a significant
number of errors in the resulting test items.

In some cases, it may be reasonable to include more than one sentence in a
segment (when multiple sentences are used to express one significant thought).
While automatic detection of such sentence groups is a complex semantics-
related task, we assume that the user should be given an ability to see the
context of the processed sentence at the test item generation step. This ability
would allow the user to expand the segment if needed, and should be considered
for implementation during the user interface design of the generating software.

2 http://wuw.aot.ru/
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2.2 Segment Filtering

It is obvious that not every text sentence is appropriate for test item generation.
We assume that proper filtering of acquired sentences could have a convincing
impact on the quality of the resulting test items set, and we propose using
extractive text summarization to filter out the unneccessary text portions. In
NLP, different methods for scoring sentences by importance are applied (usually
in combination) [5]: sentence length cut-off (short sentences are excluded), use of
cue phrases (inclusion of sentences with phrases such as “in conclusion”), sentence
position in a document/paragraph, occurrence of frequent terms (based on TF-
IDF term weighting), and occurrence of title words.

We are planning to leverage an existing summarization toolkit and attempt
taming it for our task. For example, MEAD? is claimed to be modifiable to
support languages other than English. Similarly to the text segmentation, it
would be reasonable to show the highest-scoring sentences inline, so that the
user could see the discarded portions and use them if they appear to be useful.

The performance of this step is to be evaluated experimentally. We are plan-
ning to compare the summarization output with the selection made by human
experts and calculate such metrics as precision and recall (commonly used in
informational retrieval).

2.3 Test Item Generation

As a starting point of the research, we generate fill-in-the-blank test items (“cloze
questions”). To produce a cloze question, we take a sentence and replace some of
the words in the sentence with blanks. For additional clarity, we add a hint into
the question, explaining what kind of answer is expected. Below is an example:

Source: B omauvue om  MEPUENMPOHOE  PEPAECKMOPHLIL — AA20DUMM
HANPAMYIO  PACCHUMDBIBAEM  A0CKBAMHYIO BTOOHBIM GO30CTUCMBUAM  PEAKUUIO
UHMEAAEKMYANOHOT CUCTIIEMDL.
Result: B omauwue om nepuenmponos ......... (kaxoti?) anzopumm
HANPAMYIO  PACCUUMDBIBAEM AOEKBAMHYI0 BLO0HbIM B030€UCMEUAM PEAKUUIO
UHMEAAEKMYANOHOT CUCTILEM DL,

Or, in English:

Source: In contrast to perceptrons, the reflective algorithm directly calculates
the reaction of the intelligent system with respect to input actions.

Result: In contrast to perceptrons, the ......... (what?) algorithm directly calcu-
lates the reaction of the intelligent system with respect to input actions.

The system recognized an adjective (“pedaexropnsrii” — “reflective”), re-
placed it with a blank, and inserted a hint in parentheses: “kakoii?” (“what?”).
Also, the current system is able to add appropriate hints for acronyms, numbers,
definitions, sentence subjects, adverbials (more examples were shown in [2]).

3 http://www.summarization.com/mead/
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The main problem here is to determine which words should be blanked out
to produce a useful question. A good approach could be finding the sentence’s
focus (in the sense of information structure), which is difficult to do with the
state-of-the-art NLP tools. Another idea is based on the assumption that it is
more useful to blank out special terms than common words. We could match
words of the sentence against either a pre-existing domain-specific bag of words
or a bag of words acquired through terminology extraction from the processed
text, and blank out the matches.

Another issue, which arises at this step, is that the processed sentences may
contain anaphora. Without an implementation of automatic anaphora resolution,
the user could resolve the anaphora manually (e.g. to replace pronouns with
corresponding nouns) using the in-context display of the processed sentence.

While cloze items are fairly easy to produce from sentences, fill-in-the-blank
is a trivial style of test. This concern could be addressed by considering the two
ideas: generation of interrogative sentences (it would require text simplification
and word reordering [1]) and generation of distracting answers for multiple-choice
tests (a possible solution is described in [6]).

3 Conclusion and Future Work

Based on the preceding research, we have considered several quality aspects of the
automated generation of assessment test items from natural-language text. We
have discovered the following directions for quality improvement of our system:

1. The user interface should display the context of the text excerpt being pro-
cessed in a user-friendly way for efficient human-computer interaction.

2. We will leverage a summarization toolkit for segment filtering and evaluate
it experimentally.

3. Other directions include anaphora resolution, interrogative sentence genera-
tion, and distractor generation for multiple-choice tests.
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Annorauus B pabGore npuseneH o030p 3a/a49u aBTOMATU3UPOBAHHOM
reHepaIiy TeCTOBBIX 3aJaHUil JIUIsl IPOBEPKY 3HAHUI N3 TEKCTa Ha eCTe-
CTBEHHOM si3bIKe. B pamee omyOJNKOBaHHON CTaTbe ObLIA OMHCAHA JKC-
[IepUMEHTAJIbHAS CUCTEMA JIJIsl PeHePaIy 3a/IaHUi Ha 3aIl0JIHEHUE IIPO-
IIyCKOB U3 PYCCKOSI3BITHOIO TeKcTa. B nanHoil pabore npoaHaain3upoBa-
HBI HEKOTODBIE aCIeKThI KatecTBa paboThl cucteMbl. OIpe/ieIeHbl OCHOB-
HbIE HAIIPABJIEHUS JJIsl JlaJibHelieil paboThl, BKJIIOYAs OLEHKY CHUCTEMbI
1 pa3paboTKy METOJIOB (PUIIBTPAIMHN TEKCTOBLIX (PPArMEeHTOB M BBIOOpA
CJIOB [JIsl 3aMEHbI Ha IIPOIIYCKHU.

KuroueBbie ciioBa: oreHKa 3HaHWI B OOPA30BAHUU, aBTOMATHIECKAS
00paboTKa TEKCTa, TeHepaIisl TECTOBBIX 33/IaHUil, TeHepaIlis BOIIPOCOB.
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Abstract. A new pedestrian GPS navigator providing the shortest-cost
safest-crossing route on the basis of Open Street Map (OSM) carto-
graphic data is proposed. Also, Java implementation and use case exam-
ple are discussed.
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1 Introduction

Satellite navigation algorithms are used everywhere in modern life. Every com-
puting system, even a smartphone, is equipped with some kind of navigation
application (at least, Google Maps). Such an application is able to build a route
from one point to another, show it on a map, etc. Each navigation application
can be proprietary or open-source. Among wide variety of open-source projects,
Open Street Map (OSM) project seems to be the most interesting. I've decided
to study this format in more details. I know that the best way to understand a
new technology better is to apply it for something useful. I'm fond of walking the
streets of my city. So I decided to develop a simple pedestrian navigator based
on OSM data.

2 Problem Statement and Related Works

Each navigation application contains implementation of some routing algorithm
as it’s main building block.

General routing problem has the following setting. Input: starting and target
location points given by their GPS coordinates and topographic map of the
search area, defining restrictions over feasible routes. The goal is to determine
the optimal (shortest w.r.t some predefined metric) route.

For instance, a car driver navigator constructs a minimum trip-time route
subject to given road map and traffic constraints.

Traditional approach to mathematical solution of the above problem consists
of two stages. On the first stage, the initial problem is reduced to well-known
Shortest Path Problem (SPP), which is defined on the appropriate weighted
graph. On the second stage, SPP is solved by one of classical combinatorial
optimization algorithms: Dijkstra [1] or it’s heuristic extension - the A* [2].
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Therefore, any navigation application differs from another only by the following
features:

(i) setting of the initial problem (car driver navigation, bicycle navigation, etc.),
(ii) method of the reduction to SPP,
(iii) format of cartographic data.

Functionalty rover - OpenRoute- | YOURS | CycleStroets | Routino ;E\'n?:\: MapQuest OSRM | TripGo | O;::ZE?’ Hoomarker g SrPRHOPPEr
for desoripion) | Service 11 | [21& Bl@ me 6lF | MF | B B o
Coverage Europeonly | Global | UK only Glodal | UKoniy S;‘:::d Global | Global SZ‘;‘:SE” Giobal Global | Germany |  Global
Modes of transportation
car (fastest) Yes Yes No Yes Yes No Yes | Yes | Yes | Expenmental | No No Yes
Car (shortest) Yes Yes No Yes Yes No Yes Mo | Yes | Experimental | HNo No No
Bicycle (shortest) Yes Yes Yes No Yes | Yes No No | Ves Yes Yes No No
Bicycle (fastest) | Partal Yes Yes Yes Yes | Yes | ves No | ves Yes Yes No Yes
Bicycle (safest) Yes No. No No Ves!" Yes No No No Yes Yes No No
Bicycle (quietest) | Safest | pamal®  Yes No ves Mo No Yes | No Yes No No No
Pegestrian Yes Yes No Yes Yes No Yes No | ves | Snortest Yes Yes Yes
o (o= No No No No No No Mo No No No No

crossings)

Fig. 1. The comparison matrix taken from the OSM project’s official site [6]

Nowadays, there are many open-source applications based on OSM data for-
mat. Among them, the following applications seem to be the most popular:

a Open Source Routing Machine is a nice online routing application. It’s
seems to be [3] mostly fast and precise car driver navigator ever. Unfortu-
nately, it have no standalone version and provides no services for bicyclers
and pedestrians.

b CycleStreets is a mobile routing application for iOS and Android platforms
[4]. The iOS version of the application is seems to be the most valuable for
bicyclers. However, it operates only in United Kingdom and has no services
for pedestrians like the previous application.

¢ GraphHopper is Java implemented cross-platform multi-service routing
application [5], which seems to be the most interesting. The application
provides simultaneously a car driver, a bicycler and a pedestrian navigation
services. But the pedestrian navigator provides no a safest-crossings routing.

As can be seen from Fig. 1 there is no OSM-based routing application pro-
viding full service to pedestrians (no safest-crossings support). In this paper we
describe our OSM-based Java implemented standalone application, providing
this type of service.

Let us recall some basics of the OSM format structure. First of all, OSM
file [7] is just a special type of an XML document and contains hierarchical col-
lection of elements. Some of these elements may have attributes and additional
data. Basic elements of any OSM file are called nodes and ways. A node is just
a model of some location point, defined by geographic coordinates (latitude and
longitude). In the OSM format, each spacial topographical object is presented
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<way changeset="7806002" id="39240803" timestamp="2011-04-08T17:25:58Z"
uid="133332" user="AMDmi3" version="5" visible="true">

<nd ref="470133843"/>

<nd ref="804028626"/>

<nd ref="470133865"/>

<tag k="highway" v="pedestrian"/>

<tag k="name" v="Tolmacheva st."/>
</way>

Fig. 2. An example of the pedestrian way description in OSM format

by some way element containing a collection of nodes and accompanied by infor-
mational elements. Each informational child element can be considered as a (key,
value)-pair, presenting some feature of the containing way element (see Fig. 2).

3 Results

3.1 Reduction to the Shortest Path Problem in Weighted Graph

As we've seen above, in the OSM format, every topographical object (street,
bicycle path, footpath, building, etc.) is presented by a piecewise linear way
consisting of nodes. Here’s an another reason for usage exactly the OSM for-
mat for the construction of the graph corresponding to the current navigation
problem.

During the reduction to SPP, these nodes are just taken as vertexes of the
constructed graph. Further, we assume two vertexes to be adjacent if they cor-
respond to neighboring nodes of the same way on the map.

Because of our intention to develop the pedestrian (safest crossing) navigation
application, we should consider only such ways, that describes special types
of roads, among them footways, sidewalks, pedestrian crossings, etc. During
the graph construction we use only these ways. When the weighted graph is
constructed, we apply an heuristic extension of well-known Dijkstra algorithm -
the A* algorithm [2] to construct a minimum cost path.

3.2 Java Implementation

We implement the mentioned above application in object-oriented Java application[8].
Let’s describe the main classes. Main - the main class that runs an application.
Footway - the ”footpath” class, it contains an array of nodes from OSM file. AS-

tar - the class that implementing an A* search algorithm. MapReader - this class

is intended for parsing OSM file. RouteWriter - this class appends the calculated
route (in osm-file) in XML-format so the augmented map could be visualized.
WeightedPoint - this class determines the coordinates of nodes.

3.3 Example of Application Usage

Suppose, we are asked to construct a shortest pedestrian path from the main
building of Institute of Mathematics and Computer Science (IMCS) UrFU to the
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Fig. 3. The shortest pedestrian (safest crossings) path from IMCS UrFU to Belinsky
public library is found and red-highlighted

main entrance of Belinsky public library. First we need to know GPS-coordinates
of both way-points. Second we need a special OSM file that contains required
piece of map. Then using the AStar class, our application constructing a shortest
path and using a RouteWriter class, application write down an XML file with
the shortest pedestrian route. To get the constructed route, we can open this
updated XML file by any text-reading application. In our case (see Fig.3), we
use JOSM (Java Open Street Map, Java implemented OSM editor) for graphical
visualization.

We conduct a specific numerical experiment consisting of constructing of 100
routes for independently chosen random location points on the Ekaterinburg city
map. Expected relative value of graph construction run-time is equal to 97.8%
of total run-time within standard deviation of 0.3%.

4 Conclusion

A new type of OSM-based routing application for constructing shortest-cost
safest-crossing pedestrian paths is proposed. The application is Java-implemented
and can run on every Java-compatible platform. Run-time of the application can
be significantly reduced by leveraging some of standard cashing techniques for a
previously constructed graph.
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Abstract. The paper describes a system of ontologies developed for the appli-
cations oriented on solving problems of situations recognition and assessment
based on results of data processing and analyses. Main attention is focused on
the problems of processing measurements of various objects parameters repre-
sented in a form of time series. The considered applications process data using
knowledge extracted from historical data with the help of Data Mining tech-
niques. Such applications are highly knowledge centric and their core element
is knowledge base that is represented as a system of ontologies. The proposed
system of ontologies is a set of upper level ontologies for which techniques of
adaptation for solving applied tasks for one or several related subject domains
are developed.

Keywords: knowledge representation, data analyses, data fusion, measure-
ments processing, situation recognition and assessment.

1 Introduction

Nowadays multiple problems in various subject domains are required to be solved at
the level of situations [1, 2]. Results of solving problems at this level are much easier
interpretable by an end user than results represented at lower levels of information
generalization. Solving problems at the level of situations assumes solving such prob-
lems as recognition of situations, formal description of situations, analyses of situa-
tions, their estimation, assessment, prediction and awareness. Main sources of infor-
mation about situations are results of measurements received from different types of
instruments that measure parameters of technical and / or environmental objects. Real
systems have to process huge volume of information including bad quality infor-
mation. The majority of real life problems require that measurements are processed in
real time or in the mode close to real time. It considerably increases the complexity of
the problems. The problems can be solved with the desired quality and in limited time
only using knowledge-oriented technologies. These intelligent technologies are based
on application of data mining algorithms along with other means of artificial intelli-
gence such as expert systems and inference machines. A set of basic solutions for
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developing intelligent technologies for measurements processing (IMPT) and exam-
ples of their implementation are proposed in [3, 4, 5, 6].

The intelligent measurements processing technologies are described in general form
using web ontology language (OWL). When new measurements are received an ap-
propriate technology is selected and detailed using an a priori defined set of produc-
tion rules. The rules are two part structures that use first order logic for reasoning over
knowledge representation [7]. The detailed technologies are processes described in
business processes modeling language (BPML), they can be executed using standard
engines. Execution of the processes requires that the input data, information and
knowledge are represented using standard formats. It is reasonable to use the same
standards for representing the results of measurements processing.

For formal description of data, information and knowledge about initial and processed
measurements a hierarchy of information models has been developed [8]. In [6] a set
of general classifiers for technologies, methods, algorithms and procedures for meas-
urements processing is proposed. To use the intelligent technologies in the end user
applications it is necessary to implement the models and to integrate them into the
information models of the applications. For implanting the models it is proposed to
use ontological approach as, at first, it has in fact become a standard for describing
models of subject domains and, at second, the information models of the applications
are commonly described using ontologies.

In the paper a structure of the system of ontologies build according to the models for
measurements processing is proposed. Main data mining techniques and models re-
quired for measurements processing are enumerated in the second section. In the third
section the developed system of ontologies is described. An example of the ontologies
adaptation for the subject domain of telemetric information processing (TMI) is given
in the fifth section.

2 Models and techniques for measurements processing and
analyses

The actual standard of data and information processing and analyses is defined by the
JDL model [9]. The JDL model is a general functional model of data and information
fusion. The model has five levels: signal level, object level, situation level and level
of threats. The highest fifth level is the level of decision making support. Measure-
ments processing and analyses includes three steps: measurements harmonization,
integration and fusion. Optionally measurements exploration can be executed at the
fourth step. For each of the models levels, the functions and the processes of the lev-
els are defined. The detailed descriptions of the models are given in [10] and the tech-
nologies of data harmonization, integration and fusion that provide the implementa-
tion of the models can be found in [11]. Input and output parameters of the levels of
the functional models are represented using three specialized information models for
description of different types of initial measurements and information and knowledge
about them: a model of time series of measurements, a model of separate measure-
ments and a combined model of different types of measurements. The description of
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each model is given in [3]. Processing of measurements at each level according to the
developed technologies assumes application of an a priori defined set of intelligent
technologies or separate statistical and data mining methods and algorithms adapted
for solving tasks of measurements processing.

The set of intelligent technologies used for measurements harmonization is oriented
on processing and analyses of initial binary data streams and the measurements repre-
sented in the form of single values or time series that are extracted from the streams.
Processing and analyses of initial data streams assumes application of technologies
for identification of the structures of the streams and estimation of the quality of the
received data. Extracted measurements are transformed into standard formats and
described in terms of the dictionary of the subject domain. Harmonization technology
uses methods for measurements transformation into different formats, methods based
on computing correlation functions, methods based on statistical laws of linguistic
distribution, methods for building formalized descriptions of the initial data streams
and measurements.

Intelligent technologies oriented on measurements integration include two key tech-
nologies: a technology for measurements preprocessing and a technology for prepar-
ing measurements for solving applied tasks. The first technology is implemented us-
ing algorithms of measurements denoising, removing single and group outliers, filling
gaps, removing duplicating values and specialized procedures developed for different
types of measurement instruments. The second technology uses methods for estimat-
ing compliance of the measurements to requirements of the end user tasks, methods
for computing various features of measurements and characteristics of the analyzed
objects.

Technologies of data fusion include technologies of extracting information and
knowledge from initial measurements, of revealing dependencies in behavior of the
measured objects parameters, of grouping measurements, of building grids on the
base of separate measurements and of solving separate highly complicated computa-
tional tasks. The technology of extracting information and knowledge from measure-
ments is based on algorithms of classification, cluster analyses and segmentation. The
technology of revealing dependences applies algorithms of associations mining and
building temporal patterns. The technology of measurements grouping is oriented on
identifying groups of similar measurements and uses methods of cluster analyses. For
the identified groups classes and association rules are defined. The technology of
building grids is used to build both regular and non-regular hierarchical grids with
various levels of detailing. The list of the computational tasks can include various
tasks that are solved at the level of situations or oriented on decision making support.
The list of the technologies and methods given above is aimed to show the multiplici-
ty of the directions of data mining techniques application for processing measure-
ments. The detailed description of each technology one can find in [6]. The data, in-
formation and knowledge required to execute the methods and the algorithms directly
affect the structure of the information models of measurements and results of their
processing and, consequently, the structure of the system of ontologies for measure-
ments processing.
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3 A system of ontologies for measurements processing

The proposed interconnected ontologies are aimed to store and to provide data,
information and knowledge about measurements and results of their processing. They
are developed according to [12] and form the core of the system of ontologies of the
subject domain of measurements processing. The system includes 3 main groups of
ontologies: ontologies that contain information and knowledge about measurements,
ontologies that describe technologies, methods, algorithms and procedures for meas-
urements processing and analyses, and ontologies for representing information and
knowledge about objects and situations using measurements of objects parameters.
The first group contains the ontologies of time series, of time series segments, of time
series features, of time series formal descriptions, of the criteria for the initial meas-
urements and results of their processing estimation. The second group includes ontol-
ogies that provide information and knowledge about technologies of measurements
processing, applied methods, algorithms and procedures including semantic descrip-
tions of their input and output parameters, conditions of their application, the criteria
for estimating results, the history of the methods application as well as other parame-
ters. Ontologies of objects contain information about the structures of objects, their
life cycles, functionality, possible interaction, defined regular states and faults. Ontol-
ogies of situations define the possible types of situations and provide extended for-
malized descriptions of situations and the objects involved in the situations.

Different kinds of external ontologies that are required for measurements pro-
cessing or contain information about related subject domains can be used, for exam-
ple, ontology of data providers or ontology of statistical distributions. For adaptation
to applied subject domains the system can be extended with the specialized ontolo-
gies. The set of relations defined for the ontologies is given in Fig. 1.

Information and knowledge about measurements

Contains ; . Steri
Ontology of time series Estimated usin Ontology of the cn_terla_ for
measurements estimation

Ontology of time series
segments

Described with

Ontology of time series formal
descriptions

Calculated for ‘

Are
represented

Ontology of time series features Defines

Ontologies of measurements and results of their processing formal representation

$ Used for processing measurements Information and knowledge about technologies methods and algorithms
=
Ontologies of measurements processing and analyses ; lleed f:)rt_ Ontologies of measurements processing methods, So2
technologies Implementation algorithms and procedures =85
-4
2358
N N . S EG
Information and knowledge about objects and sutuations £52
. . . . o ¥ o
‘ Ontologies of objects and situations z
v Used for measurements processing ¢ Used for adaptation to the applied subject domains
‘ Ontologies of the related subject domains ‘ ‘ Ontologies of the applied subject domains ‘

Fig 1. Relations defined for the system of ontologies
A. Description of the ontology of time series. The ontology of time series is aimed to
provide information about different types of time series that can be processed. Types
are formed according to behavior of time series and consequently define groups of
algorithms that one can use for processing time series. The behavior of time series is
described using five base features.
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Feature 1. According to the types of the objects parameters 3 types of time series of
measurements can be defined: functional, signal and constant. Functional time series
are represented with continuous functions. For signal time series stepwise behavior is
typical. Constant time series do not change in time.

Feature 2. Depending on dynamic of changes of functional time series slow changing
time series and fast changing time series can be defined. The first type of time series
can be characterized with the frequency spectrum in an interval from 0 up to 20-50
Hz, the second type — up to 2-3kHz or even more.

Feature 3. Depending on behavior, functional time series can be stationary, non-
stationary and piece-wise stationary time series. The majority of time series are non-
stationary but they contain comparatively long stationary segments.

Feature 4. For slow changing time series existence of gaps in the first and the second
derivatives are considered as features.

Feature 5. For functional time series possibility of their description using parametric
models is considered. For non-stationary time series a set of parametric models for
each of the stationary segments is build. For selecting an appropriate model the mod-
els are matched using the least squares method or the method of maximum likelihood
estimation.

For defining types of time series for each time series a set of various features is com-
puted and classifiers of the time series types are used. The classifiers can be built on
the base of historical data using algorithms for building decision trees [13].

B. Description of the ontology of time series segments. Segments are defined for
piece-wise stationary and non-stationary time series. The ontology contains infor-
mation about possible types of segments that can be observed in a time series. For
defining types of segments 2 approaches are proposed. The first approach is based on
using an a priori defined set of typical segments that are described in the ontology. To
define a type of a segment, similar segments are found in the data base. The data base
contains segments that have constant, linear increasing / decreasing, convexly / con-
cavely increasing / decreasing behavior. The data base can be extended with segments
that describe specialized behavior of time series typical for the applied subject do-
main. Specialized segments can be defined by experts or revealed from the historical
data. The second approach assumes that for the analyzed segment a set of features is
computed. The computed features contain several groups of features that reflect gen-
eral behavior of the segment, describe the segment without taking into account the
local peculiarities of the segment and that are focused on describing all tiny peculiari-
ties of the segment. For defining methods and algorithms for computing features on-
tologies of methods are used.

C. Description of the ontology of time series features. The ontology is aimed to define
features for describing stationary, piece-wise stationary and non-stationary functional
time series and segments of time series. The sets of features computed for other types
of time series, are fixed. The features can be defined according to the time required
for features computing, according to the domain of the time series representation
(time, frequency, time-frequency or spatio-temporal domain) and according to infor-
mation density of the features for the solved task or for the allied subject domain.
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The first group of features contains statistical features (median, mode, range, rank,
standard deviation, coefficient of the variation, moments including mean, variance,
skrewness, kurtosis), measurements frequency, behavior of the curve that corresponds
to the time series in the time domain (convexity / concavity of the curve, variability of
the curve, the error of the piece-wise constant / piece-wise linear approximation, the
error of the approximation using the polynomials of the second and higher degrees,
values of the characteristic points, the curvature), entropy, variability of the first de-
rivative. The considered list of features contains commonly list feature, it can be ex-
tended or modified. The second group includes feature that consider time series as
stochastic processes, in particular, one-dimensional and multi-dimensional distribu-
tion functions, one-dimensional and multi-dimensional probability density of the so-
phisticated processes, the distributions of the probabilities of the sophisticated discrete
variables, spectral density. The list of features of the third group that are computed for
both initial and transformed time series is given in table 1.

Table 1. Extended set of time series features

Transformation types

Computed features

initial measurements; ranging of values
of initial measurements; computation of
derivative using the finite difference
method; computing of upper and lower
envelopes

error of a time series description using a constant
/ linear / quadratic function for a time series
approximation

computation of variation of upper and
lower envelopes of a time series

deviation from zero

interpolation using cubic splines

error of interpolation transformation

approximation using a defined function;
computation of a curve length

error of approximation transformation using
power / exponential / logarithmic / user function

computation of a curve complexity

local complexity, global complexity and weighted
complexity

computation of a curve variability

variability indices

computation of the characteristic points
of a curve

number of minimums, maximums, intersections
with the defined level of the values

computation of a curve curvature

minimum, maximum and median of a curvature

computation of area of a figure that is
limited by the curve and the line that
connects the edge points [14]

value of an area

computation of the first component
using the method of principle
components [15]

error of a time series description using a constant
/ linear / quadratic function for a time series
approximation

The alternative approach for building the ontology of the time series features is pro-
posed in [16]. It is based on computing linear, non-linear and other features. For de-
fining linear features measures based on the computing of linear correlation, frequen-
cy parameters of the time series and autoregressive models are used. To nonlinear
features refer 19 features. Definition of measures for these features assumes computa-
tion of nonlinear correlation and of time series dimension and complexity, building
nonlinear models of time series.

D. Ontology of time series formal descriptions. The ontology is used for building
formal descriptions of stationary, piece-wise stationary and non-stationary functional
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time series. Descriptions are built according to the computed features of the time se-
ries. The time series can be described using adaptive and non-adaptive approaches
[17]. Adaptive approach assumes computing coefficients of piece-wise constant and
piece-wise linear approximations, coefficients of singular decomposition and building
symbolic representations of time series. In order to build non-adaptive descriptions
one can use such features as coefficients of wavelet transformations, of time series
spectral representation, results of piece-wise aggregate approximation. Depending of
time series complexity one or several descriptions can be built.

E. Description of the ontology of criteria for initial measurements and results of their
processing estimation. In the ontology 3 groups of criteria for initial measurements
are considered. The first group allows one to estimate measurements using knowledge
about the object / environmental area which parameters are measured, the second
group — using results of matching new data with historical data, the third group —
using specialized procedures selected according to the types of the processed meas-
urements and applied methods. The criteria of the first group are usually defined by
experts and / or producers of the measurement instruments. They are represented as a
set of features for which admissible intervals for measured values are given. The sec-
ond group of criteria is based on computing distances between the analyzed meas-
urements or their features and measurements that were acquired earlier in similar
conditions. The third group of the criteria includes criteria that estimate separate
measurements and sets of measurements, separate time series and their groups. The
criteria significantly depend on the solved tasks. The examples of the criteria are
uniqueness, accuracy, consistency, completeness, timeliness, actuality, interpretabil-
ity, relatedness to other data.
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Fig 2. Use case diagram for the system of the ontologies for measurements processing
Results of measurements processing are estimated twice: just after measurements are
processed and at consequent stages of their processing and analyses. Both stages as-
sumes application of the procedures of revealing contradictions of the acquired results
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with available information, of comparing results received using different methods, of
comparing results with results of historical data processing, of comparing results of
separate measurements and separate time series processing with the results of joint
analyses, of computing complex features on the base of separate features. An example
of criteria for cluster analyses methods can be found in [18].

The described above system of ontologies but can be used for solving tasks in intelli-
gent applications specialized for measurements processing by experts and common
users and by different external applications. The use case diagram for the proposed
system of ontologies is given in Fig. 2.

4 Application of the system of ontologies for TMI processing

The developed set of ontologies for measurements processing was adapted for pro-
cessing TMI [19] received from remote space objects. A hierarchy of the solved tasks
is given in Fig. 3.

‘ Tasks solved using TMI from remote space objects ‘

‘ Exploration of the objects behaviour ‘ ‘ Control of the objects state ‘ ‘ Localization of the faults on the objects ‘

Identification of the objects Control of the objects state on the base of comparing
with mathematical models of the parameters

Identification of the objects
characteristics

.
Control of the objects state on the base
of separate functional parameters

Control of the objects state on the base of the defined
functional ies between parameters

Control of the objects state on the base of the
code s

Fig 3. Ontology of the tasks
Table 2. Time series of measurements of specialized parameters
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Adaptation required extension of the ontology of the types of times series, the ontolo-
gy for representing dependences in objects parameters and the ontology of methods
and algorithms for measurements processing. A set of types of time series was ex-
tended with the types aimed to describe measurements of specialized parameters (ta-
ble 2). The set of features for the specialized types are defined in [20]. The standard
dependencies of telemetric parameters include pairs of sine and cosine, the integro-
differential pairs and elements of the matrix of the coordinates transformation (table
3). The upper level ontology of methods and algorithms for TMI processing is given
in Fig.4. Several branches of the ontology are detailed in Fig. 5-7.

‘ Methods and algorithms for TMI processing and analyses

Methods for
analyses Methods for time series sequential analyses ‘

Methods for time series Methods for time series Methods for building
cluster analyses patterns comparing association rules for time series

Fig 4. Ontology of methods and algorithms for TMI processing and analyses

Methods for processing the structures of
the initial binary data streams

Methods for measurements
processing at the semantic level

Methods for identification of the
types of parameters behaviour

Methods for building
patterns for time series

Methods for time series
segmentation

Methods for processing the structures of the initial binary data streams ‘

/ Viethods for express processing of Methods for complex processing of
the initial binary streams the initial binary streams structures

Methods for identifying structures of the Algorithms for identifying types of
b multiplexors used for forming data streams
inary streams.
Methods for
building graphs

Methods of differential
operators

‘ Algorithms for identifying the length

Methods for computing
distances

of the frames in the initial streams

A
Methods for classification of Methods for computing
v Methods for building frequency rank distributions edit distance Segmentation
methods
frequency rank distributions
Algorithms for identifying the length pproximati v
of the words in the initial streams " . i A,
ZipP's law, Zipfian frequency methods Methods for -
- rank distributions. edit distance for graphs Binary streams
v Y v | segmentation methods

Methods and algorithms of
correlation analysis

Methods for distributions
approximation

Methods of potential
functions calculation

Quick method for computing
edit distance for graphs

Classification ’_‘»
methods

Fig 5. A fragment of the ontology of methods for processing structures of binary

streams

‘ Methods for measurements processing at the semantic level ‘

Methods for identification of the types Methods for identification of the Methods for building semantic Methods for restoring
of types of measured parameters of the binary complex parameters
/ / streams of

Methods for identification of Methods for
the types of measurements ||| identifying mantissas

Methods for identifying Methods for matching Methods for computing values
constant parameters mantissas and orders of of measured parameters using.
represented in the binary form

measured parameters identified parts of the

Methods for Methods for identifying

code parameters

identifying orders k.

Methods for identification of the types of Y Mde(hodz for reveling functional Med(:\ods for ma(c'hlng uppe;
measurements represented in the form of idemfmc' :m:’r:‘ers lepen en:ehsm parameters and lower Darts? measure
separate values Ying ehavior parameters

Methods for
identifying meanders

Methods for identifying lower
parts of the

Methods for reveling
specialized functional Methods for reveling
in 1:4 i ial pairs

Methods for revieling
elements of the matrix of the

Methods for reveling

Methods for identifying upper pairs of sine and cosine

parts of the

Fig 6. A fragment of the ontology of methods for measurements processing at the
semantic level
The system of the ontologies was implemented in a number of the applications orient-
ed on processing TMI from space objects in the delayed mode that are successfully
used for about ten years already. The description of the developed systems and the
examples of their application can be found in [6, 21].
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‘ Methods for measurements analyses

e ~

‘ Methods for identification of the types of parameters behaviour ‘ ‘ Methods for time series segmentation ‘

Methods for identification of the types Methods for segmentation of Methods for segmentation of
of slow changings parameters behavior time series of slow changing time series of fast changing
A measurements parameters measurements
Algorithms for Algorithms for symbolic \
computing di eregate approximation Algorithm based on bulding Agorithm based
Algorithm based optimal partitions for slow on computing of
orithm basec on changing parameters !
computing of derivatives spectral density
Algorithms for computing edit Algorithms for piecewise y " A
distances between strings aggregate approximation Algorithm based on Algo:ghm based Tn
building optimal partitions uilding optimal
v A partitions for fast

Algorithms for computing changing parameters

distances between symbolic

repr ion:

Approximation algorithms

Algorithms for wavelet
based approximation

Methods for time series
patterns comparing ‘ Segmentation algorithms ‘

A 4
: Methods for building
inces arween patens Methods for bulding patterns for time series
p: patterns for time series with

P two continuous derivatives

Algorithms for building symbolic
representations of time series

Algorithms for spline
approximation

‘ Methods for building patterns for time series with ‘
—>| piece-wise constant behavior

Algorithms for spline-wavelet
based approximation

Fig 7. A fragment of the ontology of methods for measurements analyses

Methods for building
| patterns for time series with
7| piece-wise linear behavior

5 Case Study

The control of the space objects state using code parameters assumes analyses of
the time points at which the values of the parameters changed. These points corre-
spond to the moments of execution of commands on the controlled objects. In table 4
a subset of code parameters for three different objects of one type are given. For each
parameter the time points of their values change are defined.

Table 4. The time of the values change points of the code parameters
N PRMp  |KND SC Ki PRMb  |OPKi OHKi |ST KZ
1] 362789 344936 |348956 [350428 (350429 [359539 |359535 (361435 [361746
2 | 453563 |464518 468542 470111 (470113 |479124 (479121 481018 [481328
3| 190444 201398 [205418 |206915 [206917 [216025 [216018 [217898 [218208
KP4b KP4c KP4d KP4e KK4a |KK4b |KK4c [KK4d  |KK4e
361479 (361478 (361483 (361483 (361944 [361943 |361940 (361944 (361955
481061 (481061 (481062 (481063 [481475 481476 481476 (481477 |481477
3| 217941 217941 (217942 (217943 [218355 [218356 |218357 (218357 (218358
KD1la KD1b |KD1c |KD1d |KDle |PRK KD3b |KD3c |[KD3d
1| 362327 (362373 [362366 [362387 |362388 |362789 (363040 [363040 [363042
2| 481930 [482010 481990 481991 (481970 (482372 (482623 482605 (482606
3| 218832 |218833 (218870 (218891 (218871 [219252 |219482 (219497 (219482
KD3e GK KD5a |RPhc RPcd RPde RPeb  |VOGb |VOGc
1] 363042 (363042 [363295 [363300 |363299 363307 (363300 [363330 [363329
2| 482645 |482653 1482906 482910 (482908 [482915 (482909 482933 482927
3| 219494 219504 (219746 (219748 (219746 [219755 |219750 (219777 (219775
VOGd |VOGe |VNNb [VNNc |VNNd |VNNe |KP - -
1] 363330 |363330 |363332 (363331 [363332 [363330 [363356 |- -
482919 1482930 (482940 |482938 (482938 (482939 482950 |- -
3| 219778 219777 [219781 [219780 [219784 [219783 |219791 |- -

The time points of the values change were processed using data mining techniques,

in particular, statistical and cluster analyses methods. The results of building clusters
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of objects using all parameters showed that the behavior of the first object differs
significantly from the behavior of the second and the third objects. The first object is
the only element of the first cluster. The second and the third objects form the second
cluster. The differences between the clusters are represented in the form of a histo-
gram (Fig. 8 a). The order of the parameters in the histogram is the same as in the
table 4. The cluster analyses of similar parameters of different blocks of the objects
that have equal construction (the name of the block to which the parameters refer is
written in small letters after the name of the parameter) revealed deviations from the
normal behavior for the parameters RPde (the time points of the disconnection of the
spherical locks between blocks ‘b’ and ‘e’ differ from the time points defined for the
same parameter between other blocks), KD3 (the time points of the contacts breaking
of blocks ‘b’ and ‘d’ differ from the time points defined for the parameter for blocks
‘¢’ and ‘e’), VNN (the time points of the output of the tooth for blocks ‘d’ and ‘e’
differ from the time points defined for blocks ‘b’ and ‘e’) (Fig. 8 b-d). The clusters in
Fig. 8 are represented in the feature space build using the principal component meth-
od [22].
a) Distances between clusters
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Fig 8. Application of Data Mining techniques for processing time points of the values
change of code parameters

6 Conclusion

In the paper a system of ontologies required for processing and analyzes of various
objects parameters measurements represented in the form of time series or single
values is presented. The structure of the ontologies and the relations between the on-
tologies that link them into a system are defined. For each of the ontologies a detailed
description is provided and the relations with external ontologies are enumerated.

The proposed system of the ontologies has the following distinguishing features:

- the system allows one to solve the tasks of measurements processing taking into
account the peculiarities of the processed data and the solved tasks;

- multiple technological solutions for measurements processing based on application
of intelligent methods and algorithms can be implemented using the considered set of
ontologies;

- the structure of the system of the ontologies and of the separate ontologies is simple
and can be easily extended and modified if new methods are developed or new types
of measurements are defined;

- information and knowledge represented in the form of ontologies can be interpreted
both by experts and machines and can be multiply used;

- the system of ontologies can be easily adapted to different subject domains if onto-
logical descriptions of the domains are available.

Further development of the described system of ontologies assumes detailing the on-
tologies on the base of knowledge, acquired as a result of operating of the developed
applications for telemetric information processing. A set of applications for other
subject domains is going to be developed and approved.
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Cucrema OHTO/IOTH AJI51 NPUJIOKEHUH 00padOTKHU
JAHHBIX HA OCHOBE TEXHMK AHAJIU3A JaHHBIX

Anexcanzp Bogsxo!, Haranss XKykosa?

! Canxr-TlerepOyprekuii rocy1apCTBEHHBIH HIEKTPOTEXHUIECKMIT YHUBEPCUTET,
Cankr-IlerepOypr, Poccust
2 Cank-IlerepOyprekuit HHCTUTYT HH(OPMATHKU ¥ aBTOMATH3AIIMH
Poccuiickoii akanemun Hayk, Cankt-IletepOypr, Poccunst
{aivodyaho,nazhukova}@mail.ru

AHHoOTanms. B craree onucana cuctemMa OHTOJOTMH, CIIPOEKTUPOBAHHBIX IS
TIPUJIOKEHNUH, OPHEHTHPOBAHHBIX Ha pELIeHHE MpoOjeM pacro3HaBaHUS H
OIIEHKH CHTYyalliii HA OCHOBE Pe3yJbTaTOB 00pabOTKU M aHANM3a JaHHBIX. Oc-
HOBHOE BHHMAaHHE COCPEIOTOYCHO Ha mpolieMax 0O0pabOTKH HM3MEpeHHd OT
Pa3IMYHBIX OOBEKTOB C MapaMeTpaMH, MPEICTABICHHBIMU B BHIIE BPEMEHHBIX
psmoB. PaccMoTpeHHBIE TIPHIOXKEHUS OOpadaTHIBAIOT JaHHBIE MPH ITOMOIIH
3HAHUA, N3BICYEHHBIX U3 HCTOPHYECKUX JAHHBIX ITPH IOMOIIHN TEXHHUK aHAIN3a
nIaHHBIX. Takne MPUIIOKEHHS OYeHb 3aBUCAT OT 0a3bl 3HAHWH, MPEACTABIIIIO-
niei co6oit cucremy onrtosnoruii. [IpencrarieHHas cCCTeMa OHTOJOTHI SBJISCT-
Cs1 MHOJKECTBOM OHTOJIOTHI BEPXHETO YPOBHS, JJIS1 KOTOPBIX pa3pabOTaHbI CIIO-
CcOOBI pelieHus 3aa4 B OJJHON MIJIM HECKOJIBKHUX TMPEAMETHBIX 00J1aCTAX.

KniodeBble cj10Ba: IpeCcTaBICHNE 3HAHUH, aHATIM3 NaHHBIX, CIUSHUE JaHHbIX,
00paboTKa U3MepeHHH, paclio3HaBaHKUE U OI[CHKA CUTYaIHii.
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Logic-Mathematical Apparatus of Data Processing Used in
Information Technology of Web-Portal Development

Svitlana Bevz

Vinnytsia National Technical University, Vinnytsia, Ukraine
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Abstract. The paper suggests the improved logic mathematical apparatus, used
for development of computer systems, the given apparatus enables to unify the
description of information models and determine the existing links between da-
tabases tables. Models, serving as the base for information technology of auto-
mated web-portal design, have been developed, using the given apparatus. The
creation of the structure and algorithm of information technology for automated
data processing has been performed.

Keywords: information models; logic-mathematical apparatus; information
technology; web-portal.

1. Introduction

Today automated data processing is one of the most important tasks in information
technology (IT) industry. There exists quite a good number of IT for solution of the
problems, dealing with the data processing in information systems (1S) [1-3]. However,
data management in 1S with geographically-distributed structure is quite time-consum-
ing task and requires a specialized approach to provide the integration of information
space of complex hierarchical computer system subjects.

For monitoring, managing, processing and analysis of IS data various models, meth-
ods and modeling tools are used [4-8]. Wide functionality and classification of sepa-
rately taken methodologies, however, does not allow to solve the complex of problems
of data consolidation on the Web portal, in particular, formation of hierarchical struc-
tures, created using specific methods, for example containing recursion for monitoring
of catalogs and elements or groups and subgroups of users.

To unify and extend the functionality of the existing methods in [9], the author of
this article offered a logical mathematical apparatus for data processing, which enables
to automate the process of information systems design by means of models transfor-
mation in the user interface of Web portal. The task of the development of IT for pro-
cessing of data of Web Portal hierarchy structure requires extending of functionality
area and application of prior developed logic-mathematical apparatus.

Taking into account current trends of web-based information technologies develop-
ment [10, 11], for testing and promotion of research results of Masters, Postgraduates,
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applicants for the scientific degrees and young scientists the Institute of Graduate, Post-
graduate and Doctoral Studies (InGPDS) of Vinnytsia National Technical University
(VNTU) developed a young scientists web-portal as an interactive environment, ori-
ented to the filling of online resources of virtual scientific-educational space.

Solution of urgent problem of information technology development, intended for
processing of young scientists portal data, requires the usage of logic-mathematical
models for automation and unification of data management methodology.

The aim of research is to increase operation efficiency of information system used
for monitoring, data analysis and processing. The object of the research is information
technology of automated processing data at young scientists portal. The subject of re-
search are logic-mathematical models of web portal data processing.

To achieve this aim the following problems should be solved:

— improvement of the logic -mathematical apparatus of data processing;

— construction of information model of web portal data set ;

— development of logic-mathematical models for analysis and processing of the por-
tal elements data;

- development of the information technology architecture for web portal data pro-
cessing;

- development and introduction of information technology software in higher es-
tablishments.

2. Logic-mathematical apparatus of automated data processing

In the process of web portal operation its information content is constantly updated
and refreshed by the user, new problems arise, they often require non-trivial approaches
to their solution, for instance, change of data structure in the process of system operat-
ing, change of user interface, change of design patterns. In order to consolidate the
information and data processing and for the solution of the above-mentioned problems,
the usage and further development of logic-mathematical apparatus developed in [9] is
suggested.

Table 1 presents twelve information models for the automation of data processing,
with the description of their components.
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Table 1. Information models of data processing, designation of operations and

symbols
No Model Designation Description
T
1 D=A[A, ..., A] A cA k=1 n - | Projection of table A
attributes of table A
2 D = A(h(A)) h(A) - logic condi- | Sample of table A
tion using attributes of
table A
3 D= A< q(A, B)> B q(A, B) — logic con- | Rigid union of tables
dition of tables A and Aand B
B consolidation
4 ; External unification of
D=A AB))B A, B)) — logic
<<q( )> <<q( )> d tables A and B (each
condition of tables A | yecord of table B is
and B external consoli- | ynited with the record
dation set of relation A).
5 A, o A f(G,) - functionof | The use of agregate
D=A aggregate attributes us- functions (avg, sum,
fGy)..... 1(G,) .
age count, max, mn -
functions of mean, to-
tal, quantity, maximum
and minimum value).
6 D”F’l,... P |= A(h(A, P)) P "Pl,._.’ P, [ —pa- LI:/IsngI of parameters
rameters of the model;
h(A,P) - logic con-
dition for A and P
7 D=A[A,...,A] B' — model of nested | Model of nested query
(W(A, { B })) : query; W(A,{ B }) _ use in the condition
B'—=B [ f(Bm) ](h(B, A)) ;32?;“0” with a nested
8 _ . B' — model of nested | Model of nested query
D=A [Al’ A (B }] query use in the attributes
9 D "P P |= A(h (A P)) B' — projection of ta- | Model of parameters
T ' ble; Z{B'} — inter- | transfer from internal
—»>Z{B}->X; nal model; model
B'= B(h(B, P, Z)); X — result of internal
R=Zv X model; h(B, P’Z),

condition of the re-
trieve from the set B
and parameters P
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10 D"P P | = P— ”p P || — set | Model of parameters
T Cooell use in nested query
{B”P'l,..., PInE N of[parameters]
[B B ]}[B B ] B= Bl,...,BnB —
e e Mo’ """ T the result of the nested
model
11 | p= A[Hl(Ai)’ Hm(Am)' Sj(Ai ), j =l._ns g/rllgdgerloifpiizta sorting
f(A) - F(A)]; function of ordinal sort-
H _ ing of attributes;
k(A‘) _ SO(A ) = A —function
So(A)=Ac A 2SA; of attributes usage
Su(A)=H,(A) without sorting
A € SA
j=k; m=1ng -1;
A =G, A €A k=1 m;
GreASAcCA r=m+1 n
12 h(C) - initial recur- | Model of recursion

D=rec(C(h(C))(g(C.B))
B> B,,... B {fsum(B,)])

sion condition,
9(C,B) - condition
of subsequent element
of recursion ,

B - the internal query
of recursion ;

[sum(Bk )] —summa-
tion of recursive que-
ries results by attribute
Bk

Model of parameters usage in the nested request and recursion model, used in com-
puter system for automatic processing of hierarchical data structures, traditionally

found IS of web-portals are added to ten models, developed before [9].

Therefore, logic-mathematical apparatus has been improved and supplemented by
two new models. The construction of information models of automated data processing
of the computer systems in particular — young scientists web-portal is realized using the

suggested logical-mathematical apparatus.
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3. Informational model of data set

The basis of young scientists web-portal, as in any automated web-based system is
a database. Software orientation of web portal, which is integrated in the unified auto-
mated information system of document management and monitoring of educational
process of Masters’ training [3], provides information and analytical possibilities of
modern web-based system with distributed structure and uses the database of the exist-
ing system.

Data bank structure of young scientists’ portal in rather simplified form is shown in
Fig.1. It contains four main units: users, directories and elements, models and relation-
ships, characteristics of the interface. Module of models and relationships plays a key
role in managing portal objects and subjects.

The diagram contains designations of tables and their attributes. They will be used
for construction of logic-mathematical models for portal data processing.

4. Logic-mathematical models of information technology

Let us consider practical application of logical-mathematical apparatus, models of
which are presented in Table 1. We will construct information models of data man-
agement and processing for young scientists portal.

Portal authorization is performed during user identification by means of login Xlo
and password Xps using model of projection and retrieval:

Xid = U[Uid] ((Ulo = Xlo) N (Ups = Xps)). (D)

In case of a successful identification (Xid > 0) information system (IS) determines
the user code Xid. Guest login (Xid = 0) restricts the rights of portal users.

Users belonging to the administrators group (Gid =4) is represented by the model
using agregate function to calculate the number of tuples:

Xadm = G <Gid=Agr>A [count(Gid)] ((Gid =4) N (Aus=Xid)), 2

which determines the parameter of the system Xadm, computing the amount of set A
records of target groups and portal user code portal. Similarly user identification of
belonging to other groups of the portal members is performed.
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Fig. 1. Databank of young scientists’ portal

Since each element and the catalogs, descriptions of which are stored in the set C,
may refer simultaneously to several users of the portal, then we write the model of all
elements and catalogs of the portal E, which is formed by the union of the sets of cata-
logs and elements C and interlinks with users L by means of the model of rigid combi-
nation:

E = C < (Cid=Lca) > L. 3)

Provisional table of catalogs and their elements is formed on request of guest view-
ing of Vg, confirmed by data administrator using sample model combination:

Vg=C (Cac =1). 4
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Revision of user's information portal Vu displays personal elements and catalogs,
published by him on a Web page, as well as data objects, confirmed by administrator,
as the union of data sample models:

Vu =E((Eus=Xid) A (Eac=0)) vV C(Cac =1). 5)

Administrators display all the elements and catalogs Va, which are confirmed by
the participant of the portal — author of information objects, according to the sample
model:

Va=C (Cmc =1). (6)

Information regarding catalogs and elements of the portal is expedient to store in
one relation table of database. Tuples of their data differ by attribute Cty, which equals
1 for the catalogs, and for elements — 2. Number of subsidiary elements Vk for display
of k" catalog:

Vk = rec (((Cty = 1) A (Cid = k)) <Cid=Rpa>
{C[Cpa,count(withid)] — |Rpa , Rent ||} [sum(Rent)]). @)

Recursion is used in (7), which complements the logic-mathematical apparatus (see
Model 11 of table 1), using the parameters Rpa, Rcnt — code of the parent element and
the amount of its subsidiary elements, respectively.

Review of m™" element of catalog m displays file Vm and a list of hyperlinks Vn in
accordance with the following data sample models:

Vm = C[Cfi] (Cigz=m); Vn =F[Fna, Fti] (Fca=m). (8)

Some catalogs of the portal are characterized by rating of users scientific achieve-
ments. Total rating takes into account all the achievements of s participant of Vs por-
tal, presented in his catalogs and elements and is determined by the model of data re-
trieval and aggregate:

Vs =R < (Eca = Rca) N (Eus =s) > E[sum (Rra)]. 9

Formulas (1)-(9), developed on the common methodological base are information
models of logical-mathematical apparatus for web-portal data processing in accordance
with the above-mentioned structure (see Fig. 1).

We will carry out the construction of information technology of information pro-
cessing, relying on the above-mentioned models.
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5. Information technology of data processing

Based on the suggested logical-mathematical models, methods of processing data
that realize the function of automated design of SQL requests of information portal are
developed, this enables to change rapidly the structure of the data and parameters of the
computer system in the process of its operation and provides the necessary degree of
integrity of information database, and also improves the efficiency of data processing
of the portal due to reduction of time for data consolidation and formation of users'
queries.

IT of young scientists’ portal construction is based on the developed models and
methods of data processing.

Let us consider the architecture of information technology and basic principles of
its functioning. Fig. 2 shows the architecture of the information technology for auto-
mated processing of portal data.

Management of information system interface is carried out design patterns of user
interfaces that on the base of style sheet and description of Web pages structural blocks
realize combination of the data model processing results and user interface elements,
which, in its turn, allows to process efficiently data sets using standardized software
functions.

Information technology is implemented in accordance with modular principles of
libraries shown in Fig. 2, which provide wide functional possibilities of the portal.
Module of models formation provides information support of the process of the devel-
opment of logical-mathematical models for functional support of the system, pro-
cessing and data analysis and creating account forms. To save objects, interface param-
eters, and interlinks with subjects database server MySQL is used.

Created information technology architecture, unlike the existing technologies al-
lows:

— use one and the same element both for publication on a personal website that is
automatically generated for the portal user and in the tree of its catalogs accessible to
Internet community, or to the community of researchers, scientific schools;

— perceive one and the same user as a participant of various groups at a fixed mo-
ment of time and at various moments of time, taking into retrospective of catalogs and
their content;

— use one and the same element of the portal, taking into consideration time retro-
spective for several authors, enabling to save the resources of the disc space and time
of data processing;

—perform data analysis and computation of scientific rankings both for separately
taken portal user and for groups of users, for example, scientific school department,
institute.
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| | | |
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H sitedevelopment | M Web u retrospective M module
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| DBCS |
I | | | 1
I user database base of elements base of interface base of functions | |
and directories features and relationships
| |
| 1
Data bank
1 TSN’

Fig. 2. Information technology architecture

Using the suggested methods of automated processing and data analysis algorithm
of information technology that performes the formation of information space for young
scientists portal and provides its functionality has been developed: analysis and data
processing, elements and catalogs control, user groups management, administration,
creation of personal users websites by data publishing and editing directly in the system
of formation and browsing the web document, loading of text and graphic information,
web-surfing of multimedia files, posted on public servers.

On the base of algorithm of portal functioning software modules for information
technology realization are developed. These modules perform monitoring and analysis
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of information and enable to improve the effectiveness of automated data processing in
information system.

6. Practical implementation of data processing information
technology

Efficiency and performance of the developed models, algorithms and methods of
information technology for data processing is proved by their program implementation
and application at Vinnytsia National Technical University. Young scientists portal for
(http://inmad.vntu.edu.ua/portal/) in 2014 started its work and today registration of new
users, catalog creation and filling them with information resources is performed. The
portal interface is illustrated in Fig. 4.

The code of the portal is written in PHP language using MySQL database server
and Apache web server. Design and test version of the portal were developed in 2013
in the environment Visual Studio Ultimate 2012 using the database server SQL Server
2012 Enterprise Edition [12].

Further use of the suggested information technology for automated data processing
and accumulation of information resources for web-portal will allow to perform calcu-
lation of the scientific schools and individual scientists trajectory of development to
determine the optimal vector for accumulation of scientific knowledge with the crite-
rion of optimality in various scientific practical fields.

Today the scientific community of Ukraine is open for communication with scien-
tists and researchers in other countries and realizes joint projects, development and im-
plementation of innovative technologies, in particular, in the field of education. Infor-
mation, regarding new research achievements is of great importance for training of
highly qualified scientific stuff. Presentation of the research results on the portal pages
increases the motivation of young scientists, enhancing the efficiency of their scientific
research.

7. Conclusions

Logic-mathematical apparatus of models of automated data processing representa-
tion was further developed in the given research. By means of this apparatus it becomes
possible in a simple and understandable form describe the parameters of data analysis,
processing, aggregation, and take into account existing relationships between tables of
relational database. Models of parameters usage in the nested request and recursion are
added to logic-mathematical apparatus, thereby expanding the scope of this apparatus
and automate management and data processing functions of hierarchical structures. By
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means of the suggested logic-mathematical apparatus the construction of application
fields information models — portal is realized on the common methodological base.

By means of a computer system based on information models of data processing
automated generation of necessary SQL requests and construction of information tables
using template design of the page is carried out, that enables to improve the efficiency
of web-portal data processing.

New technology of information processing is developed. It differs from existing
systems by logic-mathematical models of data formation and allows to consolidate and
arrange portal elements, taking into account the data structure of the given information
system and allows to enhance the efficiency of resource management.

Practical implementation of developed information technology of data processing
automation in the program resource — young scientists portal, has been illustrated, on
the example of the portal put into operation at Vinnytsia National Technical University.

In future we plan to continue the research of functional possibilities of logical-math-
ematical apparatus in the sphere of data analysis and management of their processing,
and also extend the sphere of logic-mathematical models application on other areas for
information technology implementation.
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Jloruko-maremaTu4ecKkuil annapar o0pad0TKH JaHHBIX
JJIS1 MCTI0JIL30BAHUSI B MH(OPMALIMOHHBIX TEXHOJIOTHUSIX
npu pa3paéorke Web-noprasos

Cautiana bes3

BuHHHIIKHH HALIMOHATILHBIA TEXHUYECKUH YHUBEpcUTeT, Bunnuna, Ykpanna
svbevz@rambler.ru

AHHOTanus. B cratee nmpeqiokeH pa3BUTHIA JIOTUKO-MaTeMaTUYECKUH anma-
par, UCTIONB3yeMBIil pH pa3paboTke MHGOPMAIHMOHHEIX cucTeM. [Ipemnoxen-
HBII anmapar H0o3BOJISET yHH(UIMPOBATh ONUCAaHWE MH()OPMAIIMOHHBIX MOJie-
JIell ¥ OTIPe/IeNTUTh CYIIECTBYIOIIIE CBSI3M MKy TabIuIaMu 06a3bl JaHHbIX. Mo-
JIeM B OCHOBE WH(OPMAIIMOHHOM TEXHOJOTHH, UCIIOIb3YEMOH MPU aBTOMATH-
yeckoM noctpoeHuu Web-mopraina, moCTpOeHBI IPU MOMOIIU MPEIOKEHHOTO
ammapara. Co3faHa CTpyKTypa W alTOPHTM TEXHOJIOTHH JUI aBTOMAaTHYECKOH
00pabOTKH TAaHHBIX.

Kiwuesble ci1oBa: HHGOpMAIMOHHBIE MOJICIH; IOTHKO-MAaTEeMaTHYCCKUH arma-
par; undpopmarronnsie Texuojoruu; Web-noprait.
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Abstract. The paper discusses the approach to automate the processing of elec-
tronic mathematical documents and their transformation into semantic docu-
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AnHoramusi. OOcyxnaercs MOAXOJ K aBTOMATHM3alUM Iporiecca oO0paboTKu
HayYHBIX JIEKTPOHHBIX JOKYMEHTOB M UX IPE0Opa30oBaHUs B CTPYKTYPHUPOBaH-
HBIE TOKYMEHTBL. AKIEHT ClIeNaH Ha OCOOCHHOCTSX 0OpabOTKH MareMarude-
CKHX TeKcTOB. C IMOMOIIBIO CEPBUCOB, CO3/IaHHBIX 10 TPEIOKEHHOI METo 1~
Ke, BBIOJHEHO CTPYKTYPHPOBAaHHE JOCTATOYHO OOJIBIIOrO MO 00BEMY 3JeK-
TPOHHOTO XPAHMIIHIA, COAEPIKAIIETro BBITYCKU IEPUOANIECKOTO KypHaja Io
MaTeMaTHKe U MHOT'OTOMHBIX TPYJIOB KOH(EpEHIH.

KiroueBble cioBa: MHGOPMALMOHHO-KOMMYHHKAIIMOHHBIE TEXHOJIOTHH, HH-
(dhopmanmoHHBIE pecypchl, TexHoiornu CemaHTHdeckoro Beba, s1ekTpoHHEIE
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nyoikanuu, Open Journal System.
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MeTtoauka nocrpoenusi yHKUMH NMPUHATICKHOCTH JIsI
KiIaccupurKanuu H300paKeHuid HA OCHOBE TMCTOrPaMM
SIPKOCTH

Usan [Tocoxos, Upuna CepreesHa Jlorynosa

Maruauroropckuii rocyAapCTBEHHbIN TeXHUUeCKUH yHUBepcuTeT uM. I.1. HocoBay,
Marnuroropck, Poccust
posohof@gmail.com, logunova66@mail.ru

AnnoTtamus. [IpuBeneHs! 0cOOEHHOCTH N300payKeHHUH 00pa3I0B HCIOIB3YEMbIX
TP OLIEHKE KadyecTBa MoTy(haOpHUKaTOB M TOTOBOM NPOXYKIUH B METaJLTypruye-
CKOM TPOMBINUICHHOCTH. BBIIBHHYTa THIOTE3a O BO3MOXKHOCTH pa3/eleHUS
n300pakeHnit Ha Tpu kiacca. [loctpoeHa metonuka kinaccupuKaum n3o0paxe-
HHUH 1O THCTOrpaMMe sIpKOCTH. MeTo/uka Oblia onpoOoBaHa B X0J€ BBIYHCIIH-
TEJIBHOT'O 3KCIIEPUMEHTA.

Knrouesbie ciioBa: n3o0paxxeHue, THCTOrpaMMa, IIPUHATUE PELLIEHUS

1 Kpartknii TeopeTnyecknii aHau3 npoodJeMbl HCCIeJ0BAHUSA
H300paKeHUl MeTaUIyprudeckoi npogyKuun

COBpeMeHHOC IIPOMBINIIICHHOC IPOU3BOACTBO BBIABUTAET HOBBIC Tpe6OBaHI/I${ K CUCTEC-
MaM YIPaBJICHHUS MHOTOCTaTUMHBIMM MPOM3BOJICTBAMH. JTH TpeOOBaHUSA OOYyCIOB-
JICHbI BHCIAPCHHUCM HOBBIX IMPUOPUTECTHBIX Hal'[paBJ'[eHI/II\/'I, OINIPCACIICHHBIX TOoCyaap-
CTBCHHOM moyinTuKoM B Poccun. OHO U3 TaKUX HAIMPaBICHUI — pa3BuTHE HHPOpPMa-
MAMOHHO-TCJICKOMMYHHUKAITUOHHBIX TeXHOJ’[OFHﬁ, KOTOPBIC SABJIAIOTCA HEOThEMJIIEMOU
4acThI0 aBTOMAaTHU3UPOBAHHBIX cucTeM ynpasieHus (ACY) npon3BoACTBOM KPYIHBIX
MPOMBIIIJICHHBIX MpeanpusaTuil. Micrioap3oBanue HOBBIX Moyet ACY nist MHOTOCTa-
JUAHBIX MPOU3BOJICTBCHHBIX MPOIECCOB CIIOCOOCTBYET MOBBIIICHHIO d3PPEKTUBHOCTU
(hyHKIIMOHMPOBAHUS arperaToB U 00ECHEeYNBACT CHWKCHHE JOJH NMPOAYKIHUU MTOHU-
’KeHHOTo KauecTna [1, 2].

[Ipu pa3zpaboTke M BHEIPEHUH HOBBIX MOIYJIEH, MOIOJIHSIOMIMX CYIICCTBYIOIINE
ACY mpou3BO/CTBa, MOSBISETCS HEOOXOIUMOCTh MCIOIB30BaHUs rpadUuecKoil nH-
(dhopmarnuu, mogydaeMol B X0JI€ OIEHKH KadyecTBa TOTOBOM NMPOAYKIMU U 1oy hadpu-
KaToB.

B oGactu Teopun 1 MpakTUKH UCIIONB30BaHUs Irpadudeckoit mHpopManuu u mnpu-
HATUS pemeHnid B ycnoBusax ACY NMpoM3BOJCTB HAKOIUIEH 3HAYUTEIBHBIA TTOJO0XKH-
TeJIbHBIN OTBIT. BOTpoCk! momydeHus, 00pabOTKH U cerMEHTAIMHA N300paKeHH OTpa-
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JKEHbI B TpyJax 3apyOeKHBIX M poccuiickux uccienosareneid. Tpyms! [3-5] ompene-
JIJTU Pa3BUTHE MAaTEMAaTHYECKOM Teopun B 001acTH 00pabOTKH rpaduueckoi HHPOp-
Maluu.

OyiHaKO, HECMOTPSI Ha MTPOBECHHBIE HCCIIEIOBaHHS U 3HAYNTEIBHOE YNCIIO MyOJIH-
Kaiuii B 001actu 00paboTku rpadudeckoil nHbpopMaIMU, OCTAKTCS aKTyalbHOH Mpo-
osema: OTCYTCTBUC KOMIUJIEKCHBIX METOAWK, MO3BOJIAIOIINX BBIMOJHATL aBTOMAaTU4C-
CKYI0 00paboTKy M300paXKeHUil, XapakTepHbIX IPU GOPMUPOBAHUN Oa3bl JAHHBIX UH-
(dopmalyy 1 Ka4ecTBe METaJUTyprUIeCKON MPOAYKIHH.

B cnouBIIMX YCIOBUSIX BO3HMKAET HEOOXOJAMMOCTh B pa3pabOTKe aBTOMaTHYe-
CKO¥ THOKO#M CHUCTEeMBbI 00pabOTKH M300paKECHUH, BKIFOUYAIOIICH OTACIeHUEe (oHA U
00BeKTa HCCJIICAOBAHMA, a4 TAKXKEC I/I[[CHTI/I(bI/IKaI_II/II/I B IIpe€aciax BbIACICHHOTO 00BeKTa
UCCJIEJIOBaHMS 3JIEMEHTOB, COOTBETCTBYIOIMX HAPYIICHHUIO CIUIOLTHOCTH 00pasia.

2 Omnpenesenne nejiv U 3a1a4 UCCJIeI0BAHNUS

YunTeiBas MpoOIeMbl OLIEHKH MCXOIHBIX N300paKeHUH 111 METAJLTYPTUUIECKON Mpo-
JOYKIUH, ObUIA OTIpeieNieHa [IeNb HCCIIeI0BaHMs KaK COBEPIICHCTBOBAHUE CYIIECTBYIO-
IIUX METO/OB U CPEJICTB aHaIM3a 00paboTKu rpaduueckoil MHPOPMAIMH O Ka4ecTBe
METAJUTYPrHIeCKON MPOAYKIMH JUIS €€ TTOCIIEYIOIIEro HCIIOJIb30BAHUs B YIIPaBICHUN
CHCTEMOH MHOTOCTaJMHHOTO IPOU3BOACTBA HETIPEPHIBHOJIUTOM 3arOTOBKH.

JIIst TOCTYDKEHUS! LIeJIN aBTOPaMH PadOThI PENIaloTCs 3a1a4H:

— TpPOBEIEHHE TEOPETUKO-WH(POPMAIIMOHHOTO W TEOPETHKO-MHOXKXECTBEHHOTO aHa-
Jn3a MHOT'OCTaMIHOTO MPOU3BOICTBA HEMPEPHIBHOJIUTON 3arOTOBKU M OTIpeiesie-
HHE BO3MOXXHOCTH X HEOOXOIUMOCTH BHEAPEHUS B CUCTEMY YIIPABJICHUS MPOU3BOI-
CTBOM 3PraTUYeCcKOro MOYJIS aHaIu3a N300paKeHHsI CEPHOTO OTIIeYaTKa;

— MOCTPOCHHE KOMIUIEKCA METOIUK, BKJIFOYAIOIIETO aArOPUTMBI aHaiu3a rpadude-
CKOI MH(OpMAIK HAa OCHOBE KITACCU(PHUKAIMU N300paykeHHH 10 THCTOTpaMMe sIp-
KOCTH, aBTOMaTHYECKOTO OTAETCHUS (poHa OT 00BEKTa HCCIIeI0BaHMs, KiIacCU(HKa-
LU0 ¥ UICHTUPUKAINIO OOBEKTOB Ha M300paKEHUH, COOTBETCTBYIOIIMX HapyIie-
HUIO CIUIONTHOCTH 3aTOTOBKU;

— MOCTPOCHHE METOJUKU SKCTIEPTHOW OIIEHKH WHPOPMAIU U TPUHATHE PEIICHUHA C
HCTIOJIB30BaHUEM PE3YIIbTATOB WACHTH(PHUKAINN 00bEKTOB Ha M300paKCHHN.

B pamxax mpencTaBisieMol CTaThH NpeNCTaBIEHa METOJMKA aHayM3a Irpaduueckoit
nH(OpMAaLK Ha OCHOBE KJIACCU(HUKALNH N300paskeHNH 110 THCTOTpaMMe SIPKOCTH.
Hayunyto HOBH3HY, B OTJIMYHH OT U3BECTHBIX METO/I0B KJIaCCH(HUKALINHI H300paKECHUH,
COCTaBJIIET METO/IMKA, UCTIOJIB3YIONIAsl XapaKTEPUCTHKH ONMMOIATbHON THCTOTPaMMBI,
TaKUe KakK M0JI0OKEHHE MUHIUMAIbHOTO U MAKCUMAaJIbHOTO 3HAUEHUS SIPKOCTH.
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3 XapakTepucTuka Had0pa UCXOAHBIX U300paKeHU
JJISl OLIEHKHU KavyecTBa

Ilo pe3ynpTataM MACCHBHOTO 3KCIEPUMEHTAIBHOTO HCCIIEIOBAHHS, BKIIFOUYAOIIETO
cbop rpaduueckoil MHPOPMAIMK O KAayecTBE HEMPEPHIBHOJUTON 3aroTOBKU ObLia
chopmupoBaHa 0a3za JaHHBIX, cojepxaiias 32 CepHbIX oTmedatka. M3o0paxeHus
OPEICTABISIIOT OO0 OIrppOBaHHBIE CEPHBIC OTIIEYATKH HEMPEPHIBHO JIMTOM 3aro-
TOBKH (puc. 1).

a §) B

Puc. 1. M306paxkeHnst CEpPHBIX OTIICYATKOB IIOMEPEYHBIX TEMILIETOB HEMIPEPBIBHOIUTON 3aro-

TOBOK KBQJIPATHOTO CEUCHUS: & — TUIIOBOC N300paKEHUE TPYIIBI A ¢ HE3HAYUTEIBHBIM OTJIU-

YHEeM SIPKOCTH (JOHA U 00BEKTA UCCIIEA0BaHMs; O - TUTIOBOE H300paskeHue rpymmsl B co cpen-

HUM OTJIHYHEM SIPKOCTH (OHA M 00BhEKTa UCCIICIOBAHUS; B - TUIIOBOE H300paxeHue rpymmbl C
C PE3KHUM OTIIHYHEM SIPKOCTH (OHA M 0OBEKTA UCCIICTOBAHHUS

OundpoBKa CepHOr0 OTHEYaTKa MPOU3BOIUTCS IIyTEM ero ckaHupoBaHusi. Tak Kak pas-
MEp CEpPHOT0 OTIIeYaTKa B cpeaHeM cocTaBisieT 175%230 MM, TO it ero orudpOBKU
NpUMEHSTCS cKaHep popmaTa A4 ¢ paspelarolieii criocooHocThio He MeHee 300 Touek
Ha oM. PesynbTupytomye n3o0paxenus B cpeaneM uMeroT paspenieHue 4200x5500
TOYEK.

B xozie BU3yalbHOTO aHan3a BceX N300pakeHHi ObLIO BBISBICHO JBE OCOOCHHOCTH:

— M300pakeHHe OTIedaTka BCErJa COAEPKHT OOBEKT HCCle/oBaHHe (HEmocpen-
CTBCHHO M300pakeHIE MOMIEPEIHOTO CEYCHUS 3aroToBKH pazmepom 100x100 Mmm)
OKpY’Xarommid GoH, IpUIEM IOJIOKEHHE TTOIEPEUYHOT0 CEUCHUs (M3y4aeMOro 00b-
€KTa) sSBIACTCS HeOnpeAeICHHBIM (puc. 2);

— BCE M300pakeHUS MOKHO Pa3IeIUTh HA TPH TPYIIIEI 10 OTHOIICHUIO IPKOCTH 00B-
eKTa uccieoBanust ¥ GoHa nzoOpaxeHus. THIOBbIE H300paXKEHUST KaXKI0H TPyl
B MOPSI/IKE BO3PACTAHUS 3TOTO OTHOIICHHS MIPUBEICHEI HA puc. 1.
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a §) B

Puc. 2. Ctpykrypa nccnenryeMbix n300paXeHHi B TEPMHHAX
«O0BekT uccnenoanus — Gony: a,0,8 — HOMepoM 1 0003HaYCH (OH, HOMEPOM
2 — 00BEKT HCCIeOBAHUS

Juist coxparmieHust 00beMOB WHTEPAKTHBHOTO OMpEICICHUS 00JacTH HEIOCPEICTBEH-
HOTO WCCJIEIOBAHUS MPUHATO PEIICHHE O MOCTPOCHUE aITOPUTMa aBTOMATHYECKOTO
BBIJICIICHUS 3TOU oOyacTw. J[J1s1 aBTOMAaTHYeCKOTo MOKMCKa 00BEKTa HA M300paKCHUN
MHOTMMHU aBTopamu [9-10] npeasaraercs UCMoIb30BaTh METO/Ibl, OCHOBAHHBIE Ha CEr-
MeHTanuu u3obpaxennii. Hanbosee mpocThIM IpeicTaBUTETIEM METOIOB CETMEHTAIIHN
SBIISICTCS IOPOTOBasi 00padoTka. JlaHHBIH METO]] MPUMEHUM U U300paKeHUH couep-
JKaIUX H3BECTHOE YUCIIO OJHOPOIHBIX IO SIPKOCTH KIIACCOB TOUYEK, pacIpeelicHIe Be-
POATHOCTEH KOTOPHIX YHHUMOZATHHBI. KpoMme 3TOro, rpaHHYHBIE YYaCTKA MEXIY 3a-
MKHYTBIMH 00JTACTSIMH JOJDKHBI 3aHIMATh CPABHUTEIEHO HEOOIBIIIYIO IUIOMIA b H300-
pakeHus.

[pemmaraercs Takxke IPUMEHHTH METOJIBI CETMCHTAIIH HA OCHOBE BEIJICIICHUS Ipa-
HUT] (KOHTYpOB). MeTompl TpeOyIOT, 9TOOBI MEXITy 00JACTSIMHU M300paKCHUS CYIIe-
CTBOBaJI PE3KUH mepena ApKOCTH, YTO XapaKTEPHO HE T BCEX HCXOMHBIX H300paxe-
HUI.

[TosTOoMYy aBTOPHI pabOTHI IPEANIATaIOT KIIacCU()UIPOBATH H300paKEHUS MO TUCTO-
rpaMMe SIPKOCTH IPEoOPa30BaHHOTO MOTYTOHOBOTO H300paKECHUSI.

4 I'ucrorpamMmsbl ApKOCTH M NIpeodpa3oBaHue H300paKeHHs B
NOJIyTOHOBOE

ABTOpamMu pabOTHI IIpeIBApPUTEIBHO OBUT MPOBEIEH aHAIN3 THCTOIPaMM SIPKOCTH LIS
KaXI0ro Kanaia npocrpanctea RGB! u ructorpamm spkocTn npeo6pazoBaHHOTO MO-
JYTOHOBOTO M300pakeHMs1. McXoaHble pacTpoOBbIe N300PaKEHNST CEPHBIX OTIIEYAaTKOB
SIBJISIFOTCS! TIOJIHOI[BETHBIMK U IPE/ICTaBJIEHb! B 11BeToBOH Mojenun RGB c¢ rioyOuHoi
1Bera 24 OUTa Ha MHUKCEINb M IPUBOASATCS K IOJYTOHOBBIM H300pa)KEHUSIM C TITyOMHON
nBera § OUT Ha THKcenb. 1101 MOTyTOHOBEIMU N300paKEHUSIMHU B KOHTEKCTE pabOoThI

1 B RGB MOICIN KaXKIBIA [BET NpeACTaBIACTCA KPpAaCHBIM, 3€JICHBIM U CUHUM IIEPBUYHBIMU
OCHOBHBIMHU IBETaMH (KOMHOHCHTaMI/I).
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MOHUMAIOTCSl N300pakeHHs B OTTEHKax ceporo. Kaxaplil mukcenb Takoro u3odpaxe-
HUS COJICPIKUT UHPOPMAIIUIO 00 MHTCHCUBHOCTH (sipkocTr). CyMMapHOE YKCIIO BO3-
MOXHBIX I'paJialinii SPKOCTH JJIsi §-OMTOBOTO TOJIyTOHOBOTO M300payKeHHUs COCTABIISIET

2% = 256 . MunuManbHoe 3HaYeHUE spkocTd — 0 COOTBETCTBYET YEPHOMY IIBETY,
MaKCUMaJIbHOE — 255 COOTBETCTBYET OEIIOMY IBETY.

OcHoBHasi cTparerus npeoOpa3oBaHusl MOJHOIBETHOIO H300paXKeHUs B IOy TOHO-
BOE 3aKJII0YAeTCs B UCIOJIb30BaHUY NPUHIUIIOB ()OTOMETPHH JUISL CONIOCTABIICHUS SIp-
KOCTH M300pa’keHUs B OTTEHKAX CEpOro U IPKOCTH UCXOJHOTO IBETHOTO U300paXEeHUs
[6]. SIpkocTh Pe3yNBTUPYIOIIETO MUKCEIS BHIYUCIIACTCS KaK B3BEIICHHAS CyMMa TPEX
3Ha4YeHUH MHTeHcHBHOCTH Mojenr RGB. Beca 11BeTOBBIX KOMIIOHEHT BHIOpaHBI B CO-
otrBercTBum co ctangapToM ITU-R BT.709, koTopsiil yuuTHIBACT OCOOCHHOCTH YEIIO-
BEYECKOTO BOCIIPUATHS, OOJIBINAS YYBCTBUTEIBHOCTD K 3€JICHOMY LIBETY M MEHbIIAs K
CHHEMY:

Y =0,2126-R+0,7152-G +0,0722- B,

rae Y — spkocTh pesynbrupymomero mukcens; R,G,B — 3sauenus nserobix

KOMITOHEHT TTUKCEJsI HCXOTHOTO n300pakeHus [7].
I'ucrorpammoit u)poBOTo U300paXKEHUSI HA3BIBACTCS TUCKPETHAS (OYHKITHSI

h(rk )= Ny

rae I — K -brit YPOBEHb APKOCTH; I, — KOIMYECTBO NUKCENEH H300pa)EeHUs C APKO-

creio I [4]. s 8-6uTOBOTO H300paXkeH s K usmensiercs B npenenax [0; 255].

Ha puc. 3 — 5 npuBeieHbI THCTOTPaMMBI JUTSl THIIOBBIX N300pa)KEHNI CEPHBIX OTIIe-
YaTKOB, IPUBEICHHBIX Ha pHc. | kaxknoro kinacca. Ha puc. 3 — 5 BBezieHo o003HaueHHe:
N — KonMYecTBO MMKCeNne Ha N300pakKeHNN 3aJaHHOTO KaHaJla, THIC IIT.

Jlist Kaxkmoit rpynmnsl M300paskeHni ObIIM MOTyYeHBI THCTOTPAaMMBbI, HMCEIOIINE Xa-
paxkTepHbIE OTINYHS B popMe:
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Puc. 3. 'ncropamMer a7t ©300paXkeHUs TPYIITHL A: a — THCTOpaMMa JJIsl KpacHOTo KaHaja; 0 —
THCTOrpaMMa JUIsl 3eJICHOT0 KaHalla; B — THCTOTpaMMa JUIsi CHHEro KaHaja; I' — THCTOpaMMa Io-
JTyTOHOBOTO M300paKEHUS
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Puc. 4. 'mctopamme! 1t m300pakeHns rpynmsl B: a — ructopamma Juist KpacHOTO KaHana; 6 —
rUCTOrpaMMa JUIsl 3€JIeHOT0 KaHala; B — TUCTOTpaMMa JJIsl CUHETro KaHaja; I — THcTopaMMa
HOJIYTOHOBOT'O H300paXKeHNUs!
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Puc. 5. 'ncropammer 1t n3o0pakenus rpymmsl C: a — THCTOpaMMa T KpacHOTO KaHana; 6 —
THCTOTpaMMa JUIsl 3€JIEHOT0 KaHalla; B — TUCTOrpaMMa JUIsl CHHEro KaHana; I' — THCTOpaMMa
HOJIYTOHOBOT'O H300paXKeHuUst

— TUCTOTpaMMBbI H300paKeHUH rpynIsl A YHUMOJAIbHEL, Tak Kak (GOH 1 0OBEKT Hc-
CJIEZIOBaHUS UMEIOT CPABHUTEIBHO OJMHAKOBYIO SIPKOCTh. 3HAYNMBIE YPOBHH SIPKO-
cTH 3aHUMAOT Y3kyto (10+15% B gmamazone [215, 255]) momocy, mokasbIBasi, 9To
n300paKeHNs] UMEIOT HU3KUH KoHTpacT. [losioca cMeleHa K JIeBOMy Kparo, YTO CBH-
JIETEJILCTBYET O BBICOKOW SIPKOCTH N300paKEHHI;

— JUIA TUCTOTPaMM H300paskeHnit rpynnsl B xapakTepHO HaJMYUe ABYX BBIPAKCHHBIX
ITMKOB, CONIOCTaBUMBIX MO IUIOMIA/IH, TaK Kak (JOH U 00BEKT MCCIIEOBaHNS UMEIOT
Pa3IUYHYIO SIPKOCTb. 3HAYUMBIE YPOBHH SIPKOCTH 3aHMMAIOT IOJIOCY IIUPUHON
40+50% B mmuanazone [140, 255] — n3o0pakeHHe UMeET HOPMaJIbHYIO KOHTPACT-
HOCTB;

— TUCTOrpaMMBI H300paskeHnii rpynnsl C Takke UMEIOT ABa MHKa, OJJHAKO JIEBBIH MUK
3aHMMaeT OoJiee IUPOKYIO TOJIOCY M MEHbIIee MakcuMaibHOe 3HaueHne. ®oH n
00BEKT HCCIIE0BaHNS UMEIOT CYIIECTBEHHO OTIIMYArONTyIocs sipkocTh. [lnpuna mo-
JIOCHI 3HAYMMBIX ypoBHeH sapkoctu 70% B nuanaszone [80, 255], 4T0 COOTBETCTBYET
BBICOKOKOHTPACTHOMY HU300paXXECHHUIO.

Taxum 06pa30M, OLICHKA MOJYYCHHBIX TMCTOIPAMM I10 Ka)l(,[[Oﬁ rpynrice rnoxkasaja, 4To:

— TUCTOrpamMMa MOJYTOHOBOTO U300paKEHUS SBJISETCS JOCTATOYHON sl Kiaccuu-
Kaliy N300pakeHUH, TaK KaK OTKIIOHEHHE TIOJIOKEHU I 1opora 1 MaKCUMYMOB Ka-
HAJIbHBIX TUCTOTPaMM I10 CPABHEHHUIO C TUCTOTPAMMOi1 MOy TOHOBOTO H300paXKeHNU s
cocraBisieT He O0oiee 15%;

— HavaJbHOE MPEINOJI0KEHHE O Pa3/IeJICHUH BEIOOPKH N300pakeHUI Ha TP TPYIIIIbI
MOJTBEPIKICHA PE3yJIbTaTaMH BBIYHCIMTEILHOTO SKCIIEPUMEHTA U MOSBUIIACh HEO0-
XOJUMOCTh B pa3paboTKe METOANKH UASHTH(PUKAITUN (HOPMBI TUCTOTPAMMEBI H300-
PaKEHHH CEPHOTO OTICYATKA.
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5 Metoauka naeHTUPUKAIAA (POPMBI THCTOTPAMMBI IPKOCTH
CEPHOr0 OTIEYATKA

Jly1s OTHECeHHsI THUCTOrpaMMBI K OJTHOMY U3 KJIACCOB M3y4YEHBI METOJbI HaXOXKICHUS
MOPOTOBOTO 3HAYEHHUS 10 UCTOYHHKaM [3-5,8,11]. CornacHo 3TUM UCTOYHHKAM MOPO-
TOBOE 3HA4YEHHE — 3TO BEIMYUHA SPKOCTH, OTHOCUTEIBHO KOTOPOI rucTorpamma Je-
JIUTCS HA JIBE YacTH.

Pa3nenenue ructorpaMMel Ha IB€ 4aCTH MO3BOJISET HAUTH MAaKCUMBI IPKOCTH KaXK-
Joit yactu. ITonck moporoBoro 3HaYeHUS IPKOCTH OCHOBAH Ha UCTIONB30BaHIH METO/1A
Omy [8]. MeTo/ m03BOJISIET pa3HECTH MUKCENW N300paKeHUs Ha JIBa Kjlacca, paccuu-
TBIBAsl TAKOW MOPOT, YTOOBI BHYTPUKIIACCOBAs AUCHepcHs Obula MUHUMabHOM. Takast
JUCTIEpPCHs BBIpAJKaeTCs 4epe3 B3BEIICHHYI0 CYMMY JHUCIIEPCHil IBYX KIIACCOB:

o (t) = ,(t)of (t) + o, (t) o7 (t) (1)

. 2
1€ BE€Ca (()I — 9TO BEPOATHOCTU ABYX KJIACCOB, PA3JACJICHHBIX [IOPOTOM t y O'i — AUC-

MEPCUs OTUX KIaCCOB.
BCpOS[THOCTI) JUTA KQXJI0T0 YPOBHSA MHTCHCUBHOCTU PACCUYUTHIBACTCS KaK:

() = " @

rue N(t) — koyecTBo MUKceNel n300paxxeHus ¢ apkocThio t; N — o01iee koian4ecTBo
NHKceNned n300pakeHHs.

ABTOp MeToa [8] nokazai, YTO MUHUMH3ALUS JUCIEPCHN BHYTPH KJIacca paBHO-
CHJIbHA MaKCUMM3AINH ANUCTIEPCHUH MEKAY KilaccaMy

oy (t)=0° —o,(t) = &, (Y@, D[4 (1) — £, (O ®3)

rae ML — cpenHee apudMeTHIECKOe Kilacca.

ITocne IIPUMEHCHUA METOIa OHy 1 HaXOXACHUA 3HAYCHUA ITopora ApKOCTU METOAMKa
HpeAINosaraeT HaXoXICHHUE MOJI0KEHHS MAKCUMYMOB TUCKPETHON (DYHKLIUH JJIsI KaXK-
JIOM YacTH TUCTOrpaMMBI. BIIOK-cxeMa METOANKH KilacCU(pUKAUU W300paKeHUH HU3-
KOIl KOHTPacCTHOCTH Ha OCHOBE T'HCTOTPAaMMBI SPKOCTH IIpHUBeIeHa Ha puc. 6. ITonck
BBINOJIHEH IPOCTHIM IEepeOOpOM 3HAYCHHH TUCKPETHONH (DYHKIMH THCTOTPAMMBI B
Ka)KJOU ee 4acTu.

B 6mok-cxeme mpuBeaeHHON Ha puc. 6 moamporecc «llomydenne u3o00pakeHUs»
BKIIIOYAET B ce0s UTEHHE MOJHOIBETHBIX M300paKeHWI CEPHBIX OTIEYAaTKOB HEmpe-
PBIBHOJIMTOI 3aTOTOBKH C HOCHUTEIIS M pa3MeEIIeHHe ero B ITaMATH B BH/E MAaCCHBA ITHK-
ceneit. [lognpouecc «IlocTpoeHne KaHaIbHBIX TUCTOTPAMM SIPKOCTHY BBITIOITHSET M0~
CTPOEHHE TUCTOTPAMMBI SIPKOCTH JUUII KJKIOTO U3 TPEX KaHAJIOB B IIBETOBOM IIPOCTPaH-
ctBe RGB, kpacHoro, 3eseHOro u cuHero. B moamporecce «M300pakeHue K MOIyTO-
HOBOMY» IPOHMCXOINT NPeoOpa3oBaHKe N300paskeHISI U3 ITOJHOLIBETHOTO B TIOIYTOHO-
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BO€, UCTOJB3ys anroput™ BT709. 3a Hum cnenyet noamporueccel «I[loctpoenne ructo-
rPaMMBI TTOJIyTOHOBOTO M300paXECHHUs» JIJIsl IOCTPOCHHUS THCTOTPAMMBI H300paKCHUS
MOJIyYEHHOTO Ha mpenpiayieM mare. [eiictus, Bxoasmue B noamnpoueccs! «llouck

MOPOrOBOT0 3HAUCHUS» U «[IOUCK MOJIOKESHHUI MAKCUMYMOBY, TIPEICTABJICHBI Ha OJIOK-
cxeme (puc. 7).

EHGHHOTeKaiL [ TlomnousetHbie TTonyuenue Maccus
n300pakKeHHit| HM300paXKeHus M300paKeHus nuKcenei

TlocTpoenue
JIs1 Tpex KaHaJlIOB B IIBETOBOM
KaHaJIbHBIX !
inmpoctpancTBe RGB, kpacHoro,
TUCTOIPaMM

13€JICHOI0 U CUHETr O
SAPKOCTH E

Ilpusenenue
H300paXKeHust K
TIOJTyTOHOBOMY

'

TToctpoenne
THUCTOTPAMMBI
[IOJIyTOHOBOI'O
H300paKCHHS

v

TTounck [
i Peanmzanus anropurma
IIOPOroBOro | f[----==-- 1
| st merona Oty
3HA4YCHUS L

TTouck f
o i TTonck KonMYecTBa U MOJIOKEHUS
Ea:;a JIAHHBIX TMOJIOKCHU U
! TJ106aTbHBIX MAaKCUMYMOB
MakCUMyMoOB | | L
Konenq

Puc. 6. biok-cxema MeTouKH KiaccuuKanuy U300paXkeHHH Ha OCHOBE IMCTOTPaMMBI SIPKO-

CTH
—( ) —
¥
Tlouck MOPOroBOro | ByrucmiTs BeposTHOCTS A7 KAKIOTO Tlouck
3HAYEHMS APKOCTH YPOBHS HHTCHCHBHOCTH MaKCMyMOB =0, t=threshold,
threshold, 1 255,1
he e
Bhruuenuts
Bi(D), (), °(t)
na 2
v v
max1=n(t) ‘ ‘ max2=n(t)

)
threshold =t

Puc. 7. briok cxema Ioucka ImoporoBoro 3Ha4eHHs IPKOPKOCTH U MAaKCUMYMOB JUCKPETHOH
(YHKINY THCTOPaMMBI N300paskKeHUH

B pesynbrate nmpuMeHeHHs: METOJUKH (opMuUpyeTcs 0a3a JaHHBIX, KOTOpask COAep-
JKHUT CICAYIOIINE CBEACHHS: HMCXOJIHOE H300pa’keHHe, IOJIyTOHOBOE H300pa)KeHHE,
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JUCKpETHbIE QYHKIMHU JJIsl TOCTPOSHUS TUCTOTPaMM JIJIsSE KPACHOTO, 3€JIEHOTO ¥ CHHETO
KaHaJa, a TaKkKe [OJyTOHOBOTO N300paxKeHHs, IOPOrOBOE 3HAUCHUE U 3HAUCHUS MaK-
CHMYMOB B 00€UX 4acTsX I'MCTOIPAMMBI.

6 Pe3yabTarhl TECTUPOBAHUS METOAMKH KJIACCH(PUKATMHU
H300pakeHuii HA OCHOBE THCTOTPaAMMbI IPKOCTH

Jnst pazpaboTaHHON METOAMKU OBUIM IPOBEJEHBI BBIYHUCIUTEIBHBIE YKCIIEPUMEHTHI
JUIA BceX COOpaHHBIX M300paxennit. s n3o0pakeHui, MpUBECHHBIX Ha pHC. 1 OpUIH
MOJIy4€HBI Pe3yIbTaThl, IPUBEICHHbIE B Ta0M. 1.

Ta6auna 1. Pe3ynpTaTsl OIEHKH TOPOTa SIPKOCTH U MaKCUMAJIBHBIX 3HAYCHUH JUCKPETHON
(hyHKIUH IJ1S1 TECTOBBIX N300pakeHHH

VsoGpaere KpacHblii kaHan 3eneHbli KaHa

Tr Mar Mar Ty Mag Mzg
Puc. la 219 212 248 224 201 242
Puc. 16 214 189 255 178 205 255
Puc. 18 199 154 240 194 146 240
MsoGpaere Cunnii KaHa [TomyToHOBOE

Tb Mib Th Mib Th Mib
Puc. la 227 226 227 226 227 226
Puc. 16 190 151 190 151 190 151
Puc. 1B 177 146 177 146 177 146

B Tabm. 1 BBenens! o603HaueHUs: Tr, T, Tg, Tgs — 3HAUCHHE AUCKPETHOW (PYHKIIUH JUIS
Mopora APKOCTH JIIs KXKIOT0 KaHalla U MOJyTOHOBOro u300paxenus; M1, M1y, Mg,
M1gs — 3HAUCHHE MAKCUMyMa CJIeBa OT TOpOra SIPKOCTH JUCKPETHON (QYHKIIMU THCTO-
TpaMMBI JJIs KaXJIO0TO KaHala U MOTyTOHOBOTO M300paxkeHus; Moy, Mop, Mog, Mogs —
3HAYCHHE MAKCUMYyMa CIIPaBa OT MOPOra SPKOCTH JUCKPETHON (QYHKIMU THCTOrPAMMBI
JUTSL K&XKIOTO KaHAJA U TI0JIyTOHOBOTO U300paXkeHus; I, b, § — MHAEKCHI Ui 0003HaUe-
HUSI [IBETOBBIX KAHAJIOB COOTBETCTBEHHO KPACHOTO, CHHETO M 3eJICHOT0; (S — MHIEKC
COOTBETCTBHS MOJIyTOHOBOMY H300PaKEHUIO.

Ta6muua 2. Pe3ynbraThl Kitaccu(pHUKaIMU MOJTYTOHOBBIX H300paXKeHU CEpHBIX OTIIEYaTKOB
MOIEPEYHOT0 CeUSHUSI HETIPEPHIBHOIUTON 3arOTOBKH

Konunue- 3HaueHHe oKa3aTenen
I'pymma | ctBO H306- Ilopor spkocT MaxkcumyM cieBa MakcumyMm cpaBa
paxxeHHui MUH. MaKc. MHH. Makc. MUH. MaKC.
A 4 216 223 193 211 239 254
B 21 193 231 147 218 233 254
C 7 217 240 145 239 236 247
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B Ta6i1. 2 npuBeieHbI pe3yabTaThl KIaCCUPHUKAIIMYA H300paKEeHU, BKITIFOUCHHBIX B
00111yI0 0a3y TaHHBIX HA OCHOBE Pa3pabOTaHHON METOIUKH.

Takum 00pa3zoM, AJst MPUHATHS pelieHus: 00 OTHECEHHH U300paXKeHMsI K OJTHOM 13
rpyrn (A, B nin C) MOXXHO NOCTPOUTH (DYHKIMIO HMPHUHAIICKHOCTH aaalTHBHOIO
BUJIA!

3
R= 'ZO i'((Ti min <T STi max )A(mi min <M< max )’\(Mi min <M SMi max )) )
1=

rre R — MHOecTBO BO3MOXKHBIX PEIICHHUH, cocTosIee 13 YeThipex snemMeHToB {0, 1,
2, 3}, 3HaUeHHE KOTOPOTO COOTBETCTBYIOT TpyIaM n300pakeHuit: 1 — rpymma A; 2 —
rpymmna B; 3 — rpyrmma C; 0 — rpynma, o0beanHsIomas n300paxeHus: He BXOAAIINE HA
B OZIHY M3 TpynI Kinaccupukanuu; T, M, M — KOIHMYeCTBEHHbBIE XapaKTEPUCTUKU T'H-
CTOTPaMMBbI H300pa’keHN S, BRIOPAHHOTO ISt KJIaCCH(HUKALINK: TIOPOT, MAKCHMYM CJIeBa
U MaKCHMYM CIIpaBa COOTBETCTBEHHO; T imin, |imax, Mimin, Mimax, Mimin, MimaX — SMIHpH-
YecKHe TPaHuIlbl AMala30Ha Iopora, MakCUMyMa ClieBa U MakCUMyMa CIpaBa, oIpe-
JIeJICHHbIE HA OCHOBE YMITMPUYECKOTO MCCIICOBAHUS U aJallTUPyeMBbIe IIPU 00ydeHHN
CHCTEMBI IPUHATHS PELIEHUs O KIacCu(UKaMy H300paxeHUH.

7 3akjaueHue

Takum 06pa3zom, aBTOpaMHu MO pe3ysibTaTaM BU3YaJIbHOTO aHanu3a Obla BBHIABUHYTA
THIIOTE3a O BO3MOYKHOCTH Pa3JeNeHus N300paKeHUH CePHBIX OTIIEYAaTKOB HETPEPHIB-
HOJINTOM 3arOTOBKH Ha TpH Kiacca. [ kmaccudpukanny n3o0paxeHuii Obla mocTpo-
€Ha METOJIMKa KJIaCCU(HUKALUN U300paKEHUH M0 TUCTOTPpaMMe SIPKOCTH, YUHUTHIBAIO-
mas €€ OCHOBHBIC XapaKTEPUCTUKU — 3HAUCHUA IMOpOoTra APpKOCTU, MAKCUMYM CJI€Ba 1
crpaga.

IToctpoennas MeTonuka ObUTa OMpPoOOBaHA B XOA€ BBIYMCIUTENBHOIO SKCHEpH-
MEHTAa, 10 pe3yJIbTaTaM KOTOPOT'0 BBITIOJIHEHO IIOCTPOCHUE aJaNTUBHON ()yHKIIUH IPH-
Ha/IJISKHOCTH N300pa’keHIH K BEIOPaHHBIM KilaccaM. AnanTtanys GyHKIUH BO3MOXKHA
B pEabHOM BPEMEHH MPH pacIIMpeHUH 0a3bl TaHHBIX N300paKeHUN CEpHBIX OTIEYaT-
KOB B aBTOMAaTHUYC€CKOM PEKUME. B PE3YIbTATC NPOBEACHHOI'O BEIYUCIUTEIBHO SKCIIC-
pUMEHTA MMOKa3aHOo, YTO HET OCHOBaHUM JUIA OTKJIOHCHUSA TUIIOTE3BI O pasaCICHUU UC-
XOJHBIX H300paKeHUH Ha TpHU Kiacca.
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The Method of Constructing the Membership Function to
Classify Images Based on Histograms

Ivan Posokhov, Oksana S. Logunova

Nosov Magnitogorsk State Technical University, Magnitogorsk, Russia
posohof@gmail.com, logunova66@mail.ru

Abstract. Enumerated the features of image samples used in assessing the quality
of semi-finished and finished products in the metallurgical industry. Hypothe-
sized the possibility of dividing the image into three classes. Introduced the image
classification method based on the histogram. Method has been tested in the com-
putational experiment.

Keywords: image, histogram, decision-making.
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IIpumeneHnne Moae M BEKTOPHOII aBTOperpeccun
JJId aHAJIN3a MOTPebJJIeHNd 3JIEKTPOIHEPTUN

Hypryas MamaTtosa

HUY BIIID, Mocksa, Poccust
nur_gul90@mail.ru

Awnnporauus /lannasi craTbs MOCBSIIEHA 3JIEKTPOIHEPrETUYECKON OT-
pacJin, aHAJIN3UPYeTCsT 00beM IOTPEOJIEHNS JIEKTPOIHEPI MY HACETICHIEM
¥ TPOMBIIIJIEHHBIMA TIpeanpusaTusMu Poccun. Dxonommueckue (haxTo-
PbI, KOTOpbIE BJIUSIOT HA IIPOU3BOJICTBO JIEKTPOIHEPIUU MCCIIEIOBAHbI
METOJIOM BEKTOPHOI'0 aBTOPErpeccHoHHOro aHaymia VAR, B3ammocBsas3b
MEXKJ[y TIePEMEHHBIMU OIpeJeJieHa C IOMOIIbI0 TecTa ' pIHjKep, Tak-
JKe PACCMOTPEHBI CIIEHAPUU DEAKIMH HOTPEOICHUs] SJIEKTPOIHEPIUU HA
9K30TEHHBIE IIOKU, CBA3aHHBIE C U3MEHEHUEM HCCJIEIyEeMbIX (haKTOPOB.

KuroueBsbie ciioBa: 9KOHOMETPUYECKU aHAIN3, TECTUPOBAHNE HA IIPH-
YIUHHOCTH 110 ['paH/Kepy, aHAJIN3 UMITYJILCHBIX OTKJIUKOB.

1 Bsegenue

UccnenoBanne oTpebiieHus 3JIEKTPOIHEPIUU OYeHb BaXKHO, TAK KaK OT Ipa-
BUJIBHOTO CHAOKEHNU ST HEOOXOIMMBIM KOJIMIECTBOM 3JIEKTPOIHEPIUU 3aBUCUT 0HeC-
reveHne HeoOXOUMbIM KOJIMIECTBOM 3JIEKTPOIHEPIUN HACEJIEHUs, 8 TAKXKe YPO-
BEHb IIPOM3BOJICTBA, YTO B CBOIO OUYEPEh ABJISIETCS BAXKHBIM JIJIsi PA3BUTUS KO-
HOMUKH B TesioM. K mpumepy, 1o nIpudrHe aKTUBHON MOJMTUKU CHUYKEHUS T10-
Tpebienus ekrpodueprun B Poccun, k 2014 romy miaHupyercsi BBECTU COIM-
aJbHBbIe HOPMBI TTOTpedeHns daekTposueprun. [lomobnoe HabsI0IaeTC yKE Y
MHOI'MX CTPaH B cepe sHepronorpebseHus, e npusBaHo cHusuTb K 2020 ro-
JIy 9HEproeMKocThb mpouspojcrsa Ha 20-40% [1]. TlosTomy BaxKHO paccMOTpeHHe
peaknuu noTpeduTe el B CIydae YBEJINIEHUsI [IEH Ha JIEKTPOIHEPIUI0, TAK KaK
pedpb uzer 06 ypoBHE OJIATOCOCTOSIHUSI HACEJIEHHs, a TaKyKe HeOOXOINMO OIIpe-
JleJIeHUe CTEMEeHN BJIMSHUS U3MEHEHUsI TapudoB U Apyrux (HakKTOPOB HA 00HEM
oTpebJIEHUsT JIEKTPOIHEPTHH.

Tlorpebnenne 3/IEKTPOSHEPTUH 3aBUCHAT OT PA3JUYIHBIX (PAKTOPOB, IO SMIIU-
PHYECKIM HCCJICIOBAHUAM SKOHOMUCTOB, BBIJCICHBI TaKUE BAXKHBIC (PAKTODHI,
BIMSIOMNE Ha ToTpebienne 3ekTposHeprun (Y) Kak MPOU3BOACTEO 3JIEKTPO-
sueprun (X)), aucieHHOCTh HaceseHusi (P), MHBECTHIMN B OCHOBHOMN KaIUTAJ
(I), BBII (G) u rapuds! Ha smekTposrepruto (T).
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2 PEBYJ'II:)TaTbI Hnccjie10Banuns«Ad HOTpGGJ’IeHI/Iﬂ
AJIEKTPO3HEPIrumn

Bekropnas asroperpeccust (VAR) — 910 Mozie b AMHAMUKY HECKOJIBKUX Bpe-
MEHHBIX P5JI0B, B KOTOPOIl TeKyIye 3Ha4YeHUs 3TUX PAJIOB 3aBUCAT OT IIPOIIJIBIX
3HaYEHU ITUX ke psytoB. Momennb npemiokena K. CuMcoMm Kak ajibTepHATHBA
crCTeMaM OJHOBPEMEHHBIX YPaBHEHUIl, KOTOPHIE IIPEJIIIOJIAral0T CyIeCTBEHHbIE
TeOpeTUYeCKNe OrPAaHNYEHUSI.

N3zHavaibHO OBLT MPOBEJEH PEIBAPUTE/IHHBIA AHAN3 [EPEMEHHBIX Ha CTa-
[MOHAPHOCTD ¢ HpuMeHeHneM pacipenHoro recra Jukku-®Oysuep (ADF-test).
‘,H.HH CTallUOHaPHBIX NIEPEMEHHBIX C/eJIaH TeCT Ha HNPUIUHHOCTDL IIO FpaH;pKepy
U OllpeJieieHa B3auMOCBsI3b MEXKJLY [I€PEMEHHBIMU, KOTOPBIE MCCJIEIOBAJINCH I10-
[IAPHO, a TaKyKe ObLIN BBIIEJIEHBbI SHION€HHBIE U YK30T€HHBIE [MEPEMEHHBIE JIJTsi
npoBejieHns anaan3a VAR.

ITo pesysnbraTy MCCIEIOBAHUA BLIIECJIEHDI JIBE SHIOTCHHDIC TIEPEMEHHBIE TapU-
w1 Ha 3ekTposnepruto (T') u nmponssocTBO neKkTposHeprun (X). Baxuo ot-
METHUTh, YTO IO PE3YJILTATAM PErPECCUOHHOTO aHAIM3a, T MEPEMEHHbIE BOIILIN
B MOJIE/Tb KaK 3HAYMMBble rmepeMennble. Jlarosere snagennss VAR momenm Gbuim
orpejiesieHbl ocHOBBIBasich Ha kpurepusx LR, FPE, AIC, SC u HQ, u cBuseresn-
CTBYIOT 00 ONTUMAJBLHOCTH MOJE/H C OJIHUM JIArOM. BpeMeHHbIe psibl TpexXMep-
Hoit VAR Mopenu J1s IepeMeHHbBIX UMEIOT CJIeLy oIl BUJL;:

P P P
YVi=aw+ Y onYii+» anXei+Y ol i+ Uy

i=1 i=1 i=1

P P P
Xe=an+ Y anYii+ Y anXi i+ Y anTi i+ Uy (1)
=1 =1 =1

p P P
Ty =aso+ Y anYii+ Y asnXi i+ Y asTy+Us

=1 i=1 i=1

rjie Y — norpebiieHue 3J1eKTPOIHEPI N

X — IpPOU3BOICTBO JIEKTPOIHEPTUAN

T — Tapudsr HA JIEKTPOIHEPIUIO

0§ - TApaMeTPHI TOJIJIeKATITIe OTleHNBAHIIO

B amanuze Variance Decomposition B ciiydae n3aMeHeHUs OTHOM U3 TepeMeH-
HBIX HCCJIE/LyeTCs], Ha CKOJIBKO IPOIEHTOB 3T0 OObsICHSIETCsI CAMOIl IepeMeHHON
U HA CKOJIBKO IIPOIEHTOB BJIMSIHUEM JIPYI'UX [IEPEMEHHBIX. B JaHHOM aHajm3e
U3MEHEHUsI 00beMa TOTPEOJIeHNsT JIEKTPOIHEPTUH B TIEPBOM IIEPHUOe O0bsICHSI-
IOTCsT TOJIBKO CODOM W He 3aBUCAT OT BHYTpeHHell nuHamMuku. B msTom mepuome
U3MEHEHUs 00beMa IOTPeOICHAS JICKTPosHeprun Ha, 84,6% HCXOOAT OT caMoro
cebs, Ha 2,26% oT IPOU3BOACTBA 3IeKTpodHeprun u Ha 13,13% - oT Tapudos Ha
ssiekTposHepruto (Tabumma 1).
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Tabauna 1. Variance Decomposition of Y:

Period| T X Y

1 0.000 |{0.000| 100.0
0.803 [0.118]99.078
1.731(1.207(97.061
2.517 [1.250(96.232
13.137|2.263|84.600

T W N

Kak BugnHO mepemenHasi IpoOM3BOIACTBO JIEKTPOIHEPIUU HESHATUTEILHO BJIU-
€T Ha ypOBeHb norpedsenus. Jlasee mpoBenen aHaaIn3 UMITYJIbCHBIX OTKJIMKOB

(Puc 1.)

Responseof Tto Y
[

g y

-
g
-
-

Puc. 1. Ananus nmuysbcHbix oTKaMkoB (Impulse Response Analysis)

Anaymz GyHKIU UMIYIBCHBIX OTKJIMKOB OIIPEJIEJISIeT U3MEHEHUE TepeMeH-
HBIX B MEPHUOJBI MOKOB. 110 pesynbraTtaM MOjesn MeXKJy HepeMeHHBIMH OOHa-
pPy?KeHa B3aMMOCBsI3b: IOBBIIIEHNE TapudOB Ha 3JIEKTPOIHEPIUIO [IOCJIE ISITOrO
roJla TPUBOJUT K 3HAUYUTETHLHOMY CHIKEHUIO MOTPEOJIEHNS 3JIeKTPOIHEPIUH, U
BO3BPAIAETCSA HA MPEXKHUIT YPOBEHDb TOJBKO HA JBAJIIATH IIEPBBIA I'OJ, TO €CTh
MIeCTHAIIATE JIET CIIyCTsd. B JaHHOM ciydae 00beM MoTpeb/IeHns JJIEKTPOIHED-
IUU 3aBUCUT HE OT MPOU3BOJICTBA, & OT TapudOB HA SJEKTPOIHEPIHIO.

OrneHKA CTATUCTUYIECKOM 3HAYNMOCTH OCYIIECTBIISLIACH HA OCHOBe P-3HadeHuit
COOTBETCTBYIOMUX t-cTaTUCTUK. OCHOBHBIE TIPOBEIEHHBIE CTATUCTUIECKUE OIEH-
KI, XapaKTepHu3yIolie KauecTBO MOjeau: Koddduiment nerepmunanmm R2 —
0,82, Tect Baiita na romockenacrudnocTb Pyp , Tect Bpeyma-Tondpu Ppa(z)
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Ha OTCYTCTBUE aBTOKOPDPEJIANNN, IIPU 1=2. HpI/IBe,ILGHHbIe XapaKTEPpUCTUKU 10/~
TBEP2KIaI0T aJeKBAaTHOCTHb HOCTpOGHHOfI MOJEJIN.

3 BeiBoasbl

B pesynbpraTte anasmsa BeKTOPHOI aBTOPErpeccHu ObLJIO BBISIBIIEHO, YTO IIO-
BBbIIIIEHNE TapU(OB Ha 3JIEKTPOIHEPIUIO CUJIBHO BJIUSIET HA YPOBEHBb IOTpPEDIIe-
HUsI 9JIEKTPOdHEpPruu. B 0COOEHHOCTH MOYKHO IIPEJIOJIOXKUTH, YTO C MOMEHTa,
BBO/Ia IIOJIUTUKH I10 TOBBIMIEHUIO TapudoB, KoTopas mianupyercs B 2014 romuy,
[TOHIKEHNE TIOTPEOIEHNS JIEKTPOIHEPIUU OyIeT JOCTUTHYTO IO32Ke, TOYHEE 110
oty 4eHHoi1 Mojiesn yke B 2019 romy.
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A VAR Analysis of Electricity Consumption

Nurgul Mamatova

National Research University Higher School of Economics, Moscow, Russia
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Abstract. This article focuses on the electricity industry and electric-
ity consumption of population and industrial enterprises in Russia is
analyzed. Economic factors that affect energy consumption are studied
by the Vector Autoregression Analysis (VAR). The relationship between
variables is defined by Granger test, and it also considers scenarios of
reactions of electricity consumption on exogenous shocks, which are con-
nected with changes in the studied factors.

Keywords: econometric analysis, impulse-response analysis, electricity
consumption.
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Hcnonb30BaHue TPeXMEPHBbIX AHUMHPOBAHHBIX
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AHHOTaIII(ISl. Cratbs TOCBAIICHA CO3JaHHWIO HOBOI'O THIIA Kalldu ¢ UCII0JIb30Ba-
HUEM TPEXMEPHBIX aHIMHPOBAHHBIX JKECTOB, KOTOpasi 00JaacT MOBBIIEHHON
CJIOXKHOCTBIO JII aBTOMAaTHYECKOI'0 paclioO3HaBaHUA. OnKCBIBAIOTCS 3TAIBI CO-
3IaHMA Kallid, aHATU3UPYIOTCS BO3MOXKHBIE YS3BUMOCTH M CHOCOOBI YITydIIe-
HHs 3alllUTBI OT B3JIOMa, pacCMaTpUBAIOTCA NEPCIEKTUBLI UCIIOJIb30BaHUA . Pac-
KPBIBAIOTCS OCOOCHHOCTH co3faHusi 3D-MoIenu pyKd W JKECTOB, BHIOpAHHBIC
TEXHOJIOTHH JIJIsl TIPESCTABICHHS MOJENU B Opay3epe ¢ MOMOIIBI Kpoccopay-
3epHoii JavaScript-oubnuorexu “Three.js”.

Kurouessie ciioBa. CAPTCHA, xectoMummdeckuil HHTEpQEcC, pacmo3HaBa-
HMe kecToB, 3D-MoenupoBaHue, 3alUTa OT CIaMa.

1 BBeaenue

Bragenpusl ¥ aAMUHHCTPATOPH! CAiTOB €KEIHEBHO CTAJIKUBAIOTCS C MPOOIEeMOi
craMa, IIeJbI0 KOTOPOTO SABJISIOTCSA peKiiama, MOJTy4eHHe TOCTyIa K JHYHON MHbOp-
MaIliH, CO3AaHNE CCHUIOK JJIS MOBBIIICHUS] PEUTHHIOB B IIOMCKOBBIX CHCTEMAax M TO-
My nofo6Hoe. OueHb 4acTo I 3aIlUTHl CAUTOB OT CllaMa M aBTOMAaTUYECKHUX PETH-
CTpamuii MCIONB3YIOTCs pasnuynsie Bapuantsl Kamau (CAPTCHA) — crnienuanbHBIX
BU/KETOB, KOTOpPBIE IPEANaraloT MOJH30BATENIO0 BBIIOJIHHUTH IIPOCTOC 3aJaHHE —
HarpuMep, 0TOOPakaro0T UCKAKCHHBIN TEKCT U IPOCAT €r0 BBECTH.

ITogoGHble 3amaHus HE BBI3BIBAIOT TPYJHOCTEH y YENIOBEKA, HO OKAa3bIBAKOTCS
CJIOXKHBI IS CITaM-00Ta, KOTOPBIN MOCIIe HECKOIBKUX HEYJAUHBIX MOIBITOK MTPOX0XK-
JISHUSI TecTa MEPEeXOJUT K MOMCKY APYroro caiira ¢ 6onee cmaboit 3ammroit. Ilo-
npobHee 06 m3yueHnu 3H(HEKTHBHOCTH KAy MPeCTaBiIeHo B myOnukanusx [1-6].

W3 Bcero MHOrO0Opa3us BapHaHTOB peaH3aluy Kallud MOXKHO BBIJCIUTH CIEIy-
IOIIUE TPYIIBL: MeKCmogble, 36YKOGble, Mamemamuieckue, 102uyeckue, obpasmule,
UHMEPaKMuUGHbLE U AHUMAYUOHHbLE.
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2 AHHMAIMOHHAS KAI4a ¢ MCI0Jb30BAHHEM KeCTOB PYK

OCHOBHas HIesl ATOTO BUA KAITYM 3aKIFOYAETCs B TOM, YTOOBI MTOKA3BIBATh MOJb-
30BaTEN0 TIOCIIEN0BATENFHOCTE JIETKO y3HABAEMBIX JKECTOB, KOTOPBIE OH MOT OBl
BOCIIPHHMMATEL KaK MOCJIEI0BATEIBHOCTh CHMBOJIOB WM CJOB. [ obecreueHust
MOBBIIICHHON CIIOKHOCTH ABTOMATHYECKOTO pPAaCIO3HABAHHS JIEMOHCTPHPYEMOTO
JKeCTa MpeJTaraeTcst UCIONb30BaTh TPEXMEPHYIO HHTEPAKTHBHYIO BU3YaAITH3AIIHIO.

B kadecTBe Hay4HOU 06a3bl TIPOEKTA JICKAT MHOTOJIETHHE HUCCIIEMIOBAHUS B paMKax
HayyHo# mkonsl MI'TY um. H.O. baymana mon pykoBoncteoMm FO.H. @umunmosuda
[7], HanpaBneHHbIE HA CO3/IaHKE KECTOMUMUYECKOro uHTEepdetica [8,9].
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Puc.2. Cxenemnas mooenw Puc.2. Unmepgpetic ynpaene-
KUCMU PYKU. HUe 08UIICEHUEM NATbYe8 PYKU.

Pa3zpabomka mpexmepHoii moodeau pyku 01s omoopascenusn é opayzepe. Tpex-
MEpHYIO MOJIeNIb PYKH MOYKHO CO3/1aTh B OJIHOM M3 MOMYJISIPHBIX TpaduuecKux peiak-
TopoB, Takux kak Autodesk 3d Max, Autodesk Maya, Blender. Jlis memoHcTpamnuu
TpeXMEPHON Mojenu B Opaysepe BbIOpaHa KpoccOpaysepHas OubinoTeka Three.js
[10]. dust uccnenoBanust 3h(HEeKTHBHOCTH Kauy Ha MEPBOM 3Tamne Oblia pa3paborana
MOJIETTb KUCTH PYKH, KOTOpast COAECPHKUT 17 KOCTEH.

Pa3zpabomka anzopumma moodenuposanus osurcenuii pyku. TpexMepHbe Tpa-
(hudeckre pemsaKkTophl MO3BOJISIOT CO3/1aBaTh TakXKe W aHuMaIwio. Ho 3ta aHMMarms
HE TpeIyCMaTpHUBaeT BO3MOKHOCTHY €€ JHHAMHYECKOT0 N3MEHEHHS U HE MOXKET OBITh
WCIIONIb30BaHa TIPH CO3JaHUM KAy, TaK KaKk B ITOM CiIydae Jo0aBlieHHE HOBOTO
JKecTa B angaBUT TpeOyeT BpyUHYIO CO3IaBaTh M XPAHUTh aHUMAITHH IIepexo/ia PyKu
13 TIOJIO’KEHUS 3TOTO XKECTa B MOJIOKEHHS BCEX OCTAIBHBIX JKECTOB aji(aBHTA.
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B cBsi3u ¢ 3TUM OBLIO MPUHATO PEUICHHE aHUMHUPOBATh PYKY HPOTPaMMHO, UC-
MOJIBb3ys NPSAMON JOCTYH K IIONOXKEHHIO KOCTeH CKeJIeTHOM Mojenu. DTo OblIo cle-
JIAHO C TIOMOIIBI0 Oubmmotexku Tween.js. OmHako, NpU HCIOIB30BAaHHU TWEEN.js
BO3MOXHBI KOJUTU3UH, KOTJa 0O0BEKTHI (B HAIIEM Clydae, Majbllbl PYKH) MEPECeKar0T
JpyT JApyra ¥ IPOXOAAT CKBO3b APYT Apyra mnpu jaswxeHud. [TosTomy ObuI0 peieHo
pa3paboTaTh COOCTBEHHBIH aJTOPUTM MOJICIUPOBAHMS JBHXKCHUI U 0OpaOOTKH KOJI-
JIM3UH 171 CO3[JaHus PEeaTUCTUYHON TMHAMUYECKOW aHUMaluu.

Pa3paborka unTepdeiica co3aaHus KeCTOB M NepPeBOJa TeKCTa B JKecThl. J[is
TOTO YTOOBI MOACJIb PYKH MOIJIa BOCIIPOMU3BOAUTE B BUJIC KCCTOB 3a/laHHBIE CUMBO-
JIbI, HEOOXOJMMO CO3/1aTh ali(haBUT KECTOB. AJaBUT JOIKEH XPAHUTh JUIS KaXKI0T0
CHMBOJIA YIJIbI PACIOJIOKEHHs KOCTEH OTHOCUTENBHO Apyr npyra. Jlis Gonee yno6-
HOTO CO3/1aHHs U TIOTIOJIHEHHUS al(aBUTa KECTOB ObUIO MPUHSTO pelieHue paspabo-
TaTh rpapuyeckuil peaakTop xectoB. C MOMOLIBIO PEaKTOPA KECTOB MOXKHO TaKKe
CO3/1aBaTh pa3Hble andaBUTHI AJIsl Pa3IMYHBIX LeJeBbIX ayauTopuil. Ha puc. 3 moka-
3aHO OKHO NPOTOTHUIIA PENAaKTOpa YKECTOB, MO3BOJISIONICIO YIPABISTH JBHIKCHUEM
MajgbLEB PYKH.

3ammuTa KanmuM oT B3aoMa. OTHOCHTEIHHO HEOONBIIOE OrpaHMYEHHOE KOJIMYe-
CTBO CUMBOIJIOB B aJ'I(baBI/ITe MOXET IMO3BOJIUTH 3JIOYMBINIJICHHUKY CO3/1aTh coOCTBEH-
HYIO 6a3y JaHHBIX OTHOCHUTECJIbHBIX YIJIOB KOCTeﬁ, COOTBETCTBYIOIIUX CHMBOJIaM
angasura. [109TOMY HMEET CMBICI PAaCCMOTPETh BO3MOXKHOCTH IPeoOpa3oBaHuUs
chopmupoBanHoii anumanuu B popmat GIF 1151 1eMOHCTpAIHK €ro MoJIb30BaTei0 B
KayecTBe Kamuu. B majnpHeiiieM taioke npemonaraeTcs 0TpadoTarh U Ipyrue MeTo-
JbI 3aIUTHI — MOBBIICHUE MOJIUTOHAJIBHOCTHU MOACIN, U3MEHCHUC TEKCTYDP, }IO6aBHe-
HHEC IIYMOB U T.1.

IMonuMaHme KecTOB 4eJIOBEKOM. B HacTosiiee BpeMsi KOJIMYECTBO OOLICTIPUHSI-
TBIX WJIN UHTYUTHUBHO MOHATHBIX XKCCTOB PYKH JOCTATOYHO HEBEJIMUKO, ITIO3TOMY HC-
MOJIb30BaHUE TOJBKO TAKMX JKECTOB JUKTYET JOCTATOYHO HeOONbIIOW pazmep anda-
BUTa. An(aBUT MOXKET OBITh PACUIMPEH B CIy4ae MCIIOJIB30BaHUS Ha CHEIHAIN3UPO-
BAaHHBIX CaﬁTaX, npeaAHa3sHauYCHHBIX JJIA moz[ei/'l, BJIACIOIINX KaKAM-I100 KECTOBBIM
A3BIKOM, HAallpuMeEp, Ha caﬁTax, NMpEeAHAa3HAYCHHBIX MJIsI TOABOJHHUKOB, MY3BIKAHTOB,
CIIOPTCMEHOB H T.]I.

Tem He MCHEC, HO}IO6H3H Karmda npuMEeHUuMa Ha JIFOOBIX CaﬁTaX, TaK KaK B 3a1aHUU
TECTa KECTBI MOT'YT OBITH ITOKa3aHbI HECKOIBKUMU MOJCIAMHU PYK, a TaAKKE CKOMOH-
HHUPOBAHbI C BpallalOIUMHCA MOJACIAMU 6yKB JJATUHCKOTO WJIM KUPHUJUIMYECKOTO
andasura. Takum o0pazoM, MOXkeT ObITh 3amHppoBad HUPPOOYKBEHHBIH KO, KOTO-
PHIi IPUMEHsIETCS B OOJBIIMHCTBE COBPEMEHHBIX Kamd. Kpome Toro, xecToBast Kamda
MOXET COJiepKaTh HECKOJIbKO MOZENEH PyK M NpeliaraTh IOJb30BATENI0 BHIOPATH
OHpeZ[eHeHHI:Iﬁ CHUMBOJI Ha OCHOBAaHHWH TOI0, Kakagd MMCHHO B ﬂaHHLIﬁ MOMECHT HC-
TIOJIB3yETCS] MOJICHb.

3 3aKjao4eHue

v npegjiaraéMoro BapuaHTa Kandu XOpOHIWE MEPCHEKTUBLI MCIOJb30BaHUS. Bo-
NEPBbIX, MOJb30BATCIIIO MPEAJIAracTCsl Ka4C€CTBCHHOC, JICTKOC ISl BOCIIPUATHA TPEX-
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MepHOEe HM300paKeHHe 3HAKOMOTO JKECTa, Pacro3HaBaHUE KOTOPOTO HE BBHI3OBET Y
HEro 3aTPYAHEHHUH U He MOTpedyeT JIUTENILHOTO BpeMeHH. Bo-BTOPBIX, 3TOT BapuaHT
peanus3anuy Kam4y OTHOCUTCA K aHUMAlMOHHOM IpYyIIE, KOTOpas CUUTAETCS CaMOH
CJIOKHOM JJI1 aBTOMATHYECKOTO PAaCIO3HABaHUS.

VY npoekra TakKe MOTYT OBbITh HEPCIIEKTHBBI PAa3BUTHSI B YACTH CO3JaHUS TEMaTH-
9YeCKUX (HAaCTpaMBaeMBIX aJMHHUCTPATOPAMHU) CEPUI JKECTOB JUIS Pa3IMYHBIX MPO-
(heccnoHaNbHBIX M COLMANBHBIX TPYIII, B TOM YHCIIE U C OTPaHMYECHHBIMH BO3MOXKHO-
cTsiMu. Pa3BuTHe MOOMJIBHBIX TEXHOJOTMH MO3BOJIIET MOTEHIMATIbHO HCIOIb30BaTh
TEeXHUYECKHE BO3MOXKHOCTH YCTPOWCTB ISl MOBTOPEHHs JKECTOB BMecTO Habopa, a
TaKXKe TMPUMEHEHHUS COOTBETCTBYIOUINX AJITOPHUTMOB JJIS 3aad HWACHTUGHUKAIUUA U
aBTOPU3ALIMHU 10JIb30BATENEH.

JKectoBast kamua MOXET HUCIOIB30BATHCS B KaUeCTBE aJbTEPHATHBHOI'O BapHaHTa
BMECTO ayJH0 TECTHPOBAHUS, YTO MO3BOJIMT JIIOASIM C IpoOIeMaMH BOCIIPUATHS 3BY-
KOB WJIM HE MMEIOIINM ay 10 000pYAOBaHHS MIPOITH TeCT.
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Using 3D Animated Hand Gestures
to Create a New Type of CAPTCHA
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Abstract. Website owners and administrators have to deal with the problem of
spam every day. To protect their websites from spam webmasters use
CAPTCHA — special tests created to tell computers and humans apart. This ar-
ticle focuses on one of the most difficult for automatic recognition type of
CAPTCHA using three-dimensional animated images hand gestures.

Keywords: CAPTCHA, gesture and mimic interface, gesture recognition, 3D
modeling, spam protection.
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ABTOMaTH4YecKasi pacCTaHOBKa pelTHHTa
MY3bIKAJIbHBIM I[IPOU3BEAEHUAM HA OCHOBE
HEeABHbBIX OIE€HOK

Cepreit Cmaruu

Tynbckuit rocynapcTBeHHblil yHuBepcutret, Tyma, Poccus
smaginsergey1310Q@gmail.com

Annorauusi B HacTosiiiee BpeMs JTIOASIM TPUXOIUTCST B3aNMOIEHCTBO-
BAThb C OIPOMHBIM KOJTUIECTBOM PA3JIUIHBIX JaHHBIX. [loMoub emy B aTOM
[IPU3BAaHbI PEKOMEHIATEIbHbIE CUCTEMBI. B 4acTHOCTH, Y CIIyIIaTeN s MY-
3BIKM HA JIEKTPOHHBIX YCTPOUCTBAX OOBIYHO JOCTATOYHO GOJIBIION CITH-
COK BOCIIPOM3BeJIeHN, U He KaKJasi KOMIIO3UIIASA B TAKOM CITHCKe €My MO-
2KeT OJIMHAKOBO HPABUThCs. B JIaHHOM cTaThe ONMMCAH 0JIXO0/, K BHITUC/IE-
HUIO PeUTHHTa MY3bIKaJIbHBIX KOMIIO3UINNA HA OCHOBE HESBHBIX OIEHOK.

KuroueBrbie cjioBa: peKOMEHIATEIbHBIE CUCTEMBI, PERTHHT MY3bIKU.

1 Bseaenue

IIporpaMMHBIME MY3bIKAJIBHBIMEA TPOUTPBIBATEISIMU IIOJIB3YETCsT OOJIBITIOE IUC-

JIO 9€eJIOBEK. ¥ MHOTIHX CJIyIIaTesieil OOJIBINOil CIUCOK BOCIPOM3BEIEHUS, KOTO-
PBIil YACTO COCTOUT W3 IIECEH, KOTOPbIE II0JIb30BaTEIb HE XOTEJ OBl CJIYIIATH 110
Tolf MM MHOH NpuYnHe (HANPUMED, OHU HAJI0EJN WK UX CKAUAIN BMECTe C JAPy-
IMMU [IECHSIMU TOT'O K€ MCIIOJHUTENIS U OHA OKasaaach Heyaadnoil). Ogaum u3
peIennit TaKOi MpOOJIEMBI SIBJISIETCS METOIUIHOE TIEPECIyIIMBAHIE BCETO CITHC-
Ka BOCIIPOU3BEJICHUA U YJaJeHHe HeKeJIaTeJIbHBIX K IIPOCJIYIINBAHUIO TPEKOB.
Henocrarku aToro momxoia 04eBUIHBIL:

— He kazk1plit 3aX09€T yJI€7UTH HECKOJIBKO JacoB (a B XyJIIeM ciaydae — JHei)
Ha NPUBEJIEHNE KOJUIEKITUH B TTOPSJIOK.

— BynyT nosBisiThcs HOBBIE TIeCHU, cTapble OYIyT HAI0EIATh U 9epe3 HEKOTO-
pOe BpeMsl CIIMCOK BOCIPOU3BEIEHUsI CHOBA OY/ET HAIIOJHEH KOMITO3UITUSIM,
KOTOpbIE HE XOUYETCH CJIyIIATh.

Jpyrum pereHueM 3TOi MPOOJIeMbI MOXKET OBITH PEKOMEHIaTeTbHasT CUCTEe-
Mma. [Tosb30BaTesb caM OIEHNT HEKOTOPBIE TPEKH, ITOOBI CHCTEMA, TPOUTPHIBAJIA,
WX JaIre JpyTruX.

Kak m3BecTHO, peKOMeHIaTeIbHBIE CUCTEMBI OBIBAIOT IIOCTPOEHBI HA SIBHBIX
IUIH HesBHBIX OIleHKax'. IIpuMep peKoMeHIaTeabHOM CHCTeMBI ¢ SBHLIMH OIEH-
KaMu — IIpUMeHsIeMasi BO MHOTUX IIPOUTPBIBATENISIX CXEMa, CO “3Be3JaMu’ BMECTO

! https://ru.wikipedia.org/wiki/Pexomengarensuas _cucrema/Meroauka
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ornenok. Ho st 6oIbIIMHCTBA, JIIO/IEH TaKasl CUCTEeMa TaKxKe Hed(PEKTUBHA —
PACCTaBJIsITh OIEHKN KAaXKJBI pa3 HY»KHO BPYYHYIO, & 9TO HEHAMHOI'O JIydIlle
PYYIHOTO yIaeHns KOMITO3UITHIA.

PekoMeHntaTeibHast cucTeMa Ha OCHOBE HESIBHBIX OIIEHOK B 9TOM CJIYYae BbI-
[JISLIAT TOPA3I0 IPEIIOYTUTEIBHEE, TIOCKOJIBKY IIPOCIyIITHBAHIE MY3bIKU B 00JIb-
IIUHCTBE cJiy4uaeB — (oHOBas 3ajada. HesiBHBIMY OIEHKAMU B JAHHOM CJIy4ae
OyIyT JelCTBUS MMOJB30BATENS My3bIKAJILHOTO IPOUTPHIBATEIS.

2 CyiecTByoniue pemnieHuns

B Amarok? u Clementine® ucross3syercs ciemymomiee perrerne. Jobaisgemast
B KOJIJIEKITWIO TIECHSI MMeeT CPEJIHWII PEUTHHT U Jajiee, B 3aBUCUMOCTH OT JOJIA
[IPOCJIYIAHHON KOMIIO3UIINHN, PEHTHUHT YBEJNINBACTCS WA YMEHBIIAETCS .

MHuorue mporpaMMbI-IIPOUTPHIBATEIN 0A30BOi MOCTABKE UJIN B BHJIE PACIIU-
peHUuil IMEIOT CHCTEMY OIIEHKM KOMIIO3UIUI C IPUMEHEHUEM <3BE3]I.

B Hureprere cymiecrByeT cpa3y HECKOJIBKO U3BECTHBIX CEPBHUCOB JIJIsl OIIEH-
KI My3BIKH (CaMbIii H3BECTHBIH, TOKHO 6BITh, Last.fm?), maa odbdmnaitnosbix
IIPOUTPBIBaTENIe HET MHUPOKO U3BECTHOM PEKOMEHIATEIbHONU CUCTEMBI.

3 Ilpensaraemoe perneHue

s periernst 3a1a9u OBbLT IPUIyMAaH aJTOPUTM, OCHOBAHHBIIN Ha CJIEILY FOIIIX
MMOBeIEHYECKUX MMPU3HAKAX:

— Muoro pa3 mpociiymmaHHast ecHs HDABUTCS MEHBIIE YCBIIIAHHON BIIEPBLIE.
— Ilecnu, kOoTOpBIE HE HPABATCH, IEPEKIIOIAIOT.

Torma, Bo-11€pPBBIX, PEUTHHT HOJIKEH YMEHBIIATHCA C KOJTUIECTBOM ITPOCIIY-
muBanuii. B pazpaboramHoM asropuTMe IpUMEHEHA, CJIEIyIonasi (popMyIa:

1
" lg(10+i-lc)’ (1)

r7e ¢ — KO3 PUIIMEHT BJINSAHAST BO3PACTA, IOKA3BIBAET, C KAKOM CKOPOCTHIO TIECHU
ycrapeBaloT (0 yMOJIYAHUIO PEHTUHI yMEeHbIIaeTcs BIOJIOBUHY mocse 90 mpo-
CJIymMBaHuii) ¥ [¢ — KOJIMYIECTBO [IPOCJIY IIMBAHUIA.

Bo-BTOpBIX, PEATHHT NECHU J0JI?KEH OBICTPO (ropas o GbICTpee, UeM IIPH IIPO-
CJIyITMBAHUY) YMEHBIIATHCS IIPU [epeK/IIoueHnr. Bouia npuMenera (opayJia;

nr=or-(1—si-(1-sr)), (2)

T7ie N, Or — HOBOE M CTApOe 3HAYEHUS PERTUHTA [IECHU, ST — KOIMDMUIMEHT BIHsI-
HUsl IIEPEKJIIOYeHNs eCHU (10 YMOTYAHUIO PEHTUHT IIECHU MOXKET MAKCUMAJIBLHO
YMEHBIIUTHCS Ha 0.2 OT IPOILIOro 3HAUEHHUST ), ST — IPOCILyIIAHHAS JOJIsl [IECHH.

2 http://amarok.kde.org/
3 http://www.clementine-player.org/
4 http://www.lastfm.ru/
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(a) CHmKeHMe pefiTHHTa IIECHH B 3aBUCH- (b) CHuKeHHe DefiTHHTA [ECHU B 3aBUCH-
MOCTH OT KOJIMIECTBA HPOCJYIIMBAHUTA  \oCTH OT KOJTHYECTBA TIPOILYCKOB

Puc. 1: I'pacdukn ymenbItenns pefiTHHTa TECHI

Dopmyast (1) u (2) bopmupyroT pefiTuarn KoMIo3unun (MakCUMaJIbHOE 3Ha-
YeHue 110 KaXKJIOMY KpuTepuio — eauuuna). s mosydenus obiiero pefiruira
HY>KHO TI€PEMHOKHUTH 3HAYEeHUs KpuTepues. HadambHoe 3HAMEHWE TIO KaXKIOMY
CJIEITYET B3ATH MAKCHUMAJBHBIM, MOCKOJIBKY HOBBIE NECHH XOUETCS IPOCIYIIAThH
cpasy mocye fgobapienns. /JIocTonHCTBa TAKOTO IOJIX0/1a!

— Kondwurypupyemocts — 1mop30BaTes b MOXKET 33/IaTh COOTBETCTBYIOIINAE KO-
3 PUITUEHTHI BAUSIHAS IO CBOEMY BKYCY.

— HesBHble o1eHKT — TOJIB30BATENIO HE HYKHO JI€JIATh HUYErO CIEUaIbHOTO
JI7IST TOTO, ITOOBI crcTeMa padoTaa.

JIaHHBIIT aJTOPUTM PEAJTM30BAH B MIPOrpaMMe autorating5 KaK KJIUCHT JJIs
mpd® — cucremmoit ciry>KO6bI 1715 TPOUTPBIBAHUS MY3bIKI. JlaHHas peansarus
OKa3ajlach OYeHb KOMITAKTHOM M IIPOCTOI 3a CYeT KJIMEHT-CEPBEPHON apXHUTeK-
Typbl mpd.

4 OneHnka KadyecTBa peKOMeHIaImii

JI7st OlleHKN KadecTBa PEKOMEH AU TOCTABUM CJICYIOMMIT SKCIIEPUMEHT.
BosbMeM HECKOJIBKO IeceH pasHoi jmHbl. I[IycTh 0/jHa U3 HUX yCJIOBHO HPABUT-
cs1, npyrue — Het. Henpapsninecs necHu 6yieM IPOIyCKATh HA IEPBBIX CEKYHIAX.
Byzsem npourpsiBaTh necHu 5 Kpyros. Ilepesi HaYajoM IPOMIPBIBAHUS KarKIasi
HecHst uMeeT pefiTuHr 255 (HAMBBICIIN BO3MOXKHBII).

Kax Bu/IHO, [IeCHSI, YCJOBHO HPABSIIIASICS, 110 PEATHHIY JJAJIEKO OllePeKaeT Te,
KOTOpBIE He HpaBsaTCst, cM. Tabiuiy 1. Kpome Toro, pedTHHT mocjie/HuX KpaiHe
MaJIO 3aBUCUT OT JIJIMHBI, €CJIH TPEKH [POIYCKATH Ha MEPBBIX CEKYHJAaX (KakK 9TO
OBBIYHO J1eJ1AeTCsI ¢ HEHPABAIMMUCS KOMIIO3UIIUSIMHE).

® https://github.com/s-mage/autorating
S http://www.musicpd.org/
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Tabsmia 1: CpaBHeHMEe peTHHra MIECEH MOCIe OKOHYAHUS SKCIEPUMEHTA,

Ha3zBanwue dauna, c/Hpasurca?|PeiituHr
mix 25 3540 HET 70
striken 245 na 216
remember the name 220 HET 71

hybris 206 HET 71

i miss you 366 HET 70

a Hy OTJail Moii KaMeHHBII Torop|120 HET 72

5 3akJrouyeHue

[IpeacraBiieH aJropuT™M aBTOMATHIECKOTO OIEHUBAHUS MY3bIKAJIBHBIX IIPO-
U3BEJIEHUI HAa OCHOBE HEsIBHBIX OIEHOK. /[aHHBIA aJIrOpUTM OTHOCUTEIBHO IIPOCT
U OCHOBBIBAETCS HA IOBEJIEHYECKUX IPU3HAKAX, KOTOPBIE MOIXOAAT OOJIBIIMH-
crBy Jsoneii. [Ipu mcnblTaHnn porpamMMbl, peasiu3yIoIieil TaHHBI aJrOPUTM,
ObLTa MTOATBEPKIEHA €€ CIIOCOOHOCTh K PEIeHUIO [TOCTABJIEHHON 3a1a9u U -
PEKTUBHOCTD.

Hamnpasnenust naipHeiineit paboThl EPEINCIEHbI HUXKE.

— Bouibrie nosenenveckux npusnakos. Hamnpumep, nepekodenne mocsie may3bl
MOXKeT He YyYUTBIBATHCH (II0 JINYHOMY OIIBITY, HE BCErJa XOYeTCs CJIyIIATh
JlayKe XOPOIILYIO IIECHIO He C HavaJa).

— JlobGaBiieHre BO3MOXKHOCTH IIOJIb30BATEJIIO SIBHO BBIPA3UTH OTHOIIEHHE K [TeCHE
U yYIUTBIBATH 9TO B OOIEM pelTHHTE.

— Tloacrpoiika mox HacTpoenne. B 3aBucmMOCTH OT HACTPOEHUS YEJIOBEK MO-
2KeT OBITh PACIOJIOXKEH CJIYIIATH PA3HbIE IECHMU.

Criucok smreparypsbl

1. Kordumova, Suzana et al. Personalized implicit learning in a music recommender
system. User Modeling, Adaptation, and Personalization. Springer Berlin Heidelberg,
2010. 351-362.

2. Kim, Hyun-Jun, and Young Sang Choi. EmoSens: Affective entity scoring, a novel
service recommendation framework for mobile platform. Workshop on personalization
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Automatic Music Rating Based on Implicit
Assessments

Sergey Smagin

Tula State University, Tula, Russia
smaginsergey13100gmail.com

Abstract. Nowadays people have to interact with huge amount of data.
Recommender systems are all about help them with it. Particulaly, music
listener often has large playlist and not each track he likes the same.
This article describes a way to evaluate music rating based on implicit
assessments.

Keywords: music rating, recommender systems.
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AJIFO]_Z)I/ITM CEeMaHTHYECKOI'O ITOMCKAa B OOJILIINX
TEKCTOBbIX KOJIJICKIINAX

Buranuit Capuenko

Antl’'TY um. U. U. Tonsyunosa, Bapuays, Poccust
64svv@rambler.ru

Awnnoranusi B crarbe paccMaTpuBaeTCss METOJ CEMAHTHIECKOTO TTOUC-
Ka JIJIsi MHOIOTIOTOYHOI 00pabOTKU TEKCTOB OOJILIITOro obbema. [loncko-
BBII 3a1IpoC 1 0OpabaThIBAEMBbIl TEKCT MPeoOpa3yoTcss B rpadbl ceMaH-
TU4YecKux cBs3eil. [Ipemjaraercs aaropuT™M BEIYUCIEHUS KOIMPUIITEHTA
COOTBETCTBHS CeMaHTUIeCKuX rpadoB. [IpuBogsarcs orenkn BpemMeHu 06-
paboTKu.

KuroueBble ciioBa: ceMaHTUYeCKHi aHAIU3aTOp, rpad, CIPaBOYHUK,
BEC, TUI CEMAHTUYIECKOM CBS3U.

1 OO6mue cBegeHus

B mame Bpemsi, B ycjaoBUSX OGOJIBIIONO M CTPEMUTEIBLHO PACTYIIETO O0be-
Ma uHQOPMALMK, aKTyaJbHa 3a/1a9a IOMCKA B OOJILIINX TEKCTOBBLIX KOJIEKIIM-
ax [1]. OpHuM U3 BADUAHTOB IOMCKA SIBJIAETCS CEMAHTUYECKUIl [IOUCK, T.e. HO-
UCK C TOYKHU 3pEHus cojepxKameiicss B Tekcre uadopmarmn [2,3,4]. Cpenn Han-
6oJiee TIONYJIAPHBIX CUCTEM CEeMaHTUYECKOro IMOMCKa MOXKHO BbiAeauTh Google,
SearchMonkey, Freebase u AskNet. OHaxo oHu IMEIOT OIPeJIe/IeHHBIE HeJI0CTaT-
KU, TAKUE KaK: TPUMEHEHUE CEMAHTUKU JIUIID JIJIsl HE3HAYUTETLHOIO YTy dICHIST
PEe3Y/ILTATOB IIONCKA, OrPAaHUYEHNe Ha JJINHY 3alpOCa, CHUXKEHHE KAaJeCTBa, I10-
HCKa C YBeJIMYEeHHeM IIOMCKOBOIO 3ampoca. KpomMe Toro GOJIbIIMHCTBO U3 TAKUX
[IOMCKOBBIX CUCTEM PabOTAIOT TOJIBKO C AHTJIUACKUM SI3BIKOM.

VUauThIBas CA0KHOCTH CEMAHTHIECKOIO ITOMCKa HEOOXOINMO IIPUMEHATH Me-
TOJIBI, OCHOBAHHbIE HA UMEIOIIUXCA B CUCTEME 3HAHUAX O IPEIMETHON 06JIaCTH.

2 CeMaHTHYeCKU ITONUCK

B nmannoit paboTe npeicTaBieH pe3ysibTaT pa3pabOTKU CUCTEMbI CeMaHTUIe-
CKOTO TIOWCKA Jjist OOJIBIINX TEKCTOBBIX KOJIEKIWII Ha PYCCKOM si3bike. Kurro-
1€BOIl OCODEHHOCTBIO IOJIYIE€HHOW CUCTEMBI - SIBJISETCA CHATHE OrPAHUYIEHUN Ha,
BEJIMYNHY ITOMCKOBOT'O 3aIIPOCa M MHOTOIIOTOYHAs 00pabOTKa TEKCTOBO KOJIIEK-
LN,

WcxomapiMu TaHHBIME J1JT TIOUCKA SIBJISIOTCS TEKCTOBBIE KOJIEKIINN U 3aIIPOC
II0JIB30BAaTe I, KOTOPBIH IIPeJICTaBIsAeT cOO0I TEKCTOBYIO KOJIeKImio. cxons us
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[IPEIIIOJIOXKEHUsI, IYTO OOJIbIIIAasT TEKCTOBasI KOJJIEKIHs B OOIIEM CJIydae HeOJHO-
POJ/IHA U C TOYKW 3PEHUs IIONCKA WHTEPECHA €e OIPEJIEJeHHAsl IaCTh, TO TEKCT
HYKHO Pa3/I€JINTh HA OIIPEIEIEHHbIE YIACTKY - CTPAHUIILI, a03aIlbl Wil HAOOPHI
13 HECKOJIbKUX TpeioKenuii. Takne pparMeHTs! OyIeM HA3bIBATD «OKHAMIUS.

JLy1si KarKJI0r0 OKHA 3aIpoca U IMTOMCKOBBIX KOJUIEKIIN CTPOUTCs Tpad ceMaH-
TUYECKUAX CB#A3€ll, HA30BeM ero «cemanTuueckuii rpad». Cemantudeckuii rpad
[IPEJICTABIIIET COOOM HAIPABJIEHHBIN I'Pad), BEPITHHAMI KOTOPOTO SBJISIOTCS CJIO-
Ba PYCCKOI'0 SI3bIKa, IIPEJICTABIEHHbIE B HOPMaJIbHOI (bopMe, a pebpa XxapakTepH-
3yIOTCsI BECOM U THIIOM CEMaHTHYeCKoii cBsi3u. HanpasjieHne pebpa 3aBUCUT OT
TUIIA CEMAHTUYECKON CBSI3U, HAIIPUMED, OTHOIIEHNE OOBEKT - JIEHCTBUE, OOBEKT
- CBOHCTBO, AeicTBUE - BpeMd.

JLj1st mOCTpOEHUST CEeMAHTUIECKOTO I'pada KaxKI0e MpejIozKeHe U3 OKHA KOJI-
JIEKIIN 00pabaThIBAETCSI CEMAHTHYECKUM aHAJIM3aTOPOM. B 1aHHO# pabore uc-
OJIB3yeTCs CeMAHTHUECKI aHamm3aTop RML!.

IIpemmoxkennss okHa 00pabaTLIBAIOTCA TOCaemoBaTebHo. Ha Kaxkmoit mre-
parun ceMaHTUIeCKuil rpad MpeablayIneii urepaiun o0beIuHsIeTcs: ¢ rpadoM
G e OOpabaThIBAEMOTO IIpeIozKeHusI. Beca pebep cemanTmdeckoro rpada Gpeq,
pasubl 1. [Tocse obbemunenns: y rpada G;y1 Bce Beca pebep YMHOMXKAIOTCS Ha,
KO3 DUIUEHT 3aTyXaHUs 7).

Gi+1 == (Gz + Gnew) *1 (1)

[Tocste 3TOrO PE3YABTUPYIONIHI CeMaHTUIECKUI rpad UCIOTB3YETCs JJIsT CIIEJTy-
fomeil ureparuu. 3areMm u3 rpada yaaasorcs pebpa ¢ BecOM MeHbIie §. Y MeHb-
IeHne Beca pebep Ha 3aJIaHHBII ITPOIEHT, AHAJIOTUIHOE UCITapeHnio (bepOMOHA B
«MypaBLUHOM ajropurme» [5], cuenano st ociaabieHusl BO3ICHCTBHIE IIPEIIie-
CTBYIOIIMX CEMAaHTUIECKUX 3aBUCUMOCTeN MeXKly BepinmuHamu rpada.

Jlajiee HEOOXOMMMO IIOJICYUTATH BEJIMYUHY KOI(P(PUIHEHTA COOTBETCTBUSI Ce-
MaHTHYIECKOro rpada 3ampoca u ceMaHTu4IeckKoro rpada okua. [Ipocroit monck
HanbOJIBINEro 001ero moArpada, Jaxe ¢ yIeToOM COBIIAJICHNS HE TOJBKO BEPIIUH,
HO W THUIOB pebep, He MPUBEAET K Ien. Bo-nepBbix, mo npuanae NP- mosmHo-
THI JIAHHOI 33J1a9u. BO-BTOPBIX, OIMH U TOT K€ CMBICJ COJEPIKUTCS B TEKCTAX
Pa3HOI'O CTUJIEBOTO ODOPMJIEHHMSI, HAIIPUMED, COIEPXKUT 0OOOIIAOIINE CBEIeHUsT
WIX TOJIBKO YacTHIHyI mHMopMarmo. K XopmoBbiM, obuTaromuM B Taiire, B
TOM 9HCJI€ OTHOCSTCS U 3aiinpl Taiiru. O4YeBUIHO, YJIaBJINBAETCS CBsI3b: XOP/IO-
Bble — 3aiirpl. OIHAKO MEXKTy XOPIOBBIMU U 3aiillaMU HE JOJKHO OBITH TIOJHOIO
OTOXKJIECTBJIEHUS, T. K. XOPJIOBBIE — 3TO HE TOJBKO 3affIIpbl.

JLisi IoMCKa CBSI3aHHBIX II0 CMBICJIY CJIOB OBLI MCIIOJBb30BAaH CJIOBaphb, B KO-
TOPOM IIPEJCTABJIEH MepeYeHb CJIOB B HOpMaJsbHOI dopme [6]. Kaxaomy cio-
By COIIOCTAaBJIEH HAOOD CJIOB, CBI3aHHBIX C HAM ACCOIMATHBHONW, CHHOHUMUIHON
U T. . CBaA3bI0. TakuMm 0Opa3oM, C/IOBapb IPE/ICTABISIET COOO HAITPABICHHBIH
rpad Guord = (Vaword,Uword), TJ€ BEPIIUHBL Viyorg - 9TO CJIOBa B HOPMAJILHOMN
dopwme, a pebpa Uyorqg UMEIOT JIEHCTBUTEIbHBIE BECOBbIe KO3(MduimenTs or 0
1o 1. Hazosem rpad Gorg TPadOM CIIpaBOIHUKA.

! http://www.aot.ru
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3a KO3 DUIMEHT CBA3aHHOCTH CJIOB G U Gy, - BEPIIMH CEMAHTUIECKOIO Ipa-
da zampoca Grequest T CEMAHTHIECKOTO Tpada OKHA KOMIEKIAN Giezt BOZBMEM
[IPOU3BEJIEHAE BECOB OT TaKUX K€ CJIOB JI0 OOINEro mnpejka B rpade CrpaBOYHU-
ka. IIpu coBmagennn cIoB JaHHBIN KOadduimenT Oymer paBeH 1, nHade OyIeT
NPUHAJIEXRATh TPOMeKyTKY [0;1].

Samevarue: I'pad cupaBodHUKa SIBJISETCS YIPOIIEHHONW MOJIEIBIO 3HAHUIA O
peaJIbHOM MHpeE, & OOl IIPEJIOK CJIOB G U dy, B 3TOM rpade - 3T0O HEKOTOPOe
0000IIIeHre COOTBETCTBYIOMNX MOHsSTHN. Her cmbiciia mckarb 0OINEro mpejka
cJI0B BO BceM rpade crnpaBounuka. CjieoBaTesibHO, HAC UHTEPECyeT HeKoe &
OKPY?KEHHE UCKOMBIX CJIOB. B IIPOTUBHOM CJIydae CAMTAEM, 9TO CJIOBA HUKAK HE
cBsi3aHbI IO cMbICTy. PparmenT rpada Gyorg IPEJICTaBieH Ha puc. 1.

0,5 HKUBOTHOE «_\L_ﬂ
XOPL0BbII — HEEED

fo / J

COELUHATD CYILECTBO 3AAL

,/1' \0,5
nPAMOWA

IPbI3YH oTPAg

Puc. 1. I'pad crpaBounuka

Jlastee uimem HamIydIee COBIAIEHUE CEMAHTIHIECKOTO Tpada 3a1poca ¢ rpa-
dom okna. Kospdunuenrt coorsercrBusi paccauTbiBaeM 1mo hopmyie 2:

S'= Dl * D2 % L1 x L2, (2)
k=1

rJe n — KOJIMYECTBO COBIABIIUX pebep rpada 3ampoca u OKHaA, k — UHIEKC CO-
oTBerCTBYIOIIEro pebpa, D1y, D2; — mpoussejienne BecoB pebep B rpade crpa-
BOYHHMKA OT CJIOBA 3alIpoca M CJIOBa OKHA JIO OOIIEro IpeKa COOTBETCTBEHHO,
L1, — Bec pebpa k cemanTumdaeckoro rpada sampoca, L2, — Bec pebpa k cemamn-
THUIecKoro rpada okHa. Tak Kak BapHUAHTOB COBIAJIEHUS rpadOB MHOTO — HAC
HHTEpecyeT MaKCuMaJjbHoe 3HadeHne Koaddurmenta coorsercrsust. Oupeienns
MaKCHMaJIbHOE 3HAYEHHUE 110 BCEM OKHAM TEKCTOBO KOJIJIEKIIUH - TIOJIYYUM 0DIIee
3HaYeHnEe — KOI(DPUIMEHT COOTBETCTBUS 3AIIPOCA U TEKCTOBOI KOJLIEKIIAN.

3 Tectbl u pe3yabTaThl

OreHKa MOy Y€HHON CHCTEMBI SBJISIETCS dKCIepTHOM. [Ij1s1 moncka 6b11u 0TOo-
OpaHbl TEKCTOBbIE KOJIJIEKITMH OOJIBIIOIO 00beMa yJIOBJIETBOPSIOIINE OTHOMY U
TOMY K€ 3aIPOCy K IOUCKOBOII cucreMe google.ru. B 3aBucumoctr 0T HACTPOEK
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cucTeMbl OBLIU TIOJyYeHbl PA3JIMYHble 3HAYEHUs KOI(DMUIUEHTa COOTBETCTBUS
MEK]Ty TIOMCKOBBIM 3aIpocoM u KoJutekimeil. OHaKo, i KOJUIEKIIUNA Mo CO-
JEPKAHUIO0 KOTOPBIX CTPOWJICH 3alPOC MM KOJUICKIIUI aHAJIOTUYHOI'O COJeprKa-
HUs 3HaYeHne KO3 PUIMeHTa MUHUMYM Ha TOPSIOK MTPEBOCXONIO 3HATEHUE
K03 duUImenTa Apyrux KOJIEKIINH, He TTOXO0XKUX 10 COJAEPKAHUIO.

Bpemennbie 3arparsl Ha 00pabOTKY KOJLUIEKIIUU B 3aBUCHMOCTH OT KOJIAYe-
CTBa IPEJJIOKEHUI B 3aIIpOCce U OKHE KOJIEKIINHU, a TaK K€ OTHOCUTEJIbHbIE Bpe-
MEHHBIE 3aTPaThl IPU MHOTOIIOTOYHON 00pabOTKe MpEICTABICHBI Ha PUC. 2.

100,00

90,00 Bpemn oGpaboTkm
3anpoca 15 cnos

80,00 —

70,00

60,00 Bpemn o6paboTkm
3anpoca 40 cnos

50,00

Bpemn, cex

40,00

OTHOCUTENbHOR BpeMA
=-=ma 00paboTkM 4 OKHE B 4
noToka 40 cnoe zanpoca

30,00

20,00

10,00

0,00 ————=

KOoAMUecTeo CNOB B OKHE KOMMEKLUMH

Puc. 2. Bpemennbie 3arpaTbl

OCHOBHBIM MUHYCOM TEKYIIEH PeaJn3allii AJITOPUTMA SIBJISIETCS 3HATUTE b=
Hoe yBeJImdYeHne BpeMenn o0paboTKK ¢ pOCTOM Pa3MepoB OKHA u 3arpoca. 1liro-
COM SIBJISIETCSI TO, YTO TEKCTOBasi KOJLIEKIUS U 3allpOC MOI'YT OBITH pa3esIeHbl
HA OKHa ONTUMAJBHOIO pa3Mepa C TOYKHU 3peHusi BpemeHu obpaborku. Kpome
TOro 0OpabOTKa OKOH TEKCTOBOI KOJIJIEKIIUU, B JAHHOM CJIydae, MOYKET BBIITOJI-
HATHCS TAPAJIIEIbHO, YTO 3HAYUTEHHO IMOBBINIAET CKOPOCTH BBIMOJHEHUS HA
MHOTOITOTOYHBIX ¥ MHOTOITPOIIECCOPHBIX CUCTEMAX.
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Semantic Search Algorithms in Large Text
Collections

Vitaliy V. Savchenko

Altai State Technical University, Barnaul, Russia
64svv@rambler.ru

Abstract. This article describes a method of semantic search based
on the text processing of large volume. Search requests and processing
text from analyzed collection is transformed into a graph of semantic
relationships, the comparison of which allows us to define a measure
of semantic similarity of compared texts. An algorithm is proposed to
calculate the coefficient of semantic graphs concordance. Estimates of
the processing time are also given.

Keywords: semantic analyzer, graph, directory, weight, type of seman-
tic communication.
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OpraHmaunﬂ MAacCOBOI0 CBOOOJHOI0 ACCOIMATUBHOIO

JKCIepuMeHTa B ceTd MHTEepHeT NpH NMOMOIIM MOAYJIA
CAPTCHA

HAmutpuii Jlaxsug

MI'TY um. H.O. baymana, Mocksa, Poccust
dlakhvich@it-claim.ru

Annortamusi. CTaThs MOCBSIICHA OCOOCHHOCTSM MPOBEICHHUS CBOOOTHOTO
ACCOLMAaTHBHOI'O JKCIepUMeHTa. PaccMOTpeHB! OCHOBHBIE (DaKTOPHI BIMSIONIHE
Ha Ka4ecTBO PE3YJBTATOB JKCIIEpUMEHTa. [IpoJeMOHCTpOBaH HOBBIN CHOCOO
TpoBeieHns dKcnepuMenTa mpu momomy moxynst CAPTCHA, mo3sossttommii
COKpaTUTh BPEMEHHBIE PACXO0Ibl Ha MPOBEICHNE SKCIIEPUMEHTA.

KaroueBble ciioBa: cBOOOHBIN acconnatuBHbIi skcriepumenT, CAPTCHA,
0J10T, MAPKETHHTOBBIC HCCIICTIOBAHUSI.

1 BBenenue

Kak moka3pIBaeT IpakTHKa AWAlla30H NPUMEHEHUS CBOOOIHOTO aCCOIMATHBHOTO
skcniepuMenTa (CAD) 1 penieHHs pasiUyHBIX 3a7ad BecbMa Hmpok [1]. Beumy
CBOEI OTHOCHTENILHOIM NMPOCTOTH OH HMPEKPACHO MOAXOAMT VISl PELICHUS] TEOpETHIe-
CKHUX M TPaKTUYECKUX 33734 B 00JIACTH IICUXOJIMHIBUCTHKH, IICHXHATPUH, MAPKETHH-
re, OUEHKHM TpeHaoB U T.n. CaMo 3afaHue AOCTaTOYHO MPOCTOE U HE BBI3BIBAET 3a-
TpynHeHuil y pecrionnenTa. [Ipu nposeneann CAD BaxXHBIMH (DaKTOpaMH SIBIISIOTCS
[2-4]:

e dopmar npoBeaeHHs IKCIIEPUMEHTA. DKCIIEPUMEHT MOXKET IPOBOJUTCS YCTHO HITH
MTUCBMEHHO, TPYIIIOBOE WM WHANBUAYAIBHOE IPEIbIBICHUE CIIMCKA CIIOB.
VYpoBeHb KBaIH(UKAINU SKCTIEPUMEHTATOpA.

MecTo npoBeieH s, BpeMsI T0J1a U CYTOK, OKpY Karomiasi TeMIeparypa u T.JI.
TexHounorus 06pabOTKU MOIYYEHHOTO aCCOLMATUBHOIO MaTepHana.
WuauBuyanbHbIe XapaKTEPUCTUKN PECIIOHICHTA.

J10CTOBEPHOCTD MOTyYCHHBIX AaHHBIX.

Bce st MoMeHTHI 00ycnaBiauBalOT co00il cucteMy (aKTOpOB, OKa3bIBAIOMIYIO
CHJIbHOE BO3/ICHICTBHE Ha JTOCTOBEPHOCTH MOJYYEHHBIX ACCOLMATHBHBIX JAHHBIX, a
CJI/IOBATENIbHO — BBIBOJIOB, C/ICIAHHBIX Ha OCHOBE HUX. HekoTopble 3THX (akTopoB
XOPOILO HU3Y4€eHBI, HEKOTOpbIE — HeT [5].
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2 ABTOMATHU3HPOBaHHbIE cUcTeMbI NpoBeaeHust CAD

B3priBHOI pocT HH)OPMAIIMOHHBIX TEXHOJIOTHI MOJOTpeN HHTEpPEC UCCIenoBare-
neit k CAD, a Takxke clenall BO3MOXKHBIM IpoBesieHus1 MmaccoBoro CAD ¢ noMoIpo
CIEIUATIM3UPOBAHBIX HAcTONMbHBIX (desktop) mpunoxenuit u web-npunoxkeHuii, Ko-
TOpBIC TIO3BOJIAIOT 3HAYUTEBHO PACIIUPUTH reorpaduio SKCIEPUMEHTA TIPH CHIKE-
HUM BPEMEHHBIX U YeNIOBEYECKUX pecypcoB [3]. ABTOMATH3MpOBaHHBIE CPEICTBA
TaKXKe MO3BOJIIIN YIPOCTUTH MOCIEAYIONIYI0 00paboTKy, XpaHeHHEe B CHCTEMaTH3a-
IIUIO TTONyYeHHBIX NAHHBIX, a TakXkKe, caMoe TJaBHOE, MO3BOJIIIN BBIICIHTH HOBBIC
3akoHOMepHocTH [1].

B kauecTBe OCHOBHBIX OTPHIATEIBHBIX (HDaKTOPOB OONBIIMHCTBA WH(POPMAIHUOH-
HBIX cucteM (MC) MOXKHO BBIICIUTH Ceayronie (pakToph:

B OOJIBIIMHCTBE CIIy4aeB OTCYTCTBYET BO3MOXKHOCTh ITPOKOHTponHpoBats CAD;
po0JIEMaTHYHOCTb ONPOCa HEMOATOTOBIEHHOTO PECIIOH/ICHTA,

OrcyterBue spronomuunoct 1C;

neperpy>KeHHOCTh M0JIb30BaTeN s HHopManueii;

PECTIOHIEHT OBICTPO TEPSAET UHTEPEC K 3aM0JHEHHIO OOJIBIINX (POPM OTBETOB.

C TOUKHM 3peHHs aBTOpA, MOCIECTHUN U3 MPEACTABICHHBIX (DAaKTOPOB SBIIAETCS BaXK-
HermuM npu nposeraeHnn CAD uepes cets MHTepHET. UeM c0KHEE U UCKYCCTBEH-
Hee SKCIepUMEHTalbHas CUTyalus, TeM MeHee HH()OPMATUBHBI OKA3BIBAIOTCS IOITY-
JaeMble SKCIIEPUMEHTANIbHBIE JaHHbIe. VICTIBITYeMBIi TOKEeH OBITh BOBJICUYEH B SKC-
MEepUMEHT POBHO B TOM CTENEHH B KOTOpOH HeoOxonumo. Tak, Hampumep, Oosblioe
KOJINYECTBO CJIOB-CTHMYJIOB MOYKET BBI3BaTh y HCIIBITYEMOTO OTTOp)KEHHE, Habmoaa-
eTcs TIOTepsl BHUMAHHS, YCTaJOCTh, CHHXKAETCS MHTEPEC K SKCIIEPUMEHTY B IIEJIOM.
OTO HPUBOIUT K PE3KOMY BO3PACTAHHIO AKCTPACHTHAJBHBIX PEAKIMil U OTKa30B OT
sKcHepuMeHTa Boobiie. HTepHEeT o0ocTpsieT TpeboBaHHEe K MUHUMM3AIHUN HOTyde-
HUS CIOB-PEakIfii 3a TaKT NMPOBEACHHUS SKCIIEpUMEHTa, Moib3oBareib MHTepHeTa
MPUBBIKIINN K HHTEPAKTHBHOCTH M BO3MOXKHOCTH ‘‘CIIydaifHO” MOTEpSATh ITaHHBIE,
6oJiee OXOTHO MIET Ha 3allOJHEHHE MHOXKECTBA MEIKHX aHKET, HEKEJIU OJJHOM 00JIb-
11 (078

3 IIposenenune CAD ¢ ucnoabzopanuem moayiass CAPTCHA

Jlist Toro 4To0Bl CHU3UTH HABS3YHBOCTH IKCIIEPUMEHTA IIPEIJIaraeTcsi HCHONb30-
BaTh MoaupuimpoBanusiii moayar CAPTCHA (ot aumrn. Completely Automated
Public Turing test to tell Computers and Humans Apart — moJIHOCTEIO aBTOMAaTH3H-
poBaHHBIN IyOMMYHBI TecT ThIOpUHTra U pa3IMyeHUs] KOMIIBIOTEPOB M JIIO/CH) B
OJI0T/HOBOCTHBIX JIBI)KKaX calToB-TlapTHEpax. B pamkax mpeanaraemoi paboThl MO-
JudUKaMU TTOBEpraeTcs KIaCCHYeCKU BUJ, TOJIBKO Teleph NOMHMO BBIBOJA Kap-
THUHKH, POUCXOJUT BBIBOZ OT OJHOTO O TPEX CIOB-CTHMYJIOB C JIONOJIHHUTEIHHOU
MIPOCHOO0I 3aMOITHUTD TOJIS TSI CIIOB-PEaKIHH.
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BeeawTe cnoso KoTopoe accouuavpyeTes y Bac co cnosom "Ega™: |:|
BeeauTe n3obpaxeHHoe 4Mcno: Ok

Puc. 1. [lpumep peanuzanuu

3anpoc CAPTCHA mpoucxoaut npu NOMBITKE MOIB30BaTEsI IPOKOMMEHTHPOBATH
HEKOTOPYIO HOBOCTb WJIM ITyOsiMKanuio. TakuM o0pa3oM MHOSBISETCS BO3MOXHOCTh
npoBectu CAD B Oonee wurpoBoii ¢opMe, B HEKOTOPOM JOOPOBOJBHO-
NPUHYIUTEIBHOM JUIS TI0JIB30BATENs MOPSIIKE, IPU 3TOM OOJBIIMHCTBO I10JIb30BATE-
nei, yxxe npuBsIkmux kK CAPTCHA He OymyT HCTIBITEIBATh OONBININX 3aTPYIHEHUH, a
CJIO)KHOCTB TIPOXOXKIICHUS T “O0TOB-criaMepoB” OyJeT 3HAYHTENFHO yBelmdeHa. B
OynmymieM coOpaB JOCTaTOYHO JaHHBIX MOKHO OyZeT OTKa3aThCs OT BBIBOJA CaMOMH
M300paKeHMs1, OCTaBHB TOJIBKO TPeOOBaHNUS BBO/IA CIIOB PEaKIHii.

JlaHHOE M3MEHEeHHe B IPHHIMI MPOBEICHUS aBToMaTH3upoBaHHoro CAD 1o3Bo-
JMT CHU3UTH MOPOT BXOXKICHUS JUISl TIOJIb30BATENS, &, CJIEI0BATENHHO, TO3BOJIUT IIPO-
BECTH I10-HACTOSAIIEMY MACCOBBIN CBOOOHBIH acCOIMATUBHBIN AKCIICPUMEHT.

[TpuBsi3ka cIoB-peaknunii Ha cIOBa-CTUMYJIBI K pealbHOMY aKKayHTY HOJIb30BaTEIs
(a He cenMaNbEHO 3apPErUCTPUPOBAHHOMY IUIS IIPOBE/ICHHUS YKCIICPUMEHTA) TO3BOJISET
MPOBOJIUTD PA3IMYHBIE MCCIICAOBAHUS PA3IMYHBIX IPYII M0JIb30BaTenel (reorpadu-
YecKoe, COLMANbHOE, KYJIbTypHOE JIeJIeHHe TPYII IMojb3oBaTeneii). Tawke 3To mo3-
BOJIUT NMPAKTHYECKH HCKIIOYUTH ‘‘CO3HATENbHBIC IIYyMBI” T'€HEpHUpyeMBbl HempoOpoco-
BECTHBIMH HOJIb30BATEIISIMH.

Tak Kak IOIIBITKA OTBETAa Ha KaKylO-THOO IyOJHKALMIO HEMPOU3BOIHHO WHHIIMH-
pyet 3anmyck CAD, MBI MOKEM HCCIICAOBATH MTOJTYUYEHHBIH MaTepHal B pa3pe3e peak-
IIMH HA Pa3JIMYHbIC SBJICHUS XU3HHU, OyIb TO HOBOCTH O CBa/Ib0E OJHON M3 eBpomeii-
CKHUX IPHUHIECC, TAK ¥ HOBOCTEH 0 KaracTpodax YHECIINX COTHH YEJIOBEUECKHUX JKH3-
HEH.

4 Texnu4yeckas peaausauus

B kauectBe miaTGOpMbI IS peaaH3aliy MOCTaBICHHON 3amaun ObuTa BhIOpaHa
onor-rtardopma WordPress, 3a To, 4ro o6sagaer GONBIIAM KOJHYECTBO IIAIMHOB
0] CBOOOTHBIMH JINTICH3MSIMH.

B kauecTBe A3BIKOB MPOrpaMMHUpOBaHus: JavaScript s co3manus “TOHKOIo K-
eHTa” ¥ cOopa JAOMOJHUTEILHON CTATUCTUKH O TIOBEJIEHUH Tosb3oBates, 1 PHP mst
peanm3anuy CepBepHON YacTH OTBETCTBEHHOI 3a cOOp HAHHBIX M T€HEPAITHIO JTOIOJ-
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HHUTEJILHBIX bopm. B KavyecTBe 0a3bl UCTIOJNIB3YyeTCs MySQL.

reaction
reaction_id bigint
|stimulus reaction_text text
stimulus_id int stimulus_id int
stimulus_text text user_id text
topic_URI text

Puc. 2. Heobxoaumast st 1o6aBieHns B 6a3y JaHHBIX CXeMa OTHOIICHUI

OCHOBHOI 3a71a4eit, KOTOPYIO MPEJCTOUT PEIINTh, — IIOMCK CAalTOB-NApTHEPOB, KO-

TOPBIC 6yI[yT TOTOBBI TIOACIIUTLHCA IIPABOM CO6I/IpaTL CTAaTUCTHUKY. CraBurcs b
HAlTH CaliThI paSJIPI‘IHOﬁ TEMATUKHU JUIA HNOBBIMICHUS PEIPE3CHTATUBHOCTH 1OJIydac-
MBIX JaHHBIX.
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Using CAPTCHA in a Massive Free Association
Experiment on the Internet

Dmitry Lakhvich

Bauman Moscow State Technical University, Moscow, Russia
dlakhvich@it-claim.ru

Abstract. The paper is focused on organizing a massive free association exper-
iment. The primary quality affecting factors have been analyzed. The present
CAPTCHA-based approach for performing an experiment allows one to reduce
the time spent on performing an experiment.

Keywords: free association experiment, CAPTCHA, blog, market research.
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OnpegeneHne xapaKTEePUCTUK IOPOJIOB,
BJINSIOIX HAa TOHAJIbHOCTh OT3bIBOB, HA OCHOBE
aHaJin3a coluaJibHoil cetu Twitter

Anexcannp 3wipsaos, Hukura [Tyrunies

Exposoft, HoBocubupck, Poccust
{alexander.zyryanov44,putintsevnikita}@gmail.com

Awnnoranusi Crarhs TOCBSINEHA aHATN3Y COODIIEHNN B COIUAIBLHON ce-
tu Twitter. B xome pabors! ycranaBmBaeTcsi, KaKue XapaKTePUCTUKHU T'0-
ponos Poccru BiIMAIOT Ha TOHAJIBHOCTH COODIIEHNN, IIOCBAMIEHHBIX TOMY
I WHOMY TOPOJTY, APYTUMU CJIOBAMH, OT KAKAX XaPAKTEPUCTUK 3aBUCUT
OTHOIIIEHUE JIIOJIEN K TOPOJLY.

KuaroueBbie cjioBa: TOHAJIBHOCTH TekcTa, FRiS, mammaHOe 00y4deHnme,
KJIACTEPU3AIIHSL.

1 Bsenenue

Ceityac MHOTHE HaceJeHHBbIE IMYyHKTHI B Poccnm TepsioT cBoe Hace/IeHHe B
[I0JIb3Y 0O0Jiee KPYIHBIX U OXKHUBJIEHHBIX I'OPOJIOB, O YeM MOXKHO CyIUTh Ha OC-
HoBaHNK naHHBIX Poccrara! m TockomcraTta?. Ye3:KamoT B OCHOBHOM MOJIOZbIE 1
[IEPCIIEKTUBHBIE JIIOIM, IIPU 3TOM OOpPATHBIA IMPUTOK HACEJEHUS HE3HAYNTEJICH.
DTO0 BEJET K YMEHBIIEHUIO YPOBHSI IIPOU3BOICTBA MECTHBIX IIPEIIIPUSTUI BCJIE/I-
CTBUE HEJIOCTATKA KAJIPOB, K YMEHBIICHUIO KAaYeCcTBa OOpPA30BaHUSA B MECTHBIX
IIKOJIAX W YHUBEPCHUTETAX, K YXYIIIEHUIO SKOHOMHIECKOTO U COITUAJIBLHOTO CO-
CTOSIHUS TOPOJIOB B IIEJIOM. DTa IIPodjieMa CTAHOBUTCS Bee OoJiee aKTYaJbHON U
ee pellleHre — COBCEM HeJlerKasl 3aJiava, TpeOylnas rJiybOKOro MOHUMAHUS IIPH-
YUH, KOTOpBIe €€ (hopMUPYIOT. B CBsI3M ¢ 3TUM BO3HHMKAET MHTEPEC MOIBITATHCS
BBISIBUTH OCHOBHBIE JBUXKYIIHE (PaKTOPBI 3TON MPOOJIEMBI IIPH TIOMOIIY AHAJII3a,
TEKCTOBBIX COOOITIEHN B COIUAIBLHBIX CETSIX.

B coumajbHBIX CeTsIX JIIOAM OXOTHO BBICKA3BIBAIOT CBOE MHEHHE II0 JII0OOMY
Borpocy. [Ipudem, B oT/imdre OT COLOIIPOCOB, TJIe JIFOJIU YacTO OTBEYa0T HEOXOT-
HO, HE 3a/[yMbIBasiCh, TAK YTO MX MHEHUE MCKAXKEHO UJIU He COOTBETCTBYET Jeii-
CTBUTEJILHOCTHU, B CETSIX BBICKA3BIBAHUS 3a9aCTYI0 C(OOPMUPOBAHBI HACTOSIIUMUA
MbIcsaMu Jirojeit. Kpome Toro, commasibHble CeTU MOTYT IPEIOCTABATH MUJLIV-
OHBI COODIIEHMH IsT OOPabOTKU MPAKTHIECKN JAPOM, TOTa KaK JJIsT IPOBee-
HHUsI OIIPOCA TAKOro K€ o0beMa MOTPEOYIOTCS 3HAYUTE/IbHbIE 3aTPAThl BPEMEHU
u pecypcoB. V3Bjekast ©3 3TUX COODOIIEHUIT MHEHHS O PA3JIUIHBIX TOPO/IAX, MbI
MOXKEM BBISICHATH HACKOJIBKO XOPOIIO WX ILJIOXO JIIOJW K HUM OTHOCSITCSI.

1 http://www.gks.ru/free_doc/doc_2013/bul _dr/mun_obr2013.rar
2 http://www.gks.ru/free_doc/new_site/perepis2010/croc/perepis_itogil612.
htm
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2 IlocTaHoBKa 3amadun

B ocnose narero nccienoBaHus JI€KUT TPEIIIOI0KEHIE O TOM, 9TO TOHAJIb-
HOCTB COODIIEHUH 06 OIIpeiIe;IeHHOM TOPOJIe U TOHAJIHLHOCTD COODIIEHUH, CIeIaH-
HBIX M3 9TOrO I'OPOJa B PA3JIMYHBIX COIUAJBHBIX CETSX, MOXKET 3aBHCETH OT €ro
CONMAJIbHBIX, SKOHOMUIECKUX U reorpaduuecknx xapakrepucTtuk. [Ipemmoara-
€TCsl UCCIe0BATh BJUSHUE TAKUX XaPAKTEPUCTHK, KaK IJIOTHOCTH HACEJICHUS,
KJINMAT, CPEeIHUI yPOBEHb 3apabOTHOM IJIATHI, BO3PACTHON COCTAB, MOJIOBOM CO-
CTaB, HAJINYINE KPYIIHBIX TOPrOBBIX IEHTPOB, IAPKOB U 30H OT/IbIXA.

L1t pertienns TOCTaBICHHON 38/1a9H B IEPBYIO OUepeIb HEOOX0 MO HabpaTh
6a3y coobIIEeHN T, KOTOPBIE OTHOCATCS K OIIpejleJIeHHbIM ropojaM Poccun wu ObI-
JIM B HUX CO3/1aHbl. /IjIsT 9TOT0 HY2KHO, BO-TIEPBBIX, HAWTU UCTOYHUK HHMOpMAIUN
U, BO-BTOPBIX, OT(UIBTPOBATH HYXKHBIE JJIsi UCCJenoBaHus coobinenus. laee
HEOOXOIMMO OIPEIE/INTh TOHAJBHOCTh COOPAHHBIX BBICKA3BIBAHUMN.

CremyromuM maroMm HeoOX0IUMO HaOpaTh WHGMOPMAIMIO O BHIOPAHHBIX Xa-
pakTepucTUKaxX ropoaoB Poccun u mpuBecTHn ee K yI0OHOMY JiisT pabOThI BULY.

Hakomerr, mranupyercs BBIAEIATH T€ XaPAKTEPUCTUKU 'OPOJOB, KOTOPBIE OKa-
3bIBAIOT HAMOOJIbINIEE BIIMSAHNE HA TOHAJIHLHOCTH coobIennit. OMIUOHAIBHO TOPO-
Jla IUIaHUpYyeTCsl pa30UTh Ha TAKCOHBI U ONPEIEIUTb, K KAKOMY THILY T'OPOJIOB
JIFOJTA OTHOCSITCS JIydIlle BCEro.

3 AmnajsiormyHble paboOThHI

Wnes ucnionpzoBars Twitter s ananamsa MHEHUI JIIOJEH 110 PA3JIMIHBIM BO-
[pocaM BO3HHKJIA JIOBOJIBHO JABHO [2]. CyIecTBYIOT 1I0X0XKHUe UCCIIeI0BAHNS, B
KOTOPBIX TOHAJBHOCTH COODIIEHUH UCITOJIB3YETCsl JIJIsT TIPEJICKA3AHIS KAKUX-TH00
cobbituii [1]. Tak ke yke pazpaborano u orpobOBaHO GOJIBIIOE KOJUIECTBO Pa3-
JIMYHBIX METOJIOB AHAJIN3a TOHAJHLHOCTU COODINEHUH, KaK MUCHOIB3YIONNX CJI0-
Bapb SMOTHUBHON Jekcuku [4], Tak u ofyuaromuxcsi Ha BbIGOpKe [3], [5] . Dru
METOJIBI OKA3aJIHCh JIOCTATOYHO P MEKTUBHBIMA U TOJXOJSIT JIJIsT TIOCTABJIEHHO
B JaHHOII paboTe 3aaa4m.

4 IIpeanosiaraemoe pelieHue

B kauecTBe mcTOYHUKA COODIEHUIT PEIIEHO UCIOJIb30BaTh Twitter, Tax kKak
OH MMEET IIUPOKYIO U PA3HOOOPA3HYIO ayIUTOPHIO, M COJIEPAKUT OI'POMHOE KOJIH-
YeCTBO COODOIIEHMI, KOTOPOE PACTeT ¢ KaXKJIbIM jJHeM. Kpome Toro jannas ceThb
npenocrasisier API st paboThl ¢ TOTOKOM HOBBIX COOOIIEHU U JaHHBIE B Ka-
vectBe rpanTos>. Jjs 0T60pa cOObIIEHNMIT 0 FOPOAX HCIIOAb3YeTCsI, BO-IIEPBEIX,
CJIOBAapb UX IOJIHBIX U COKPAIEHHBIX HA3BAHUI B Pa3/UIHBIX MOPdOJIOrmde-
ckux opMax, BO-BTOPBIX reojiokamus. /st punbrpanuu ciama Ha 06y varomei

3 https://blog.twitter.com/2014/introducing-twitter-data-grants

173



BBIOOpDKE TPeHWpyeTcs HauBHBIN Kiaccudukarop Baiteca. Coolrenust moasep-
TalOTCsl TIPEIBAPUTEIHHON 00pabOTKe, KOTOPAasi BKJIIOYACT HOPMAJIM3AIIIO CO00-
IEeHNii, OCYMIECTBIAEMYIO IPH HoMomu Pymorphy?, u mckimodenue cTon-cios.
Cror-ciioBa manupyercst yopars aBToMaTuIecku, ncnosndys nnjgekc TF-IDF ma
Beeil Kosutekuu cobpaHHbIX coobmenuii u3 Twitter[6],a Tak ke HaxonsMmUeCs B
OTKPBITOM JIOCTYIIE CJIOBapu. TaK Ke IJIAHUPYETCsl 3AMEHUTh BCe SMOTUKOHbBI Ha,
CIIeIaJIbHBIE CJI0BA, COOTBETCTBYIOIINE UX TOHAJIHLHOCTH.

JL71s1 OTIeHKY TOHAJILHOCTY TIOJTyY€HHBIX COODIIEHMI BRIOPAHBI HANBHBIH KJIac-
cudpukarop Baiteca m3-3a ero mpocToThl n 3PEHEKTUBHOCTH, & TaK K€ METOJ
OTIOPHBIX BEKTOPOB U3-33 €r0 TOYHOCTH |5

O1ie/ibHBI MHTEPEC IIPEJCTABJISET HUCIIOJb30BaHUE aJrOPUTMa Kjaccudu-
karuu FRIS Stolp [7]. MaTepec 06yc/ioBieH »KeJaHneM [POBEPUTH IIPUIOJHOCTh
JIAHHOTO AJITOPUTMA, JIJTsl PEIIEHUs] 33)1a9 aHAJIN3a TEKCTOB.

MNudopmanuio o ropofax mIaHAPyeTcs: cOOPATh B MOJIYyaBTOMATHIECKOM pe-
KUMe, UCIIOJIb3ysl HHTEPHET pecypchbl, B yacTtHocTr, Wikipedia. Iisa knacrepu-
3anuu ropoos Oyzer ucnosab3osan anroputm FRiS Tax [7].

st onpesesiennst HanboJiee 3HAYNMBIX ITPU3HAKOB [IPEJJIATAETCST UCIIOIb30-
BaTh criocobHocTh ajaropurma Random Forest onpesensiTs BayKHOCTH UCIOJIb3ye-
MbIX Ipu3HakoB [8]. Jocrarouno npocTo 00y IuTh aJropuT™M Ha Tabmie 00beKT-
CBOWCTBO BCEX TOPOJOB C IEJEBBIM MPU3HAKOM TOHAJBHOCTH, KOTOPBIA BBICUH-
TBIBAETCS KAK CyMMa TOHAJBHOCTEH BCEX COODOIIEHMIt, OTHOCSIIINXCS K JTAHHOMY

TOPOJTY.

5 3akiroueHue

B pabore obosnatena 3ajatva BBIABICHUS XapPaKTEPUCTUKHU TOPOJOB, KOTO-
pble OKa3bIBAIOT BJIUSHIE HAa TOHAJIBHOCTH COODIEHNI B COIUAIBHBIX ceTsax. Tak
2Ke MPEJICTABIECHO MPEJIIoaracMoe peleHne 3Toi 3a/1ad, OCHOBAHHOE Ha aHa-
JIN3€e TOHAJILHOCTHU COODIEeHn conuaiabioi cern Twitter MeTomamMu MaIIMHHOIO
o0y dJeHus.
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Determining Which Cities’ Features Affect the
Opinions’ Sentiments on Twitter
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Abstract. The paper is devoted to analysis of messages in the Twitter
social network. The present study is focused on which Russian cities’
features do affect the opinions’ sentiments expressed by people.

Keywords: text sentiment, FRiS, machine learning, clustering.
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OO0uecTBeHHOE MHEHME OHJIANH: CPABHEHHE CTPYKTYPbI
U TEMATHUKH NMOCTOB «00BIYHBIX» H «IOMYJISIPHBIX)»
0s10orepoB Kusoro Kypnaja
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AnHotammsi. CTaThs MOCBSIIEHAa CPABHEHUIO TEMaTHYECKOH CTPYKTYpHI M OC-
HOBHBIX CTaTUCTHYECKUX IapaMETPOB MOCTOB «OOBIYHBIX» M «IIOIYJISIPHBIX)
omorepoB JKusoro Xyprana. VccnenoBanne nokasano CyHIeCTBEHHOE TeMaTH-
YeCcKoe CXOJICTBO 00EMX BBIOOPOK, ObLIa OMPOBEPTHYTA THIOTE3a O OObIIEM
HWHTEpEece TOMOBBIX» OJIOTEPOB K CONUATBHO-TIONMTHYECKAM TEMaM II0 CPaB-
HEHUIO ¢ OOBIYHBIMU OJoTepaMu. Paznnune Mexmay AByMs IpynmaMy 3aKiroda-
eTcsi B MEHbIIeH aKTUBHOCTH M OOJBINEH 3allyMJICHHOCTH JAHHBIX CPEAu
«OOBIYHBIX) TI0JIL30BATEIICH.

KuroueBble ciioBa: Temarnueckoe moaemupoBanne; LDA; Xugoit XKypra;
00IIeCTBEHHOE MHEHHE.

BBeaenue

B HacTtosiiee Bpemst B cooOIIeCTBE HHTEPHET-MPO(ECCHOHANOB YCTAHOBUIIOCH TIPE/I-
cTaBieHue, 4yTo O1orocdepa, HapsILy C APYTUM MOTH30BATEILCKUM KOHTEHTOM, SIBJISI-
€TCA BaXXHbIM HCTOYHHUKOM O6I.[IeCTBeHHOFO MHCHUS HHTepHeT-aKTHBHOﬁ 4yacTu
Hacenenus [1, 2]. B pyccKOS3bIYHOM cerMeHTe 0OoJIbInasi 4acTh OOIIECTBEHHO 3HA-
YHUMBIX TUCKYCCHI cocpenoTodeHa Ha twiatgopme JKusoro JKypHama, mosTomy
HUMEHHO 3TOT PECypC BBIOpaH mpeaMeToM ucciemoBanus [3].

Ilepen uccnemoBaTeneM caMoO-CT€HEPUPOBAHHOTO OOIECTBEHHOTO MHEHHUS B JKUBOM
KypHane cTouT psa METOMOJOTHYECKUX BONPOCOB, KOTOPHIE HEOOXOIUMO PELINThH
nepen NpOBEACHHEM COOCTBEHHO COIMOJIOTMYECKOrO HCcienoBaHus. B dacTHOCTH,
IIOCThI KaKux 6HOFepOB —_— (<O6BI‘-IHBIX)> WA KIOOITYJIAPHBIX) — BI)I6I/IpaTI) JUIA aHaJIn-
3a? Kakoe KOoIM4ecTBO TEKCTOB BBHIOMpATh IS aHAllM3a, €CIIU U3BECTHO, UTO 3a Helle-
mo Ha ctpaHunax mepBbix 2000 «ronoBwIx» akkayHTOB JKuBoro JXypHana mosBiseT-
Cs1 OTPOMHOE KOJIMYECTBO HOBBIX MaHHBIX (B cpenHeM 30000 HOBBIX mocToB 1 480000
KOMMEHTApUEB K HIM)?

O. Kousmosa u C. KonbioB B padore [2] mokazanu yCHEMIHOCTh IPUMEHEHHS alIro-
purma LDA (maredtHoro pasmemieHus JIupuxiie) IS BBISBICHHS TEMATHYECKOU
CTPYKTYpBhI OOJNBIINX COBOKymHOcTeH TekcToB JKuBoro JKypHanma, 9To IO3BOJISET
PEIIUTh BTOPYIO MPOOIEMy: aBTOMATHYECKUM IyTeM c(pOpMHpOBATH TEMBI B HCCIC-
JlyeMOW COBOKYITHOCTH TEKCTOB U OTOOPATH TOJIBKO T€ TEKCTHI, KOTOPBIC TIPUBSA3AHBI K
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HMHTEPECYIOIUM TeMaM HCCIIeIoBaHUA (T. €. TAKMM 00pa3oM CYIIECTBEHHO COKPAaTUB
KOJIMYECTBO TEKCTOB I PYYHOrO aHanu3a). PerieHuo BTOPOil mpo6ieMbl MOCBSIIIE-
HO JJaHHO€ UCCJIEJOBAHUE.

1 Heaun u 3agaun

Lens manHO# pabOTHI COCTONUT B TOM, YTOOBI CPAaBHUTh TEMATHKY U APYTHE XapakKTe-
PHUCTHKH IIOIYJISIPHBIX» U «OOBIYHBIX» OJIOTEpPOB; MMOJI MEPBBIMHU 34ECh MOHUMAIOTCS
61orepbl, 3aHUMAIOIIEe BEPXHUE MO3UIMN B PEUTHHTaX NOMYIISIPHOCTH.

[epen HawaoM ncciae 0BaHHUS MBI C(HOPMHUPOBAIIH JABE TUIIOTE3bI:

1. ToroBBIE OJNIOTEPHI, OPUCHTUPOBAHHBIC Ha MYOINYHOCT M JTHIACPCTBO B (hOpMHUpO-
BaHUHM OOIIECTBEHHOTO MHEHHS, OOJIbIINE MHUINYT IS [IMPOKON ayIuTOPHHA M Ha
TEMBI, TIPEICTABJISAIONINE O0IIECTBEHHBIN HHTEPEC, TOTIa KaK «OOBIYHBIC)» OJIOTEPhI
00JIbIlle MHITYT O MPUBATHBIX M PEKPEATUBHBIX BOMPOCAX JIJIsl CBOMX JIMYHBIX 3HA-
KOMBIX;

2. O6bIyHbBIC OyIOTEpBI, HE Oyay4d NPOQPECCHOHATAMH, B OTJIMYUAE OT MOMYJISIPHBIX
0JIOTEepOB, XapaKTepHU3YIOTCS MEHbIIEH aKTUBHOCTHIO U CMEIICHHEM 3TON aKTHB-
HOCTH Ha BBIXOJHBIC JHHU, TOTJA KaK MOMYJISIPHBIC OJIOTephI MUIIYT, B OCHOBHOM,
o OYIHSIM.

2 Peanuzanmusa

Jannple coOpaHbl mnpu moMomy paspaboranHoro B JlaGopaTopuu WHTpEHET-
HCCIIeIOBaHUil 1porpaMmHoro obecrevenus BlogMiner, koTopslil mo3Bonser 3aka-
YMBaTh W XPaHHUTh IOCTHl M KoMMeHTapuu n3 JKusoro XXypHana BMecTe ¢ MeTalaH-
HBIMH O aKKayHTe, BPEMEHH M JaTe HalMCaHUs 110CTa MM KOMMEHTApUs U CCBUIKH Ha
3Toit koMMeHTapuii B dKusom XKypnaie.

Bri6opka BriroUmiia B ce0s BCE MOCTHI 32 MeCSYHEINA mepruon (¢ 14 ceHtsOps mo 14
okts10pst 2013 roxma), co3nannsle nepseiMu 2000 61orepamu 1o peiitunary «Coruans-
HbI kanuTam» XKusoro XKyprama® u 20000 cirydaiiHBIX 6JI0re€pOB, IPEICTABICHHBIX B
nmaraOM pefitraTe ¢ 2001 mo 150000 mecta; Bcero — 298967 moctos u 2800154 kowm-
MeHTapueB. IlpenBapuTenbHBIE WCCIEIOBaHMS BBIABHIIM, YTO KOJMYECTBO IMOCTOB
pe3ko magaet mocue 150000 mMecTa, 9To 00yCIaBIMBAECT BHIOOP MTAHHOTO paHra B Ka-
4yecTBe HIDKHEro mopora. Taxke panee Obuto mokaszano, 9yto 20000 HETOMOBEIX 0JI0-
TepoB CO3/1AI0T IPHOIM3UTENBHO CTOJBKO e I0CTOB, Kak U nepssie 2000 61orepos,
II03TOMY KOJIMYECTBO CITy4aifHBIX GJIOrepOB OBIJIO OTPAaHUYEHO TAaHHBIM YHCIOM.
ABTOMAaTHUYECKOE BBIIEIEHUE TEM, MPUCYTCTBYIOIUX B KOJUIEKIIUU MOCTOB TOMOBBIX
1 HETOIIOBHIX 0J0TepOB, MPOBOAMIOCH C TIOMOIIBIO aJITOPUTMa JIATEHTHOT'O pa3Melle-
Hust [lupuxiie ¢ commuimpoBanueM [ '106ca [4] ¢ momomrsio pa3paboTaHHOrO B 1abopa-
Topun nporpammuoro obecneuyenus TopicMiner (http://linis.hse.ru/soft-linis). Heoo-
XOJUMBIM MapaMeTpoM AJIS alropuTMa SBJSIETCS 3a/aBaéMO€ BPYUHYIO KOJIMYECTBO

L http://www.livejournal.com/ratings/users/authority/?country=cyr
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teMm. [Tocrne psa TECTOB HA OCHOBE HEMapaMeTPUIECKOTro MeTojaa ckadukoB [5] Obu10
OTIPEJICNIEHO, YTO ONTUMAJIBHBIM JUJIsI HAIIed BBIOOPKU SIBISIETCS 3HAYSHHs] JAaHHOTO
napamerpa paBHoe 120 Temam.

B pesynbprare TeMaTH4EeCKOTO MOIETUPOBAHUS HA OCHOBE JAHHOTO AJITOPUTMa MBI
MOJYYHMIIM JIBE€ MATPHUIIBI: MaTpHUIla, COJeprKalias pacupeAeseHHs CIOB IO TeMaM U
MaTpHI[A PaCTpe/ICIICHUI JOKYMEHTOB 110 TeMaM, [IPU 3TOM KaXJIbIif CTOJIOCI] MaTpu-
I[bl 03HAYACT OTACIBHYIO TEMY. DJIEMEHTBI MATPHIl B KQXKI0W TeMe ObLTH OTCOPTHPO-
BaHbI 110 yObIBaHUIO. Takum oOpa3om ObutH BhIeaeHBI 100 HanboIee BepOSITHOCTHBIX
JIOKYMEHTOB 0 BCEM TeMaM, KOTOpbIC ObLIM MEpeJaHbl JBYM KOJUPOBIIMKAM IS
MIPUCBOEHUS UM SIPIBIKOB (MHTEPIIPETAIIUU COJIEPIKAHUS TEM)

3 PesynabTaTsl

[Tpoananu3upoBas ABe rpymIbl Hosk3oBarenei XKusoro JKypHana ¢ TOUKH 3peHHs
TEeMaTHYECKOH CTPYKTYPBI U IPYTUX COINOJIOTNIECKUX ITOKa3aTeNIeH Mbl IOy IHIIN:

e JlaHHBIE HETONOBBIX OJOTEPOB CHILHO 3amryMieHsl: 25% ot Bcex noctos (42300)
B CllydyaifHOW BBIOOpKE OBbLIM HAIHMCaHBl OJJHUM aKKayHTOM CIIAMEPCKOTO IPOHC-
xoxzaeHus. JlaHHbli (eHOMEH ynanoch OOHAPY)XUTh IPH IIOMOIIU HOCTPOSHHUS
rpaduka pacrnpeleneHns KOJMYecTBa MOCTOB Ha I0JIb30BATENs, a TAKKE pacrpe-
JIeJIEHHs] KOJIMUECTBA ITOCTOB MO JTHSIM HEJeNH (BCe 3TH TEKCTHI OBLIM BBUIOKEHBI B
Kusotii XKypnan B nepuop ¢ 9 o 14 oxra6ps 2013 roga).

e AKTHBHOCTH HETOIIOBBEIX OJIOT€pPOB ropas3/io HHXKE, YEM Y TOIMOBBIX: OOJBIIMHCTBO
HETOIOBBIX OJIOTEPOB, KOTOPHIE BOOOIIE UMEIOT IOCTHI 32 MCCIEIyeMBIH MEepHoS,
HMEIOT IO OJHOMY IIOCTY, B TO BpeMs KaK Yy TOIOBBIX OJOTe€pOB 3TOT MOKa3aTelb
paBeH 40-60 na akkayHT. KpoMe TOTO, IOYTH TpW YETBEPTU MOCTOB «OOBITHBIX)
[OJIb30BaTeNel HE MOJTYYMIM HU OJHOTO KOMMEHTApHs, Y TOMOBBIX OJOTrepoB HE
MOJYyYHJIM KOMMEHTapHeB MeHee TpeTH 1mocToB. Kpome Toro, B mocrax TOMOBBIX
6J10TepOB HEPEKO BCTPEUAIOTCA JUCKYCCHM He MeHee uyeM u3 10 KoMMeHTapueB, y
HETOTIOBBIX 0JIOTEPOB TaKMX JAUCKYCCUU KpaiiHe MaJo.

e OObryHBIC OOTEpHI CKIOHHBI OOJIBIIE MUCAaTh B OyJHHWE THH, YEM B BBIXOJHBIC,
IIPUYEM NIPUMEPHO B TOH K€ Mepe, B KOTOPOH M HOMYJISIpHBIE OJIOTephl; TAKUM 00-
pa3oM, BTOpast 4acTh TUIOTE3BI 2 HE MOATBEPIUIACS.

e Jlna cpaBHEHUS TEMATHYECKOTO COCTAaBAa TOIOBBIX M HETOIOBBIX OJIOTEPOB HaMH
OBUTH NTPOCYMMHUPOBAHBI BEPOSITHOCTH OTHECEHMS IOCTOB TOMOBBIX M HETOMOBBIX
67I0TepOB K TEM HJIM WHBIM TeMaM. 3aTeM Oblla BBIIEJICHA JONs KaXKIOH TeMBI B
o0mmeM Bece TeM Yy TONOBBIX M HETOIMOBBIX OJIOr€poB IO OTAEIHLHOCTH U OBIIO
YCTaHOBJICHO, YTO B 00€MX BBIOOPKAX paclpe/eieHue TeM MPAaKTHYECKH HICHTHY-
HO. Takum 00pazoM, MBI HE MOKEM MOATBEPANUTH HAIY THIIOTE3Y O TOM, YTO TOIIO-
BbIe OJiorepbl OOJbIIE MUIIYT Ha COLMANBHO-TIOJIMTHYECKUE TEMBI, @ HETOIOBBIX
670repoB OOJbIIE BOJHYIOT TEMBl OTABIXa M JIMYHBIX B3auMooTHomreHud. [Ipn
MIPOBEJICHUHM TEMAaTHYECKOTO MOJAEIMPOBAHUS M3 M3y4aeMOil BBHIOOpKM HE ObLIH
yZaJeHbl CIIaMepCKUe aKKayHThl, 1 HAaHOOJIbIIee pa3inune B TEMaTHKe o0ecreyn-
BaeTCsl UMEHHO HMHU.
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e B menom, TemaTmueckas CTPYKTypa IOCTOB TOIOBBEIX W HETOMOBEIX OJIOTEpPOB
CXOJIHA C pe3yJabTaTaMM MPEABIAYIINX UCCIeT0BaHUI aBTOPOB [5], U OTIMYAETCs B
OCHOBHOM COOBITHHHBIMHU TEMaMH.

4 3akioueHmne

B pesymnbraTe TpOBEIEHHOTO HAMH HCCIEAOBAaHHUS MBI MOXXEM YTBEP)KIAaTh, HTO
«OOBIYHBIC» U IIOTYISIPHBIE» OJIOTEPHI, B paBHON CTEIIEHN WHTEPECYIOTCS KaK COIH-
ANBHO-TIOMUTHICCKIMHU BOTIPOCAMH, TaK M JIMYHOW W peKpeanuoHHOU cdepamu. B
OTCYTCTBUH Pa3IHYMsI B TEMAaTHYECKOW CTPYKTYpe MOKHO OBLIO OBI COBETOBATH CO-
IIIOJIOTaM HCTIOJIb30BaTh TEKCTHI HE TOJBKO IOMYJSAPHBIX OJOTEPOB, HO M OOBIYHBIX
nonp3oBatened JKusoro JXypHama ais BEISBICHHH OOIIECTBEHHOTO MHEHHS B OIO-
rocepe. OmHaKo, MEHBIIAs aKTHBHOCTh W OoJbIIas 3allyMJIICHHOCTh NaHHBIX HE
MO3BOJISIET TOTO CleNiaTh. MOXKHO TakXe CAeNaTh BBEIBOJ O IIEIeCOOOpPa3HOCTH pac-
MIUPEHUST COBOKYITHOCTH TEKCTOB ISl M3YYCHHUS OHJIAHHOBOTO OOIIECTBEHHOT'O MHE-
HUS IyTeM MPUCOSIMHEHUS K 001Iei BEIOOPKH KOMMEHTApHEB K TIOCTaM MOITYJISPHBIX
OmorepoB (KOTOPBIC B OCHOBHOM CO3/Ial0T HETOIIOBBIC OJIOTEPHI).

Baarogapuoctn. B nanHON Hayw4HO# paboTe HCIIONB30BaHBI PE3YNbTATHl MPOCKTa
«ConuansHO-TIOIUTHIECKHAE TIporecchl B HTepHeTe», BBIMOTHEHHOTO B paMKax
[Iporpammel pyHnameHTadbHBIX HccaenoBannit HUY BIID B 2013 roxy.
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Vox Populi Online:
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Abstract. The paper is devoted to comparison of topical structure and basic sta-
tistical parameters among the “regular” and “popular” bloggers on LiveJournal.
The study has shown a significant topical similarity between both of the user
groups. The hypothesis that “popular” bloggers are more interested in social
and political topics rather than “regular” ones has been rejected. The discovered
difference between the groups is in “regular” users’ lesser activity and increased
data noise among them.
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OneHka napamMeTpoB Xa0THYECKOI0 Ipouecca ¢
nomomb UKF-¢puiabsTpa 11 nocrpoenusi nporuosa
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IOxHO-Ypanbckuii rocynapcTBeHHBIH yHUBEpcUTeT, Yenssounck, Poccus
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AnHoTamms. Pemraercs 3amada MICHTH(OUKALMHA XAOTHYECKOH KOMITOHEHTHI
BPEMEHHOT0 Mpoliecca B YCIOBUAX MaJoOro 4HCNa JOCTYIHBIX HaOIIOASHUH 1
KOTJa peanusalys npoiecca eAnHcTBeHHA. [lomydeHHas B pe3ynbraTe perre-
HUSI TIOCTABJICHHON 3aJa4yd alpOKCHMAaNus HCIOIb3YEeTCSl IS ITOCTPOSHHUS
TIPOTHO3a UCCIIETyeMOT0 Iponecca. B kadecTBe Mo/IeNI Xa0THIECKOT0 CHTHAIA
HpeJIaraeTcs UCIoNb30BaTh PA3I0KEHUE TI0 CHCTEME Xa0TUUECKUX TPOIIECCOB,
OIMUCBHIBAEMBIX JIOTHCTHYECKUM oToOpaxkeHueM. IIpu 3ToM mapaMerpbl JOTH-
CTHYECKOTO OTOOpakKeHMs (COCTOSIHUE CHCTEMBI Ha Ka)KIOM IPEIbLIyIIeM Illa-
re, JsMOa) M3BECTHBI HETOYHO W OleHuBaroTcs ¢ momonipio UKF-dumbtpa.
Ilocrymenre HOBBIX HAOJIONEHHUN TTO3BOJISICT HAWTH HOBBIE OLIEHKH Mapamer-
POB U CKOPPEKTHPOBATh MOJENb, HA OCHOBAHHN KOTOPOI CTPOWTCS JalbHEH-
LM IPOTHO3 C COXPAHEHHUEM 3aJJaHHOM TOYHOCTH.

KnroueBble cj10Ba: 1eTepMUHUPOBAHHBIN Xaoc, HeJIMHENHHAs TMHAMUKA, TIPO-
THO3HPOBAHNE, KOPOTKUH BPEMEHHOH Psifi, XaOTHIECKOE MOJCTHPOBAHIE

1 BBenenue

3amava WACHTU(UKAIME XaoTHYecKoro curHama [1, 2, 5, 6] umMeer MHOXKECTBO
NPWIOKEHNH B TEXHUYECKNX, WH()OPMAIMOHHBIX U COLMAIbHO-3KOHOMUYECKUX CH-
cTeMax, HalpuMep, BOCCTAHOBJICHHE MOJEIN BHEIIHWH BO3MYIIEHMH HA yIpaBisic-
MBIl 0OBEKT, IOCTPOCHHE MOJEIIH CHTHAJA Ha BBIXOJIC BHICOKOUYBCTBHTEIBHOTO JIaT-
ymKa [5, 6], MOBBIMICHIE TOYHOCTH KPAaTKOCPOUYHBIX MPOTHO30B [5, 6, 11, 12]. Akry-
IPHOCTh HCCIJICAOBAHUS 3aKJIFOYaeTCsl B TOM, YTO IPH PEHICHHH 3a1ad 00pabOTKH
CHTHAJIOB, B KOTOPBIX COJEPXHTCSI XaoTH4eckas cocrasisiomas [1, 14], cioxHOCTH
COCTOHT B TOM, 4TO BBIOOpKaA /11 00paOOTKH MMEET MAIyI0 JUIMHY, peasli3alys mpo-
1ecca eIMHCTBEHHA M HET MH(OPMAIMN O BEPOSITHOCTHBIX PACIpENeNICHUSIX ONIHOOK.
[IpuMeHeHne JIMHEHHBIX MOJENEl B Cilydasx, KOrja IIyMbl MMEIOT (ppaxTaibHYIO
MIPUpPOLy, HE 00ECIICUNBAIOT NIPUEMIIEMYIO TOYHOCTH [6]. MHOTO HMccienoBaHui Xao-
THYECKHX MPOLIECCOB IMOCBSIICHO METO/AaM PEKOHCTPYKIMH THHAMHYECKUX CHCTEM
10 HKCTIEPUMEHTAIbHBIM JaHHBIM, OCHOBaHHBIM Ha NPUMEHEHUH HEHPOHHBIX CETEH.
Ho st oOy4yeHust HEeHpOHHBIX ceTeil Tpedyercsi 60O 00beM BBIOOPKH, 4TO HE
BCET/Ia MOXKHO TMOJYYUTh B PEUIBHBIX YCIOBHSAX. B CBSI3M C 3TMM CTAaHOBUTCS aKTy-

182



IBHOM pa3paboTKa COOTBETCTBYIOIIMX AJITOPUTMOB (PMIIBTPAIMU Ul XaOTHYECKUX
npoueccos [6,7].

B cBsI3M ¢ TeM, YTO JIOTUCTHYECKOE OTOOPAKEHUE, KOTOPOE MCIOIB3YETCs IS arl-
MPOKCHUMAIMK MCCIIEAYEMOTO TIpoLiecca, SIBISIETCS] HEJTMHEHHOW QyHKIMeH, mapamer-
PBI JIOTUCTUYECKOTO OTOOpaXKeHHs! IIpeIaraeTcsl OLEHUBATh C MOMOIIBIO aHCLEHTHO-
ro ¢unstpa Kanmana (UKF) [13], npeasoxkeHHOro okchOpAcKAMU yueHbIMH JIKy-
nee C. u YapmanoM 1. B 1996 rony.

2 ITocTanoBka 3agaun

st MOCTPOEHUsT MOJETH XaO0THYECKOTO mpouecca y,, k =1, N npemaraercs uc-

MOJIB30BATH PA3JIOKEHU IIO CHUCTEME IMPOLECCOB, 3aJaHHBIX HEJNMHEHHBIMHI 0T06pa-
KCHUAMU

X0, = fi(xf),ﬂi), k=041...N-1i=12,...n, 1)

rae ¢ymukumm T, 1=12,...,n ompenencHbl Ha eIMHUYHOM HHTEpBAJE, TO €CTh
f.:[0,1] »[0,1]. B xauecTBe npuMepa Takmx NPOLECCOB PACCMATPUBAKOTCS JIOTH-

cTuveckue orobpaxenus [3, 8, 9]
X0, = Ax (1—x£>), k=01...N,i=12...n, @)

Xa0THYECKHUE penieHus KOTOPBIX BO3HHUKAIOT npu
Xéi) E(O,l), A e(/lw,4], rned, ~3.57.

1
Jns mpoBepku paboOTHI aHCUIEHTHOTO (uubTpa Kammana paccMaTpuBaeTcs MO-
JeNbHBIN npuMep [4] mpu uuncie 6asucHbIX mpoueccoB N =1 u orcyTcTBHM HIyMa B
cucreme, napamerp a=1:

Y =X+,

X =A% (1-%), k=1,2,..,N, ®)

rae X, € R — xaoruyeckoe perenue cucremsl, Y, € R — BekTop m3mepenuii, 4 —

TlapamMeTp JIOTHCTHIEeCKoro otobpaxerus, 77, ~ N(0,0) — uryms! B u3amepeHusx.

3 Pe3yabTaThbl OLlEHUBAHMS

Jnsa ouenku npouecca X, , 3aJaHHOTO CHCTEMO (4), Ha Ka)JI0M 11are Habroae-

Moro mpouecca y,, k=1,N ¥ mapamerpa JOTHCTHYECKOTO OTOOpayKeHHst A Obll

MCIIOJIb30BaH aHCIeHTHBIH GuiasTp Kanmana [13]. 3HaueHus mapaMeTpoB JIOTHCTHYE-
ckoro orobpaxenus X, =0.3, 1 =3.69 3amanbr ¢ ommbkoit 10% wu cocTaBisOT
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X, =0.33, 1 =4.06 . OtHomenune curnan/mym (SNR) Habmomaemoro mpouecca Y,

cocrauster 10 b (puc.3). Coorsercreenno CKO o, mns myma 7~ N(0,0,)

o

HaxoaMTcs u3 coorHomeHus  SNR =20log,, — . B pesynbrare moay4eHsl Clemy-
o
n

IOIIUE OLIEHKH X, (puc.l).

Puc. 1. Vicxonuslii iporiecc (—) U ero anmpokcuMarus (- -)
IIpu kommuectBe m3mepeHuit N=60 Obuia mosydeHa oleHKa mapamerpa A =3,65cC
abcoroTHOM ommOKo#, He peBbrmarommeit 0,04 (puc.2).

[

S S e B T e e
1 [ b b Pt A

NN ENE
S N @y 0nm NG
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Puc. 2. Ouenka napamerpa A (- -) 1 ero ucTUHHOE 3HaYCHHE
Iony4ennsle Ha mare K =60 onenxu X, u A HCIOJIb3YEM I MOCTPOECHUS MPO-

ruosa Ha L =9 maros Buepen (puc.3). OTHOCUTENbHAS OIIMOKA POrHO3a Ha 4 1mara
Bepes He npesbicnia 2%, Ha 8 maroB — 10%. Ommbka nporuosa Ha 9 maroB pe3ko
Bo3pocia 10 20%.

Puc. 3. [IporHo3 ucxomHOTO MpoIecca

4 3aKjao4eHue

[TpuBeneH moaxon K IOCTPOCHUIO MOJIEIH XaOTHYECKOTO Ipolecca 10 MaloMy
yucny (N=60) u3mMepeHuil Nmpu eIMHWYHONW peanu3anuu. I OLEHKH IapaMeTpoB
ObL1 Mcronb30BaH aHcueHTHBIH (uibTp Kamvmana (UKF). C nomomipio mpeasnoxeH-
HOTO METOoJia ObUIM IOJy4eHBl OLEHKU I1apaMeTPOB JIOTHCTHYECKOTO OTOOpaKEeHHs
npu SNR=10 nB. CxoaMMOCTh OLEHKH MapaMeTpa A ObLia MOJNyd4eHa HAa KOPOTKOM
orpeske BeI6Opku N=60. ITpu 3ToM abcomoTHas OmUbKa OUEHUBAHKS MTAPAMETPa A
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He mpesbicuiia 0,04, OTHOCUTENbHAS OIIMOKA MPOrHO3a M0 § IIara He MPeBBICHIIA
10%.
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Parameter Estimation of Chaotic Process Using UKF and
Time Series Forecasting
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Abstract. The study is devoted to the identification of the chaotic component of
the time process in terms of small number of available observations and one
process implementation. The approximation obtained from the solution of the
problem is used to predict the investigated process. Decomposition in the sys-
tem of chaotic processes described by the logistic map is used as a model of
chaotic signal. Moreover, the parameter of the logistic map and the state of the
system of each previous step are known inaccurately and are estimated using
the unscented Kalman filter (UKF). Supply of new observations allows finding
new parameter estimations and adjusts the model based on which to build fur-
ther forecast maintaining the specified accuracy.

Keywords: deterministic chaos, non-linear dynamics, forecasting, short time
series, chaotic modeling.
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Ncnosnp3oBaHne ceMaHTUYECKOI'0 aHaJIN3a TE€KCTOB
AJIsl IIONCKa CIIEINAJIMCTOB

Urops Baxiebun

HIMY BIIIY, Mocksa, Poccust
zahl.igor@gmail.com

AnHoTtanusi B pabore npeqioxKeH MeTo CeMaHTHIECKOTO ITOUCKa CITe-
[IMaJIUCTOB 0 HabOPy COCTaBJEHHBIX UMK TeKcToB. Onucan ¢popmar 3a-
MIPOCOB, TO3BOJISIIOIIUI ONPEIe/IITh HAOOp MCKOMBIX KoMIeTeHnuii. Pa3-
paboTaHBl AJITOPUTMBI IIOCTPOEHUSI M CPABHEHHUS CEMAHTUYECKUX IIPEJ-
cTaBJieHnii (DparMeHTOB TEKCTOB Ha €CTECTBEHHOM si3biKe. Ha ocHOBe
MIPEIJIOXKEHHON MOJIe/ TN Pa3paboTaH M UCIBITAH IIPOTOTUI TOMCKOBOM CH-
crembl ExpSearch-1 (Experts Search, Bepcus 1).

KuroueBble cJ10Ba: MOUCK CIEIUAINCTOB, CEMAHTUIECKU aHAN3, T€O-
pus K-mipesicraBiiennit, ecTeCTBEHHO-A3BIKOBBIE 3AIIPOCHI.

1 Bsepnenue

Ilepesr coBpeMeHHBIMEU KOMIIAHUSAIME OCTPO CTOUT TPOOJIEMa MOUCKA KBAJIU-
bUIMMPOBAHHBIX CHEUAINCTOB. [Ipr 3TOM OMCK TPUXOANUTCS OCYIIECTBIISATD HE
TOJIBKO CPEJIA KAHINJIATOB Ha OTKPBIBIHECS TO3UIMNA, HO U CPeJii COOCTBEHHBIX
COTDY/IHUKOB, HAIIPHMED, JUIS yCTpaHeHus HemTaTHbix curyarumit [1]. Tloaromy
JIJIsT TIOBBINIEHUs 9 OEKTUBHOCTA OU3HECA MOBCEMECTHO pPaspabaThIBAIOTCS aAB-
TOMATUIECKIE CUCTEMBI, TIO3BOJISIOIINE YCKOPUTDh U KAYECTBEHHO YJIy YIIIUTh STOT
mpornece. Tak, kommanns IBM menee wem 3a 6 siet cakorommia okosio $500 mur-
JIMOHOB 6J1arofiapst BHEPEHUIO CODCTBEHHOl CUCTEMBI IOUCKA [IEPCOHAJIA [2].

Cpein MeTOI0B, TPUMEHSIIOIIMXCST JIJIsT TIOUCKA CHENUaIuCTOB, HanboJee mo-
IIyJIIPHBIM OCTAeTCsl IIOUCK II0 KJIFOYEBBIM cJIoBaM. Kak IpaBujio, MeHeIKep
110 TIEPCOHAJTY, UMEIOIIHiT 0a3y Pe3IoMe CIIEIUAINCTOB, C IOMOIIBIO CIIEIUATIBHO-
0 MMPOrPAMMHOI0O 00DECIIeUeHNUs OCYIIEeCTBSET MOUCK 10 HA3BAHUIO podeccun,
HA3BAHUSAM TEXHUYECKUX CPEICTB U/uin upodusio o6pa3soBaHUsl CIEIUAJUCTA.
[Ipu aTOM, j1a2Ke ecyu 3alpoc COCTABJIEH YIAOBJIETBOPUTEHHO:

— IIpU IIOUCKE He 6y,ﬂyT y4aTeHbl CMbIC/IOBbIE€ OTHOIIIEHUA MEXKJ1y CJIOBaMU;

— IIONCKOBad BbIJlavda 6y)1eT pa3/mmiaTbCd JJId 3allPpOCOB C OJIMHAKOBBIM 3Ha4e-
HHUEeM, HO COCTaBJIEHHBIX II0O-Pa3HOMY (ﬂa}Ke Ipu yd9eTe CHHOHUMUN HOHHTI/IfI);

— OKa3bIBaeTCd HEBOSMOXKHBIM aJI'OPUTMUYIECKU OIIPEAe/INTD, ABJIAETCHA JIN KOH-
erTHbIﬁ IIYHKT BbIJIa91 ,HeﬁCTBI/ITeJIbHO PpeJI€BaHTHBIM 3alIpOCYy.

Jia ycTpaHeHUs epednc/IeHHbIX HEeJOCTATKOB B JAHHOI paboTe mpe/iara-
eTcs MOJIeJIb CUCTEMBbI IIOMCKa, MCIIOJIb3YIoNasd CeMaHTUYeCKUil aHaIn3 TeKCTOB
U OIIEHKY PeJIeBaHTHOCTHU PE3yJIbTaTOB, OCHOBAHHYIO Ha CDaBHEHUU CeMaHTH4e-
CKUX IIPEJICTABJIEHUIl (DPArMEHTOB TEKCTOB.
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2 CrpykTypa pa3zpaboTaHHO CUCTEMbBI
,ZLH?I peam3annn HOBOI'O IIOAXOJa K CEMaHTHUYIECKOMY IIOHUCKY CIICIIUAJINCTOB

ObLia paspaborana cucrema-nipororun ExpSearch-1 (Experts Search, sepcus 1).
Ee crpykTypa m3obpaxkena Ha puc. 1.

g Virrepdheiic
- nomwsoBaTe A

Tlonb3osatelis

MnTepreT-pecypesl
JIPyTHE UCTOUHHKH

Mopdornoririeckas
Gaza panubIx

Cucrema cGopa
nHdopMarH

Basa rekcros o
CrIenManicTax

Puc. 1. Cxema pa3zpaboTaHHO# CHCTEMBI CEMAHTHIECKOIO IIOUCKA

CemaHTHueCKHiT
aHanu3aTop

i

TloacucTema nomcka no
KIIOYEBBIM CI0BAM

I
'

'

'

'

'

'

! M
! JlexcuKo-cemaHTHIECKHii
' CII0Baph
'

'

'

'

'

'

'

'

'

'

'

Ci10BapH MPCAONRIBIX
CEMAHTHKO-CHHTAKCHYECKHX

peitvon

Jlunrsucruiecas 6a3a 1aHHbIX

B cucremy 3arpyrkaroTcs MOJIHbIE TEKCTHI ¢ MHMOPMAIHEH O CIIeIraIncTax
(amkeTbI, pesiome, MpodeccuoHa bHasl NEePENucKa U T.I.), KOTOPbIE I'PYIIIUPY-
IOTCS IO TPUHAJIEZKHOCTA K COOTBETCTBYIOIINM CIIEITAJIACTAM.

s moncka 1moJIb30BaTe b BBOJIUT 3aIPOC B BHE HAOOPa CJIOBOCOYETAHUM,
KasKJI0€ U3 KOTODBIX OIPEJIENsieT OHY MCKOMYIO KoMmereHmio [2|. 3ampoc co-
CTOUT U3 CYIIECTBUTEHLHBIX C BO3MOYKHBIM UCIIOJIB30BAHUEM IIPEJIIOTOB, ITPUJIa-
raTe/IbHbIX U YUC/IUTEIbHBIX. 3AIPOC TAKOIO BUJIA MIO3BOJISET 33/1aTh, HAIIPUMED:

00J1aCTh 3HAHUS (IUU30AUIECKAs] JIOTUKA, YIPABJICHUE PUCKAMH);

— MOJIeJIb, TeOPHIO, HoHATHE (MOoJeib Dppoy-Llebpe, nedisrop BBII);
UHCTPYMeHTaIbHOe cpejcTBo (cpema SPSS, maker MatLab);

yMEeHMe Ui HaBbIK (06paboTKa JpeBecuHbl, paspaborka mog i0S).

Cucrema WINET CHEIUAIICTOB, ¥ KOTOPBIX B CBSI3AHHBIX C HUMHU TEKCTAX
IIPUCYTCTBYIOT PEJIEBAHTHBIE CJIOBOCOYETAHUS. deM OOJIbIIeMYy YHCILYy KPUTEPH-
€B YJIOBJIETBOPSIET CIIEIIUAJIUCT, TEM BBIIIIE OH PACIIOJIAraeTCs B PAHKUPOBAHUH,
BBIJIaBAEMOM CHUCTEMOMA.

3 AJ'II‘OpI/ITM IIOCTpOoEeHnA CeEMaHTUIEeCKHUX HpeﬂCTaBJ'IeHI/Iﬁ

B ocHoBe paboThl cHCTEMBI JIEXKUT MOIUMUIIMPOBAHHBIN aJITOPUTM ITOCTPOE-
HUs ceMaHTHYecKux npejcrasiennit (nanee — CII) u Moesb JIMHIBUCTHIECKOM
6a3bl JAHHBIX, [IPEJJIOZKEHHbIE B KHUTAX [3,4].

IMocrpoenne CII dpparmenTa TekcTa HAUMHAETCS C OIpeIeaeHnst MOP(OIOrH-
YECKUX CBOWCTB €ro CJIOB U NPUBEJIEHUsT UX K HAaYaJbHOM (opme. 3aTeM K Cy-
[IECTBUTEILHBIM IIPUMEHSIETCS JIEKCUKO-CEMAaHTHYECKHIi ¢IoBapb. 110 HayaibHOM
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dopme c1oBa OH CONOCTABJIAET €My CeMaHTUIEeCKOe 3HadeHue sem (i1jis paBHO-
3HAYHBIX C TOYKHU 3PEHUs CUCTEMbBI CJIOB OHO COBHAJAET) U HAOOD XapaKTepu-
cTuK Sti,...,st,. CiaoBapb comepxkut 3anmcu Buna (lec, sem, sty, ..., sty), rie
lec — 6azoBas dopMma CI0Ba; sem — CTPOKa, 0O03HATAIONIAT CEMAHTUIECKOe 3Ha~
YeHUe JIEKCeMBI lec; stq, ..., sty — pa3jInIHble CEMAHTUYECKNE XapaKTEePUCTUKN
CYIIIHOCTH, CBSI3aHHBIE C MOHSITUEM sem; k — HamboJIbIllee BOSMOYXKHOE MX YHCJIO.

Jlajiee K CymecTBUTETLHBIM IIPUMEHSIETCSI CJIOBAPh MPEJJIOKHBIX CEMaHTUKO-
CUHTAKCUIECKUX (DPEHMOB, 3aAI0IIHIT CBI3M MEXKYy CEMAHTUICCKUMU €JIMHUIA~
MU, BBIJIEJIEHHBIMU Ha, [IpeblayieM stane. O coaepKut 3anucu suja (prep, stq,
sta, gre, rel), rie prep — HeoOXOMUMBII TpeTor (MOKET ObITH IMYCTHIM ); Stq, Sto —
CEMAHTUYECKHE XapaKTEPUCTUKH, KOTOPhIE MOYXKHO CBSI3aTh C IIEPBBIM M BTOPBIM
CyIIECTBUTE/IbHBIM B JIMHIBUCTUYECKHU MTPABUJIBHOM CJIOBOCOYETAHUU «CyIl.l -+
prep + cyu.2» cooTBeTCTBEHHO; gre (grammatic case) — 0b03HAUEHUE MAIEIKA
BTOPOTO CyIIECTBUTEIBHOTO; el — 0603HaMeHe CMBICJIOBOTO oTHOIeHust. CyTre-
CTBUTEJILHBIE TIOMAPHO MPOBEPSIOTCS HA COOTBETCTBHE CJIEIYIOIINM YCIOBUSIM:
[IEPBOMY CYIIECTBUTEILHOMY COIIOCTABJIEH COPT ST'1, BTOPOMY — ST2, 3aBUCHMOE
CyIIECTBUTE/IbHOE HAXOIUTCS B MMAJIEXKe gre, U MeXKJIy HUMU e€CTh IIPEJIJIOT prep.
[Ipu ymoBeTBOpeHUN BCEX YCJIOBUI JIst OJIHOM 3AIIMCH CJIOBAPS CIUTAETCS, 9TO
MEXKJIy CYIMECTBUTEILHBIMEI YCTAHOBJIEHO CMBICJIOBOE OTHOIIIEHUE el U3 ITOoi 3a-
[IUCH, JAJbHEAIIas CBEPKa MO CJIOBAPIO JIJIst ATON Mapbl IIPEKPAIACTCS.

3aMeTuM, YTO HA MPEJBIIAYIINUX Marax o6padaThlBaIMCh TOJBKO CYIECTBH-
TesibHBIe. Ecjin nMeeTcst npuiarare/ibHOE WK CJIOBO, Bejlyllee ce0sl KaK MpPUJia-
rareJibHOe, pACCMATPUBAIOTCS CYIECTBUTEIbHBIE, MEXKy KOTOPBIMUA OHO PACIIO-
JioxkeHo. [lpu coBnajieHnu ¢ OJHUM M3 HUX 10 POy, YUCJIY U Majexky OHO 000-
3HAYAETCS 3aBUCUMBIM OT Hero. [Ipu coBnajieHnn ¢ 060MMY CYIIECTBUTETHHBIMA
[pUJIAraTeIbHOE CIUTACTCS 3aBUCUMBIM OT IOCJIEHEr0 U3 HUX 110 MOPSIKY. B
JIAHHBIX CJIyYasiX yCTaHABJIMBAETCsl OTHOIIEHUE Tel — «CBONCTBO», a 3HaUYeHUe
sem 3aBUCUMON eIUHUIBI — KaK HadaJibHasi (popMa 3aBHCUMOIO CJIOBA.

B pesysibrare Boimosinenus: asropurMma mosydaercs CII dparmenTa Tekcra
— OPUMEHTHUPOBAHHOE JIEPEBO, B BEPIIMHAX KOTOPOIO HAXOJSTCS CEMAHTHIECKUE
eIMHUIIBI Sem, a pebpa 3aaHbl OTHOITEHUAMU Tel.

4 AJaropurMm moucka

Sajaueil aaropuTMa IMOUCKA sIBJISETCsI HAXOXKJIeHne (DPArMEeHTOB B TEKCTaX
o cuermasncrax, umeomux CII (cemantuueckue npecrasienns), cxoxkue ¢ CIT
mouckoBoro 3ampoca. [losromy mpu moucke cuadasa crpoutcss CII zampoca, a
3aTeM JJIsI KayKJIOT0 BBEJIEHHOI'O ITI0JIH30BATEJIEM CJIOBOCOYETAHUSI CUCTEMA CO-
CTaBJIdeT Ha60p CJIOB, ITapHbIE BXOXKJI€CHUsA KOTOPBIX B TEKCT MOI'yT IIOTEHILN-
aJIbHO CcojiepKaTh Mexkay coboit orHorrenust kak B CII 3anpoca. st sToro B
CIMCOK BKJIIOYAIOTCS BCE CJIOBA U3 JIEKCHKO-CEMAaHTUYIECKOI'O CJIOBAPsI, KOTOPBIM
MOTyT OBITBH comoctaBiieHbl enuauibl sem u3 CII 3ampoca. Hanpumep, nisa cito-
BOCOYETAHUS «MAPKETHHT COBITa» MOXKET OBITH COCTABJIEH CJCIYIONINN HabOp
KJIIOYEBBIX CJIOB: «MapKETHHI», «MAPKETOJIOT», «aHAJN3 PBIHKA», «UCCJE0Ba~
HUE PBIHKA», «COBIT», «IIPO/aXKay.
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ITo Tekcram, comepKarmmmMcsi B 0a3e 3HAHUN, TPOU3BOAMTCS IOUCK IO CO-
CTaBJICHHOMY HaOOPY KJI0UYEBbIX ¢I0B. [Ipn HaxXOX)eHnn X0Ts ObI OHOTO CJI0BA
crpourcst CIT dparmenTa Tekcra BOKPYr Hero (MpaHUIbl OLPEIESIATCS [0 Ta-
KAM CHMBOJIAM, KaK TOYKA, TOYKA C 3AISTON, TaOyJsAIus, MePeHOC CTPOKUA U
r.11.). [losryuenHble nipe/icTaB/IeHUst IPYIIIUPYIOTCS [0 CIIENUAIICTAM, K TEKCTaM
KOTOPBIX OHHM OTHOCSTCsI. TaKo#l MOMIXO] IMO3BOJISIET COXPAHUTH ODOIIYI0 BBITHC-
JINTEILHYIO CJIOYKHOCTH AJITOPUTMa HU3KOI, Tak Kak mporeaypa mocrpoenusi CIT
3aIyCKAETCS TOJBKO HA IMIPEIIOJOXKATETHHO PEIEBAHTHBIX (DPATMEHTAaX TEKCTOB.

Kaxmoe CII MOXKHO yIpOITEHHO MPEJCTaBUTh B BHJie HAOOpA TPUILIETOB BH-
na (semq,rel, sems), TO €CTb LA CBA3aHHBIX CEMaHTHYECKUX 3Hadenuii. Ilycrs
A — HabOp TPUILIETOB, MPEJICTABJISIONINX TOMCKOBBIA 3ampoc, a B — anajiorny-
HbIIl HAOOp, npejicrapisitoruit CII, BbIIEIEHHBIE B TEKCTAX, CBSI3aHHBIX C OJI-
HUM crenuaaucToMm. Torna Mepoit peJieBaHTHOCTH CIIEIUAJINCTa OYIeT BeJIMInHa,
score = %, HaxoJsmasicss B orpeske [0, 1]. Jist mostyYeHnst pe3yJibTupyIone-
IO PaHKUPOBAHUSI CIEIUAJUCTHI yIOPSIOYNBAIOTCS 110 yOBIBAHUIO ITOKA3ATEJIsT
score, M WX CIIUCOK BO3BPAIAETCS TOJIB30BATEI0 KAK Pe3YJIbTaT MTOUCKA.

5 3akJroueHue

Ha ocaoBe mpesjoxkeHHOl MOfem Ha sS3bIKe mporpaMmmupoBanus Python
ObLT pazpaboTaH MPOTOTUIT TOUCKOBOU cucreMbl ExpSearch-1. B kadectse Te-
CTOBBIX JIAHHLIX B CHUCTEMY OBbLJIa 3arpyzKeHa TeKCTOBas HHOpMalusa o OoJee
gem 7000 corpynuukax Beicmeii mkossr sxkonomuku (HUY BIIID), s3sTas ¢
ocdurmaibHOro caiita. B xo/ie uCHbITAHUN CHCTEMa YCIEITHO BBIIOJIHIIIA, TIOUCK
110 HabOPY TECTOBBIX 3AIPOCOB U JAJIA [0 HUM PEJIeBAHTHBIE PE3YJIbTATHI.

B kauecTBe HapaBIeHIit 1151 TPOIOJIZKEHUS PAOOTHI IIPEIITOIATAeTCH YCIIOXK-
Hexne GopMaTa HOIEPKUBAEMBIX 3aIIPOCOB U COBEPIIIEHCTBOBAHNE AJTOPUTMA,
CPaBHEHUSI CEMAHTUIECKUX IIPECTABJIEHUN.
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Abstract. This paper presents a semantic method for searching for the
experts. The method operates over a set of texts authored by themselves.
The query format allowing one to define a set of the selected skills, and
the algorithms for constructing and comparing the semantic representa-
tions are also presented. The ExpSearch-1 (Experts Search, version 1)
system which is based on the present method has been developed and
evaluated.
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ABTOMaTH4Yeckoe 1opoxkjaenue dppas
ecTecTBeHHOrO s3bIKa 1Mo OWL-moaesnn,
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Ansoramusi CTaTbs ITOCBAINIEHA PEIIEHUIO TPOOJIEMBI COTJIACOBAHUS TOJIb-
30BaTEJBCKOM U MPOrpaMMHOII OHTOJIOrNH. B X0J1e paboThl 0TpaboTaHbI
aJIrOPUTMBI TTOPOXKIEHUsT Ppa3 ecTecTBEHHOTO si3bika 1m0 OW L-momenn,
CeMaHTHKe ¥ mparmarue. JlaHHOe pelreHre MOYKHO WCIOJIB30BATH JIJIsT
MOBBIIIEHN 3P DEKTUBHOCTH ODIIEHUS TOJIL30BaTE e C BUPTYAIbHBIMI
KOHCYJIbTAHTAMU Ha CaiiTax, CIeUaJIu3upyOIIUXCs Ha IPOJIazKe TOBAPOB

7 YCJIyT.

Kurouesslie ciioBa: ourosnorus, OWL, virtual assistant, nparmaruka,
cemanTuka, NLP.

1 Bsegenue

B nacrosiiiee BpeMst CTPEMUTEIBHO PACTET KOJTHMIECTBO 33144, CBI3AHHBIX C
00pabOTKOI TAHHBIX, PEMIAEMbBIX C TIOMOIBI0 OHTOI0ruil. OHTOIOIUU UCIIOIB3Y-
I0TCSI B TEOPETUIECKUX UCCIEOBAHUX U IpaKkTuIeckux paspaborkax. 1o ompe-
JeIeHnio, (hopMajbHasi OHTOJIOTHS MPEIMETHON 00JIacTh TpecTaBasgeT coboit
napy <3, 0>, rjie 0 - 9T0 MHOYKECTBO KJIIOUEBbIX MOHATHIA, & S - MHOXKECTBO aHa~
JIMTUYECKUX TPEJJIOYKEHNI, OMUCHIBAIONINX CMBICI JAHHBIX KJIIOUEBBIX IMOHSITUN
[1]. TIpemnozkeHne HA3BIBAECTCS AHAJMTUIECKHIM, €CJIM €10 3HAYEeHNe NCTHHHOCTH
3aBHCHUT TOJIBKO OT CMBICJIA TIOHSTHI, COIEPKAIUXCS B 9TOM yTBep2K1eHun [2][3].

OHTONIOrMK TTPUMEHSIIOTCS JJIsl TIOCTPOEHUST MHTEJUIEKTYATbHBIX U IKCIIEePT-
HBIX cucTeM. B HacTosiIee BpeMst cpejin KOMIAHUH, pean3yIoNnX CBOU TOBAPHI
1epe3 HTEpeHeT, CTao MOy ISIPHBIM UCIIOJIH30BAHNE BUPTYAJIbHBIX TTOMOIIHI-
koB (virtual assistant). VIx 3amaueil sBasgeTcs KOHCYJIBTUPOBAHUE KJIUEHTOB IO
BOIIPOCaM, CBSI3aHHBIX C TPOJABAEMBIMI TOBAPAMU, OKA3aHUe MOMOIIM B BHIOOPE
[IPOJIYKTA, & B HEKOTOPBIX CJIyUYasx U MOJJIEPXKAHIE PA3roBOpa Ha ODIIUEe TeMBbI.

BupryaabHbIIT TOMOIIHUK €KeTHEBHO ODITAETCS ¢ PA3HBIMU JIIOabMu. Kark-
JBIi oTpebuTens (TOUHee, TPYIa MOTpebuTesell) NMEIT CBOe IIPeICTaBICHNe
O IIPEJIMETHOMN 00JIACTH U 9aCTO HCIIOJIB3YIOT CBOIO CHEIUMMUIHYIO JeKCuKy. [1oii-
MyT JI APYT Apyra KJIWEHT W BUPTYAJIbHBIN moMoImHuK? UTo ciiemyer jears,
9TOOBI JOCTUTATH HANOOJIBIIETO MOHNMAHUsI! 3I€Ch MBI IMeeM TPOOJIeMy COrJia-
COBaHWUsI MPOTPAMMHON W TIOJB30BATENbCKOH oHTONOTHIt [4]. B mammoit paGore
permraercs 3ajlada COTJIACOBAHMST ITUX JIBYX OHTOJIOTHIL JIIsi CJIydast OOIIeHMsT
KJIMEHTa U BUPTYAJIHHOI'O IOMOITHUKA.
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Briio ycranossieno, 4To jyis pereHus 0003HAYEHHON IPO0JIeMbl, HEOOX0 U~
MO HaitTu "mpaBuia cooTBeTCTBUS "MEXK Iy TIOHSITUSIMI OHTOJIOTUHU IIPOTPAMMHOMN
CHCTEMBI ¥ OHTOJIOIMH 1I0JIb30BaTe/bekux 3aa4 [4]. To ectb BUpTYaabHOMY HO-
MOIITHUKY HEOOXOIMMO TOBOPUTDH Ha SI3bIKE MOJIH30BATEIsI, 8 UMEHHO, OCYIIEeCTB-
JISITH 1IepeBoJ; MH(MOPMAITUHE C OHTOJIOIMH IIPOTPAMMHON CHCTEMBI HA OHTOJIOTHIO
KOHKPETHOT'O TIOJIh30BaTe sl (TP HoJIb30oBaTeseil).

CXOJHBIM PEIIEeHUEM ABJIFETCs TEXHOJIOI TS, IPUMeHseMas B 9aT-60orax (poboT-
cobeceIHIK ), KOTOpasi Ha3blBaeTCsl oT3epKaiduBanueM. OHa 3aKJIOYACTCA B I1e-
pedpasupoBaHN TeX BBIPAXKEHN, KOTOPbIE YHOTPEOISIET MOJIb30BATEIb. JaT-
60T oTBedaeT Ha (ppazdy cobeceqHnKa MoI00HOI HPas3oit, HECKOIBKO N3MEHEHHOM
B COOTBETCTBUU C KOHTEKCTOM Juajiora. Takum o0pa3oM, y IOJIb30BATEJs CO-
3/12€TCsI OIIYIIEHNEe, 9TO ero COOECETHUK MBICJIUT U OIIYIIAeT TaK Ke, KaK OH
cam, 9To co3maer avnaruio. OaHaKO, yHoTpebseHre TOIBKO IepedpasnpoBaH-
HBIX BBIPAYKEHUI HE MOYKET HECTH HOBYIO MHMOPMAIUIO. A B IIPOIECCE JTHAJO-
ra ¢ BUPTYAJbHBIM COOECETHUKOM IMOJIb30BATEIIO JIOJKHA OBITH IIPEIOCTABICHA,
HOBasi WHMOPMAaIUsi, KOTOpas MOrja Obl CIOJBUTHYTH €r0 K COBEPIINEHUIO jefi-
cTBUil, HampuMep, MOKyInke 4ero-jan6o. [Ipudem HOBasi mHpOpPMAIUS TOJKHA
OBITH IMIPEJICTABJIEHA B TOM K€ CTUJIE U IPU IIOMOINN TaKOU K€ JIEKCUKU, KOTO-
PYIO yIOTpebJIsieT mMOIb30BaATENb.

2 PaspaboTka nmporpamMMHOIi CUCTEMBbI, OCYIIECTBJISIONIEH
nopoxkaeHre ppasbl eCTECTBEHHOIO sI3bIKA MO MOJIEJIN,
HanucanHoii Ha a3bike OWL

Pemmenne mpobsieMbl coryiacoBaHUs OHTOJIOTHN 3aK/II0YAETCS B pa3pabOTKe
TAKOT'O0 BUPTYAJILHOTO MOMOIIHUKA, KOTOPBI CMOYKET MCIOJIb30BaTh 'MpaBuia
COOTBETCTBUsI " MEXK Ty TIOHATHSIMU OHTOJIOTUU TPOIPAMMHON CHCTEMBI i OHTOJIO-
UM 0JIb30BATEJIbCKUX 3a/1a4.

Takast mporpamMMHasi CECTeMa IOPOXKJIaeT (ppas3bl €CTECTBEHHOI'O s3bIKa B
ITOJTyaBTOMATUIECKOM DPEXKUMe HA OCHOBE CEMAaHTHKHU W mparMaTuku. llonarue
[IPArMaTUKN OIPEJIEsIAeTCs ¢ UCoab30oBanueM noaxoga Ppere [5], rae nparma-
THKAa - 9TO COOTBETCTBUE MEXKJIy CHHTAKCHCOM U CEeMaHTUKOil. B coorBercTBUU
C 9TUM IIOJIXOJIOM OJ[Ha M Ta K€ CeMaHTHKa MOXKeT BbIpaxKaTbCd IIPU IOMOIIU
Pa3HOTO CHHTAKCHUCA. BUJ UCIIONb3yeMOro CHHTAKCHUCA, JIJIsT 33 IAHHON CeMaHTH-
KU 3aBUCHUT OT I0JIb30BaTe/Isl, C KOTOPBIM IIpoucxoautT obiienre. Hanpumep, npu
OOIMEHNN C TOXKUJIBIMU JIIOABMA U C IOJAPOCTKAMU CEMAHTHUIECKHU OINHAKOBOE
BbIpakeHne Oy/IeT UMeTh PA3JINIHOE CHHTAKCHIECKOE BOILIOIIEHUE.

B nannoit pabore ceMaHTUKa 1715 TOpOXK eHnst (ppasbl 3agaercs OWL-momenbio.

IIparmatuka 3ajaercs ciaeayonuM obpa3om. Mbl jeuM mosib3oBaTesieit na
IPYIIIBL 110 [IOJIOBOMY NIPHU3HAKY, BO3PACTHBIM KATEropusiM (MOJIOZIEXKb, B3POC-
JIBI ¥ MOXKUJION) U 1O POLY JeATeJbHOCTH. [ KasKI0l IPYyIbl IOJIb30BATEe-
Jel JIeKCUKa 33/1aeTCA IIPU IOMOIIN OHTOJIOTHA, COOTBETCTBYIONIE NMEHHO 3TON
CPyIIIe, U CJIOBaPs CJIEHIOBBIX BBIPAXKEHUN, XapPAaKTEPHBIX [JIsi X IPOdeCccro-
HaJIbHOM JedaTesbHOCTU. [Ipn opoxknennn dbpas3bl yINTHIBAETCS TUI OJIb30BA-
TeJis, TEM CAMBIM CO3/IaeTCs KOHTEKCT OOIeHus, KOMMOPTHBIN JJIs T0Ib30Ba~
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Tejiss. DTO MPOUCXOIUT 38 CUeT TOro, YTO JIEKCHKa M CIocob ee yrmoTpebJieHust
TOAOUPAIOTCA TaK, YTOOLI OHU OBLIN MPUBBIYHLI OIL30BaTe 0. [Ipoanaau3upo-
BaB MPOMUIH 9eJI0BEKa, C KOTOPBIM ITPOUCXOTUT OOIIEHNE, MOXKHO IOy IUTEH WH-
dopmMaImio 0 ero Bo3pacre, AesITeTHLHOCTH U HHTEPEecax, u Jajee CAeIaTh BbIBO
0 HEOOXOIMMOCTH HCIIOJIBL30BAHUs TON WM WHON JIEKCHMKHU W MOJI00paTh Xapak-
TepucTHKE Oyrymmeii dbpassl (€ TOHAJIBHOCTD U CTHIIB). IIporpaMMHas crucTeMa
B IIpoliecce ODOINEHUsI OTHOCUT II0JIb30BAaTesI, ¢ KOTOPLIM OHAa, BEIET JIUAJIOT, K
OIIpEJICJIEHHOM T'PYIITe, M HAYMHAET UCIIOJIb30BATh OHTOJIOTUN, COOTBETCTBYIOIINE
namHoit rpynme. @pasa CTPOUTCST HA OCHOBE XapPKTEPUCTUK TOHAJIHHOCTH (ppasbl
u e€é CTUJId.

1. TomanmbHOCTD (Dpa3bl 3a1a€TCsT HAJIMINEM SMOITMOHAIBHO OKPAIITEHHON JIeK-
cuku. [Ipn nmopoxgernn ¢ppas3bl, UMEOIIEH 3aJaHHyI0 TOHAJILHOCTD, TTOI0N-
paroTCs COOTBETCTBYIONINE CHHOHUMBI.

2. Cruiib ¢passbl ONpeesIsieTcs KJIacCoM I0JIb30BaTeeil, K KOTOPOMY IIpUHAI-
JIEXKUT coDeceTHUK. B cOOTBETCTBUM € CTUJIEM BBIOMPAIOTCS HYYKHAs JIEKCHU-
Ka, 3aJaBaeMas COOTBETCTBYIOME OHTOJIOTHEN.

IlocTpoenme ¢dhpasbl MPOUCKXOAUT Ha OCHOBE IMAOJOHOB C UCIIOJIH30BAHUEM
IPUHIUIIOB TOPOXKIaommel rpammaTnku Xomckoro [6]. Kaxmoe mpesoxenue
COCTOUT W3 UMEHHOW I'PyNIbl M IPYNIbI CKazyemoro. VIMeHHasi IpyIima cocTo-
WUT U3 OIPEE/INTENS U OIPEIEISIEMOTO, T/e OMPEIETUTENb MOXKET OIYCKATHCH.
I'pymmsl MOryT comepKarh B cebe Ipujarare/bHble, HApeUnss U T.1.

CoryiacoBaHue CJIOB B IIPEJJIOYKEHUH OCYIIIECTBJISIETCSI 38 CYET UCIIOJIb30BAHUS
CTOPOHHUX MOPQOIOTHIECKUX OUOINOTEK.

3 3akJirouyeHue

B pamkax manHOI paboThl ObLIM pa3paboOTaHbI METOIbI MMOPOXKIEHUS (hpa3
eCTeCTBeHHOrO si3bika 10 3amanHoit OWL-momernn, omnpenensiomnieit ceMaHTUKY
dpasbl, u 3aJaHH0ll TparMaTnke (pa3bl. Pazpaborana mporpaMMHas CUCTEMA,
peanu3yiomnast JJAHHbIE METO/IbI.

Vcnonb3yst BBINIEONMCAHHBIA TOIX0/I, MOXKHO PEIINTDH MIPOBJIEMY COrJIacoBa-
HUsl I0JIb30BATEbCKON M IIPOrPAMMHON OHTOJIOIMU W 3HAYUTEIBHO MOBBICUTH
3¢ deKTUBHOCTD 0OMEHA 3HAHUSMEU MEXKIY KJIUEHTOM U BUPTYaJbHBIM ITOMOIII-
HUKOM. BUpTyaibHbBIi TOMOITHUK MTPU TIOCTPOEHUH (hPa3bl YINTHIBAET HE TOJBKO
MOJIEJTh CUTYAIMU, HO U HADOP XapaKTEPUCTUK IOJIb30BATENsI, C KOTOPBIM IIPO-
HCXOJIAT ODIIEHUE, YTO rapaHTUPYEeT IIOHUMAHKNE CTOPOH M YBEeJIMYMBAET J0Bepue
K TIOMOIIHUKY.
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Abstract. This paper is focused on the problem of agreement between
the ontology of a user and of a computer program. The natural language
generation algorithms which use an OWL model, semantics and pra-
gramtics have been studied. The present solution can be used to increase
the interaction efficency between users and virtual assistants on websites
specialized on selling goods and services.
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Awnnporanus B manHol pabore HpUBOIUTCS AJITOPUTM MHOYKECTBEHHO-
o TPEeKWHTa TeIexooB. T pekwHr ocHOBaH Ha gerektope Part Based
Detector, dunbrpe gacTuil u aHajau3e TPAEKTOPUNA JIBUXKEHUSI IEIIEX0-
noB. s paspenieHus: KOJIN3UN C IepecedeHreM TPAEKTOPUIl UCIOJIb-
3yeTca OHTI/IMI/ISaL[I/IOHHI)IIL/'I aJITOPUTM pemafomnﬁ 3aavy O HA3HAYCHUAX.

Karouessle cioBa: Part Based Detector (PBD), Histograms of Oriented
Gradients (HOG), Viola-Jones, Kanade-Lucas-Tomasi, mean-shift, Particle
Filters.

1 Bsegenue

B Hacrosimee BpeMst JJIsi PENeHHsI MHOTHX NPAKTUYECKHUX 33189 UCIOJb3Y-
IOTCSI CUCTEMBI KOMIIBIOTEPHOI'O 3peHusi (CUCTeMbl BUCOHAOJIIONEH S, CHCTEMbL
IIOMOIIY BOAMTEIIO U ipyrue). B pafore paccMaTpuBaeTcst 3a/a9a HAXOXK ICHAST
JIOKAJIN3AIUK 11€JI€BbIX 0O'bEKTOB (IIEIeX00B) U UX COIPOBOXKJIEHUE (TPEKUHT).

Hexoropsle XapakTepUCTUKH I[eJIEBBIX OObEKTOB CO BPEMEHEM H3MEHSIIOTCH,
TaKhe KakK, OCBEIIEHHOCTb 00beKTa, OTHOCUTEJIbHBIE Pa3MepPbl 00BbEKTa IIPU ya-
JileHnn i npubsnKeHnn obbekTa (memexona) Kk kamepe. OObeKT MOKeT GbITh
YaCTUIHO UJIM IIOJHOCTBIO 3aC/IOHEH NPYTUMH O0beKTaMu. B maHHBIX ycsoBH-
SIX DeIleHne 3aJa9H JOKAIM3AINNI U COMPOBOXKIEHUs, CTAHOBUTCS 33adeil He
TPUBUAJILHOI.

st ieTeKTUPOBAHUS IEIIEXOJ0B IMHUPOKO HCIIOJIb3yeTCsl METOJ MUCTOrPaM
opueHTHpoBaHHBIX rpajuenTos (Histograms of Oriented Gradients HOGJ1]). Tak
JKe [IMPOKO IpuMenseTcs Mero Viola-Jones|2|, koTopslil mokasbiBaeT xopoinue
PE3YJIBTATHI JJIs1 IETeKTUPOBAHUS YeJI0BEIeCKUX Jull. V3 aaropurMoB TpeKuHra
JIOBOJIBHO PACIPOCTPaHEHbl TPEKUHT Ha ocHOBe mean-shift u ma ocnose omrrude-
ckoro noroka KLT (Kanade-Lucas-Tomasi). Tak ke B COBpEMEHHBIX CHCTEMaX
TPEKUHT CTPOUTCH Ha ocHOBe duabrpa Kanmvana u dunsrpa gacrurn (Particle
Filters)[3].

B nmammoit pabore Oymer aHAIU3UPOBATHCS CUCTEMa COCTOMAIIAS U3 JIETEKTO-
pa ocuosanHoro Ha Part-Based-Detector (PBD[4]) u Tpekepa ocHOBaHHOTO Ha
buIbTpE YACTHUII.
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2 Onucanune 3aJladn JeTEeKTUupoBaHUA 00'BbEKTOB

B macrosee Bpems MOYKHO BBIJIEJIUTD J[Ba OCHOBHBIX IT0IXOA K IOCTPOEHIIO
CUCTEM BWJICOJIETEKTUPOBAHUS: TIOUCK U COMPOBOXKJICHHE 00JIACTell JIBUYKEHMUS;
IIOMCK U COMPOBOXKJIEHNE yKe OOHAPYKEHHBIX 00bEKTOB.

ITpu peasimsariuu oUCKa U COIIPOBOXKIEHUsT 00J1acTell JIBUYKEeHNsT OOBIYHO BbI-
JIEJISIIOT CJIEYIOIIHE STAIIbL:

1. Tlonyyenune Kajpa U3 BUIEO IIOCJIEI0BATEILHOCTH

2. Bormemenne obsracTy IBUKEHUST HA TEKYIIEM Kape

3. Tpekunr obsacreii apuzkenusi. IlocTpoenne TpaeKTOPUHU JBUYKEHUS

4. Paznenenue obsracreit ABUKeHUs. B KaxKayio 00JaCTh JIBUKEHUSI MOTYT IO~
[IacTh HECKOJILKO IEIIeX0I0B. JIs 9TOro BEIYMUCIAIOTCS IapaMeTphl 00IaCTh
JIBUKEHWSI, [TPOMCXOIUT IMOMCK TOJIOBBI JJIsi pasjejieHns OObeKTOB BHYTPU
00JIACTH IBUKEHUS.

5. Tpekunr nemexonos. Ha manHOM 3Tame IPOUCXOIUT ITOCTPOEHUE W AHAJII3
TpaeKkToOpuil ABuKeHnii nemexogoB. OHM MOTYT MEPECEKAThCS WJIM UIATH 0~
BOJIBHO OJIM3KO APYT K APYTY M3-38 9€r0 MOTYT BOSHUKATD KOJIM3WH C UICH-
TuduKanmneir 00bLeKTa

B nmanmbiit MOMEHT GOJIBITUHCTBO CHCTEM paboTaroT mo moxoxeit cxeme. Cxe-
Ma, OCHOBAHA Ha [TOUCKE U COMPOBOXKICHUN 00IacTell IBUKeHusT, pabOTAET TOJIb-
KO C HEIOJBUXKHOI KaMepoil M Kak CJIeJCTBHe C Hem3MeHHBbIM (oHOM. JlaHHast
CXEMa - ITO TUINYHAS CXeMa TPEKUHIa OOBbEKTOB PA3JIMYHOIO THUIIA.

B pabore Oymer mpuMeHSIThCH HECKOJIBKO WHAasl CXEMa, KOTOPAasi MMO3BOJIAT
[IPOU3BOJUTH TPEKUHT MEIIeX0I0B pu MeHsforeMcs done. OCHOBHBIE Talbl
CJIe Iy IOTIITe:

1. Tlosmyyenne kajpa U3 BUIEO MOCJIEIOBATETLHOCTH

2. Ilpumenenue JIeTeKTOPOB K KaJIPY BUJIEO MOCeaI0BaTe bHOCTH. 1 Hanno-
ro uccjeoBanus 06l BeIOpaH JerekTop PBD o0ydenubrit na 6a3e JJaHHBIX
PASCAL Visual Object Challenge-2007 (VOC2007). Hau6oJiee nomysisspabiM
JETEeKTOpOM It Terexonos asisercs HOG

3. Ananms nerektupyembix objacreit. Orcedenue obJacreil o pasMepy

4. Tpekunr nemrexo0B. IIponcxoquT mocTpoeHne n aHAJIN3 TPACKTOPHUI JIBU-
JKEHUsI TIEIEX0JI0B

Jannas cxema paboTaeT KaK IPHU HEMIOJABUKHONW KaMepe TaK W Ha MTOBOPOT-
HBIX Kamepax. UTO CYIECTBEHHO paciiupsieT 00JIacTh IMPUMEHUMOCTH JAHHOIO
MeTOa. DTO KaK CTAIMOHAPHBIE KAMEPHI TaK W MIOBOPOTHBIE KAMEPHI, K IIPUMe-
Py KaMephl IPUKPEILIEHHBIE K POOOTY WJIM HAa aBTOMOOMJIb. TaK 2Ke KaMephbl Ha,
MOOMJIBHBIX YCTPOHCTBAX.

3 Omnwucanwme ajgropuTMa

IlepBbiM 3TamoM ajaropurTMa SIBJISIETCS IMPUMEHEHWE HATPEHMPOBAHHOTO JIe-
texTopa PBD k Buaeo kxampy. Jerekrop PBD! 6bnu1 BLiGpan Giaromaps cra-

! Kon nmerexropa 611 B3sT ¢ caifta http://www.cs.berkeley.edu/ rbg/latent//.
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OUJIBHO BBICOKHMM PE3yJIbTaTaM JieTeKTupoBaHusi 00bekToB. Ha puc. 1 npejcras-
JIEHBI JIETEKTHI ([IPsAMOYIOJIbHBIE OOJIACTH) KOTOPBIE BBIJIEJIUJ JETEKTOD II0C/Ie
€r0 BBITIOJTHEHUS.

Puc. 1. Pesysnbrar npumenenusi gerekropa PBD k kajpy Bujieo 1mocse10BaTeibHOCTH

Hastee naér anaams gereKTupyeMbix obsiacteii. lesaem mpocreie oTcedenust
10 pa3Mepy JereKTa (IpsMOyrobHoit obiaactn). JleTeKTbl pasMepsl Wl COOTHO-
IIIeHre Pa3MePOB KOTOPBIX HOJIBINE WU MEHBIIIE IOPOTOBOIO 3HAYEHUsT OTOPACHI-
Batorcs. [loporoBoe 3HaueHme JIst IETEKTOB MOJIOUPAETCS SKCIIEPUMEHTAIBHO.

Cretytomuil rall - 3T0 OCTPOEHNE U aHAJIN3 TpaekTopuil rerrexonos. Ha
PHC. 2 TIpeJCcTaB/IeHbI BO3MOYKHbBIE TPACKTOPUH IS TIEITEXOI0B.

J1st mocTpoeHnst TPaeKTOPUU IBUKEHUS TEIeX0/a MUCIOIb3yeTcss (MUIbTP
qactutl. s pasgeneHus TpaeKTOPU MIPU UX MIEPECEUEHUN WCIOJIb3YeTCs OTl-
TUMU3AIUOHHDII aJI'OPUTM PElIalOIni 3a/1a4y Ha3HAYCHUN (BeHrepCKI/H‘/’I aJIro-
purnm). Koropsiit nossosisier pasjenurs ase 6iuskue Tpaekropun. JJaHHbIi aj-
TOPUTM TPEKHHTa YCTONYMB K MOBOPOTAM KaMepBhl, I KaK CJIeJICTBIAE YyCTONYINB K
u3MeHsonmeMmycs ¢ony. JlamHas yCTOWYIMBOCTD B TPEKEpE JOCTUTACTCS 38 CIET
TOTO, UTO aHAJIU3 TIPOUCXOIUT He OOJIACTH IBUKEHUS, & JIeTeKTUPYEMOi 00/1acTh
BBIJIEJIEHHO ¢ ToMoIIbio JerekTopa PBD.
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Puc. 2. IIpencraBieHsl BO3MOXKHBIE TPAEKTOPUH IIEIIEXOJOB Ha IIOCJIEIOBATEIHLHOCTH
KaJpax
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Multi-Target Pedestrian Tracking Algorithm

Roman Zakharov

Samara State Aerospace University, Samara, Russia
roman.zakharovp@yandex.ru

Abstract. The general trend in the development of many video surveil-
lance systems, traffic counting machines, security systems is the devel-
opment of algorithms for tracking, which are very important in places
with large numbers of people and vehicles, such as airports, city streets.
In this paper we present an algorithm for multi-target tracking. Prob-
lem tracking is to build a trajectory of motion of targets on the input
sequence of frames. Tracking is based on the detector Part Based Detec-
tor, the filter particles and analysis of the trajectories of pedestrians. To
resolve conflicts with crossing trajectories used optimization algorithm
solves the assignment problem.

Keywords: Part Based Detector (PBD), Histograms of Oriented Gra-
dients (HOG), Viola-Jones, Kanade-Lucas-Tomasi, mean-shift, Particle
Filters.
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00 ogHOM crioco0e npeacTaBIeHHs] CEMAHTUKH TEKCTA

Wpuna Huxonaesra Edpemosa, Bnaguciaas BnaancnaBosuu Edpemon

I0ro-3anaansrit rocynapcTBeHHBIH yHHBEpCUTET, Kypek, Poccus
Efremova-in@inbox.ru, v2@bk.ru

AnHoTamus. B paboTe paccMaTpuBarOTCs BOMPOCH! «IIOHMMAHU» TEKCTOB Ha
€CTECTBEHHOM s3bIke. [IpemokeHa uaes MnpencTaBieHUs] CEMAHTUKUA TEKCTa C
MOMOIIBIO aTTPAKTOPOB U MaJIbHEHIIIEH paboThl CO CMBICIIOM TEKCTa METOIAMU
Xa0THYECKOU THHAMHUKH.

KiioueBble cj10Ba: ceMaHTHKA TEKCTa, TIOHNMAaHUC TEKCTA, aTTPAKTOP.
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Toward a Method of Representing
the Semantics of the Text

Irina N. Efremova, Vladislav V. Efremov

South-West State University, Kursk, Russia
Efremova-in@inbox.ru, v2@bk.ru

Abstract. This paper describes the problems of "understanding” of natural
language texts. Authors proposed the idea of representing the semantics of the
text using the attractors and further work with the semantics of text by methods
of chaotic dynamics.

Keywords: semantics of text, text comprehension, attractor.
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O npeacTraBjieHUH HENMPEPHIBHOTO ONTHYECKOTO
n3o0pakenus B iHGPoOBOM KOMNBbIOTEPE

Bnagncnas BnanucnaBouy Edpemos, Mpuna Huxomnaesna Edppemon

IOro-3ananHslit rocynapcTBeHHbIN yHUBepcUTeT, Kypck, Poccus
v2@bk.ru, Efremova-in@inbox.ru

AnHoTamms. B pabore onucans! pa3paboTaHHBIE CIIOCOOBI AJISI TPEICTABICHUS
HENPEePhIBHBIX H300pakeHHit B LU(POBOM KOMIBIOTEPE, HX OCHOBHBIC
(hyHKIIOHATILHBIE BO3MOYKHOCTH AJIs1 00pabOTKH N300paKeHHUA.

KiioueBble cjioBa: ONTHYECCKUI CUTHAJI, AOUCKPETU3alusd, HUHTECPIIOJIALNA,
KBAaHTOBAaHHUE 110 YPOBHIO, I'PYIIIMPOBAHHAA BI)IGOpKa.
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Toward the Representation of Continuous Optical Images
in a Digital Computer

Vladislav V. Efremov, Irina N. Efremova
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Abstract. This paper describes the methods for representing continuous images

in a digital computer developed by authors, their basic functional abilities for
image processing.

Keywords: optical signal, discretisation, interpolation, quantization by level,
grouped selection.
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