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Welcome to DataWiz 2014, the 1st workshop on Data Visualization, one of the satellite events 
of the 25th ACM Hypertext conference, that is a premium venue for high quality peer-reviewed 
research on hypertext theory, systems and applications.  

DataWiz aims at bringing together an interdisciplinary audience (e.g. computer and cognitive 
scientists, designers, data journalists), in order to discuss tools, models and metaphors useful to 
understand and explain input or output data through advanced graphical user interfaces. 

In fact, interacting with data by means of intriguing visual representations, that can eventually be 
accessed from the Web, is a fundamental approach to accurately present scientific findings in 
an appealing way. The aim is to leave to the observer (likely an expert of the domain) the task of 
exploring complex phenomena, without the pain of dealing with issues such as data complexity 
and overload of information. This workshop focuses on both scientific and information 
visualization, with the aim of discussing of best practices and innovative approaches. 

12 papers out 17 submissions were accepted for 20 minutes presentations; the morning session 
will open with the invited speech of Everardo Reyes-Garcia, whose contribution is included in 
the proceedings as well.  

All papers were initially assigned to be reviewed by three members of the PC. Final decision on 
borderline papers was made on meta-reviews written by the PC chairs.  Thanks to their effort, 
the program includes lots of exciting ideas that we can't wait to share with you in our full-day 
workshop that will be held in Santiago, on September 1st.  

We thank all participants of the workshop for their contributions and the organizers of the 
Hypertext 2014 conference for their support. We hope that you will find this program interesting 
and thought-provoking and that the workshop will provide you with a valuable opportunity to 
share ideas with other researchers and practitioners from institutions around the world. We are 
looking forward to a very exciting and interesting workshop.    
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ABSTRACT
In this paper, we present a platform designed to explore vi-
sually massive cooperation between individuals. With the
increasing importance of the Internet, new types of cooper-
ation are becoming common, in which hundreds, thousands
or millions of individuals act together in interaction, and
produces content in a decentralized manner. As these pro-
cesses are happening in real-time and without organization,
individuals involved in them often do not have a clear vision
of what is happening, or even which role they play in it. The
visualization we propose would allow users to take back the
power of understanding the processes to which they partici-
pate in. We combine time series visualization, together with
custom network visualization, in a way generic enough to
adapt to many situations, while offering numerous possibil-
ities.

1. INTRODUCTION
Since the advent of the digital era, both the technical pos-
sibilities and the introduction of new behaviors have partic-
ipated in the production of large databases storing tremen-
dous amounts of varied information. Recent hot topics such
as Big Data, Complex Systems and Network Analysis have
been stimulated by this new access to information. One
particular topic of interest is the study of how crowds are
involved in massive generation of content, whether it be on
Wikipedia, Twitter, Facebook, YouTube, or even through
the publication of ever growing number of scientific publica-
tions. If these datasets are a stimulating opportunity, they
are also a challenge. While many research has been done on
these topics, we feel there is no simple, generic method to
explore this decentralized creation of content, and in partic-
ular its dynamic. The platform we propose is generic enough
to take input from many kinds of sources, such as scientific
publications, online social networks, and many others. The
platform is developed with internet based tools only, and
could therefore be adapted to provide a user-friendly inter-
face to explore a large dataset of content creation available
on the internet.

1.1 Related Works
Several visualizations have been proposed to understand com-
plex systems and large data in general. We introduce the
most closely related to our proposition.

ThemeRiver [9] is probably the most famous of these. It
allows to represents the dynamic of topics in large collections
of documents.

History flows [16]also focuses on dynamic aspects. It is a
tool to visualize cooperation and conflict between authors
in the process of collaboration, in particular on the web.

In the work by Rosvall et al.[12], alluvial diagrams are used
to represent the evolution of communities in networks, and
is applied in particular for the visualization of the evolution
of research topics in science.

On a more static perspective, numerous tools, frameworks
and softwares have been proposed to represent networks in
the best possible way. We can cite some of them, among the
most famous ones: Gephi[2], Cytoscape[13], Tulip [1].

Several works have also been done on the visualization of
dynamic networks; we can cite [3] as a reference on the do-
main.

The tools we have cited above are either specialized on the
visualization of longitudinal aspects, but without informa-
tion on the internal structure, or, on the contrary, represent
this internal structure (network visualization), but only with
a static point of view. Our platform is designed to encom-
pass both aspects.

2. MASS COOPERATION DATASETS
In order to illustrate the possibilities and possible practical
applications of the tools presented in this paper, we applied
them to three large datasets from different fields. In this
section, we will present briefly these datasets, and the type
of data we extract from them.

For a dataset to be visualized using our platform, it needs
to be composed of several productions, that we call Coop-
erative Productions (CPs). It can be a video, an article,
a website, a message, or any other item which can make a
reference and be referenced. These CPs are defined by the
following properties:



• Name

• Time of publication

• Category (a chain of character, can be omitted)

• List of references it makes to other CPs

Additionally, we need to group these CPs in Cooperation
processes. A cooperation process is a set of CPs corre-
sponding to a same topic, a same goal, or any other way
of grouping them relevant to the studied dataset. In the fol-
lowing sections, we will detail these properties in 3 example
datasets.

2.1 NicoNico
NicoNico, or Nico Nico Douga, is a Japanese video-sharing
platform, with functionalities similar to those of YouTube.
With officially more than 20 Million registered users, and be-
ing ranked among the top 15 most visited websites of Japan,
it is a major Web 2.0 platform. It is especially famous for
the important community of people cooperating in the cre-
ation of complex Music Videos centered on the character of
Hatsune Miku. Starting from an original song, many people
create videos based on it, with innovation such as dancing,
singing, creating new graphics, etc. More information about
this character and phenomenon can be found in [8, 10, 6].

We use the dataset described in [7] which covers all 2,622,495
videos published on the network between January 2007 and
December 2012.

Definition of a cooperation process
In NicoNico, tags are associated with videos. We automat-
ically detect tags corresponding to songs with more than
500 related videos. These videos compose the cooperation
processes.

Definition of a CP

• Name : Name of the Video

• Time : Upload time

• Category : extracted from keywords, examples are:
Dancing, Singing, 3D, Animation...

• References: authors include references to other videos
in their comments.

Statistics
We obtain 165 cooperation processes, composed by 500 to
7654 videos, with an average of 865 videos.

2.2 Twitter
Twitter is one of the most famous and largest Online So-
cial Networks. In this paper, we consider the diffusion of
a particular tweet as our cooperation processes. We used
a dataset covering the period between March 5, 2011 and
March 24, and which covers most tweets published in Japan
during this period. Authors of this dataset claim to have
validated that 80% to 90% of all published tweets appear in
their dataset. For more information, please refer to [15].

Definition of a cooperation Process
We first counted for each tweet in our dataset the number of
time they were retweeted, following the method described in
[4]. For all tweets retweeted more than 500 times, we collect
all the involved tweets and their information. Each of these
sets of tweet form a cooperation flow.

Definition of a CP

• Name : Retweeter’s name

• Time : Time of the Retweet

• Category : Distance in the follower network between
original author and retweeter

• References: a retweet

Statistics
45 cooperation processes corresponding to retweet chains are
detected, involving between 500 and 2100 tweets, with an
average of 755 tweets.

2.3 DBLP
Massive cooperation predates the apparition of the World
Wide Web. Thousands of researchers around the world co-
operate to improve the global scientific knowledge. We use
as a dataset the DBLP database [11], and in particular the
version including links between papers, as described in [14].
This database is composed of 2,084,055 articles linked by
2,244,018 citations.

Definition of a cooperation Process
As we lack topic information, we define a cooperation pro-
cess for each article, with all other papers making a direct
reference to it composing the cooperation processes. This
definition is not perfect, but, as we know that seminal pa-
pers tend to act as ”flags”, that must be cited by everyone
working on a specific topic, looking at all papers citing a
seminal one is an approximation of a group of works in the
same topic. We filtered out all cooperation processes with
less than 500 elements.

Definition of a CP

• Name : Publication Title

• Time : Date of Publication

• Category : Venue of publication

• References: a citation to another paper

Statistics
After filtering, we obtained 41 citation flows, composed of
between 500 and 3651 papers, with an average of 664 papers.

3. DESCRIPTION OF THE PLATFORM
The platform we propose is composed of two parts: the time
series visualization and the cooperation flow visualization.
The time series provides a global understanding of the dif-
ferent cooperation processes studied, together with global



Time Line view Cooperation Flow Temporal Cooperation Flow

Figure 1: Schema of the possible navigation between the
displays of Cooperation Explorer

indicators on them. In this view, only the global properties
are represented, not the individual agents and their interac-
tions. From this global view, it is then possible to select any
cooperation process and to visualize its inner details in the
cooperation flow view.

In this second tool, in which the details of the cooperation
is displayed, several options are possible such as positioning
according to time or to step of cooperation, selecting the
number of nodes displayed, etc. The navigation between
these different displays in represented in Fig. 1

3.1 Temporal trends
When we are interested in a cooperation process, it is of-
ten useful to have first a global vision of it. We would like
to be able to answer general questions such as: when did
this process started? Is it already finished? Is it becoming
more or less popular? Are there some patterns in its pop-
ularity? These are the global properties of this particular
cooperation.

3.1.1 Macro-level visualization: time series
The visualization we propose excludes the role of each spe-
cific element, to represents the process as a whole. To do
so, we choose to transform our data in time series, as much
work exists on the topic of time series analysis. For a given
dataset, we define a time step, which can be any period of
time (minute, day, year, etc.) and count the number of CPs
published for each category in each time step. For each Co-
operation Flow, we obtain as many time series as there are
categories. We display them as a shape, as shown in Fig.
7. The shape is constructed as a cumulative area chart aug-
mented with a mirror image of itself, to have a symmetric
shape. The lecture of it is identical to a normal cumula-
tive area chart. We choose this shape instead of a normal
cumulative area chart because we want to represent sev-
eral of these shapes on a same plot with a single time axis.
Therefore, the shape is not framed by the axis, and when
displayed on top of each other, it becomes more natural to
have a horizontally symmetrical shape, as represented on
Fig. 8. A similar observation has been done by the authors
of ThemeRiver [9].

By displaying several shapes on the same chart, we are able
to visually compare them. Examples of interesting observ-
able facts include (but are not limited to):

• The relative importance of different categories along
time

• The presence of bursts at a particular location, or fol-
lowing a fix period

• Differences between cooperation processes starting at
different times

We complete this tool with some metrics:

3.1.2 metrics and graphics
Lifespan
For each cooperative Process, we compute its lifespan, de-
fined as the time between the first not null value of the time
series to the last occurrence of 3 consecutive not null values.
This limit is arbitrary, but the objective is to give an end
to a time series, potentially infinite, as a new CPs can al-
ways occurs in the future. If these 3 non-null values are the
last 3 values of the time series, we consider the cooperation
process as ”still alive”. The distribution of the lifespans is
displayed as a bar chart.

Normalized centroid
We compute the normalized centroid of each cooperative
flow. The centroid of the time series is the step such as
there is as many CPs before and after it. We normalize it
by computing:

NormalizedCentroid =
centroidT ime− birthT ime

deathT ime− birthT ime
.

A normalized centroid inferior or superior to 0.5 reflect the
fact that most of the CPs where produced in the beginning
or in the end of the lifespan of the cooperation process. The
distribution of the normalized centroid is displayed as a bar
chart.

Figure 2: Visualization of periodic bursts in a temporal
trend. Detected bursts appear in translucent blue color. In
this case, we can observe yearly events.

Burst detection
Burst detection is a common problem on time series. A burst
is defined as a period of time during which the time series
reach temporarily exceptionally high values. In a coopera-
tion flow, such a burst can typically appears in the beginning
(initial burst), at a given moment, driven by internal events
(new popular CP), or external factors. An interesting case
is when this external factor is not unique but periodic, typ-
ically daily or yearly events. We therefore implemented a
research of such periodic bursts. We implemented the burst
detection with a simple but effective technique, presented in
[17]. We represent the bursting period with a translucent
color as seen in 2. We compute normalize burst positions in
a similar manner as we computed normalized centroid, and
the summary of the most common burst positions detected
is also represented as a bar chart.

We found 5 cooperation processes with periodic bursts in
the NicoNico dataset, and we checked that all of them cor-



responded to yearly events (songs about Christmas, Hal-
loween, etc.).

3.2 Micro-level visualization
Whereas the time series visualization allow us to have a
quick understanding of global properties, it is often useful to
have more insights in the details of what is happening inside
each cooperative topic. In this second display, we combine a
visualization called cooperation flow together with some al-
ternatives displays and indicators, each of them emphasizing
one aspect of the studied cooperative topic.

Original nodes (roots)
Level 0 Level 1 Level 2

Time (for a same level)

Levels of cooperation

Figure 3: Mechanism of the cooperation flow visualization.

RI-Torus

Node

Quantity of undisplayed
references

Value
of the node (from 

data)

Colors represent categories 
of nodes

Figure 4: Schema of the representation of a node

3.2.1 Cooperation Flow
To represent the details of the process of cooperation, we use
a type of visualization described in [5]. This visualization,
called Cooperation flow, allows us to represent in a single
visualization the key points of the details of the process. Its
mechanism is represented in Fig.3. The idea is that, through
the interface, we specify the maximum number of nodes that
we want to display, n. An algorithm compute which are the
n most important elements for the cooperation in the current
process. These nodes are then displayed, together with their
relations, as a network organized by steps of cooperation.
More formally, the step of a node is defined as the length of
the shortest path between this node and a root, that is to
say a node without any reference to other nodes. The nodes
which are not considered important enough to be displayed
are, however, not simply omitted. By using a feature called
Reuse Indicator Torus (RI-Torus), a summary of these nodes
appears around their last displayed ancestor, as summarized
in Fig. 4.

Figure 5: Example of a cooperation flow where the x position
represents time

3.2.2 Temporal Cooperation Flow
One interesting property of this visualization is that nodes
situated on overlapping y values are necessarily ordered in a
chronological order from left to right. Therefore, it is possi-
ble to switch to a temporal representation without changing
the y position of nodes. This is illustrated on figure 5.

3.2.3 Complementary visualizations and metrics
We added to this visualization a set of informative visualiza-
tion and metrics, each of them focusing on a specific aspect
of the cooperation. These tools are based on the same data
as the cooperation flow visualization. All of these tools are
not affected by the selection of nodes we make for the flow
visualization, they are based on all available information.

Impact of main CPs
We observed that one characteristic which can vary greatly
between cooperation flows is the importance taken by the
most important productions. In some cases, a single pro-
duction, or a small subset of them, can generate most of the
CPs, that is, most of the CPs will directly reference it as a
unique source, either during the whole lifetime of the flow,
or just during a given period. To study this, we propose
a visualization in stacked area of the impact along time of
the top 5 nodes, toped by the impact of all remaining nodes
(Fig. 6). The lifetime of the flow is split in 10 sections. The
impact of a given CP during a given section is computed as
the number of CPs published during this period that refer-
ence it. We use a black and white scale to avoid confusion
with the categories of CPs, already represented by colors.

Together with this visualization, we propose a metric to
measure this effect, called CSC, for Cooperation Source Con-
centration.

CSC =

∑
v∈Top1 |{u : (u, v) ∈ E}|

|V | − 1

Where Top1 is the set of the 1% nodes with the highest in-
degree. This metric vary between lim0 and 1, where lim0

is the case where all nodes have the same in-degree, and 1
is reached when all nodes are successors of a single original
source. (star-like network) We give the average values of
CSC for our 3 datasets in Table 1. We can observe large
differences, with NicoNico having the strongest CSC and
Twitter the lowest.

Sustainability of the cooperation
We observed that in some cooperation flow, there is not
much cooperation after the first few levels -the number of
CP by level follows a fast shrinking trend- while, in others,
it is not the case. This might reflect the ability to renew the



NicoNico Twitter DBLP

Average CSC 0.92 0.21 0.65

Table 1: Average value of CSC by dataset. CSC represents
how important is the role of the top 1% users in the coop-
eration.

Time (normalized)
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Node: 

(a) Impact of the main CPs along
time, in a particular cooperation
flow. In this example, we can see
that 2 or 3 nodes are the source
of most cooperation. For example,
the increasing number of videos in
period 6 is mainly due to the pop-
ularity of a single node.
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(b) Sustainability of the coopera-
tion. In this case, we can observe
a shift in the categories of CPs as
with progress in the levels of coop-
eration. This pattern is common
on NicoNico.

Figure 6: Additional analysis tools

interest in the trend by new CPs. We propose a visualization
of this effect by a stacked bar chart graph (Fig. 6). Each
bar represent a level, and we simply count the number of
videos of each type published in each level. Together with
the general trend, this chart allows to see a change in the
categories correlated with the level. The color used for the
categories are coherent with the ones used in the cooperation
flow chart.

The indicator we propose to summarize this chart is SC,
Sustainability of Cooperation. It is defined as the average
of the variations of the number of CPs between successive
levels, pondered by the number of CPs in the first of the
two:

SC =

∑nl−1
i=1

nbCP (i+1)
nbCP (i)

∗ (nbCP (i + 1) + nbCP (i))

nbCP (1) + 2
∑nl−2

i=2 nbCP (i) + nbCP (nl − 1)

with nbCP (i) the number of CPs at level i, and nl the num-
ber of levels. SC=0 if there is no production after the first
level. SC >1 if the number of CPs tends to grow with each
level. The lower the SC value, the less CPs tend to generate
new cooperation. In Table 2, we represent the average value
of SC for our datasets.

NicoNico Twitter DBLP

Average SC 0.23 0.39 0.44

Table 2: Average value of SC by dataset. SC represents
the average ratio between the number of videos published
at step i and i + 1.

Figure 7: Visualization of the temporal trend of a coopera-
tion flow

4. EXAMPLE VISUALIZATIONS
In this section, we briefly present some examples to show
the interest of our visualization.

4.1 Temporal trends
Our visualization allows to display on a same timeline the
time series of several temporal trends. We can therefore
compare them, observe some typical behaviors or spot out-
liers. In Fig. 8, we show an example of this view on our
example dataset. We can observe very different properties.
For instance, in Twitter, we see a typical bursting behav-
ior, followed by a rapid decay. Most of the productions, i.e.,
retweets, occur in the beginning. On Nico Nico, the trends
are more long lasting, bursts are not as important. Peo-
ple continue to publish videos at the same rate for years.
Finally, in the citation dataset, we observed more varied
patterns, and even some ”increasing” trends, for which the
number of papers published increase from years to years.

4.2 Cooperation flows
4.2.1 Deep study of one dataset: NicoNico

NicoNico is the richest and the most complex of our datasets.
In fig. 9, we show 2 typical flow from this network. We can
make the following observations, also valid on most other
flows:

1. There is only one original source, and most of the co-
operation is made directly from this source, as we can
judge by the large RI-Torus

2. Most important nodes for the collaboration are on the
first level, they directly reference the original node only

3. The cooperation is more wide than deep, there is not
much cooperation at a level greater than 3.

4. Although many categories (colors) are present, each
node seems to generate a specialized cooperation: RI-
Torus are mostly of a single color, not always the same.

5. There is no strong correlation between the number of
view of a video (area of inner circle) and its capacity
to generate cooperative behavior (torus area)

4.2.2 Comparison of datasets
In fig. 10, we present two visualizations typical of the other
datasets. We can immediately spot some differences. In
the tweet dataset, cooperation is deeper, and we tend to
see the formation of chains, long but without many bifur-
cations. More important nodes are not necessarily situated



(a) Twitter
dataset

(b) Scientific dataset
(c) Nico Nico Dataset

Figure 8: Examples of temporal trends

Figure 9: Examples of typical cooperation flow in NicoNico

(a) Twitter dataset

(b) DBLP dataset

Figure 10: Examples of typical cooperation flow in Twitter and DBLP



at the first step, but can occur deeper. There seems to be
a stronger relation between the popularity of the node and
its role in the cooperation. There is not a single source.

In the citation dataset, we immediately spot a large num-
ber of nodes making references to several others. These
nodes with many references are important in the cooper-
ation. Nodes at a deep level seem to generate as much coop-
eration as those in the first levels. There also seems to be a
lesser concentration in the cooperation generation: a larger
fraction of nodes are referenced by other important nodes,
and the gap is less important between the top influential
nodes and the ordinary ones. Exploring in further details
the properties of the different datasets is beyond the scope
of this paper.

5. CONCLUSION
In this paper, we have presented a platform to explore mass
cooperation, and a set of tools to explore different aspects
of this type of cooperation. Our conception of such visu-
alization was driven by our previous experiences in the ex-
ploration of large datasets formed by cooperation, and the
difficulties encountered to understand the underlying mech-
anisms.

We also presented some complementary visualizations and
metrics that focus on several aspects of the data, with dif-
ferent granularities, and can also help to apprehend it.

In the future, we hope that other researchers will use this
platform and help to improve it, either by their remarks or
extending the possibilities. In this prospect, we release its
source code, altogether with an interactive online version,
so as interested researchers could work with it as easily as
possible. In particular, it could be interesting to add metrics
and statistics, such as a one could choose the more interest-
ing indicators in his case. The source code and browsable
example is available on the website of the first author.

Another future possibility is to propose Internet applications
based on this visualization to the destination of final end
users. For example, one can think of a plug-in for Google
Scholar allowing to browse research topics.
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ABSTRACT
In recent years we are witnessing a continuous growth in the
amount of data that both public and private organizations
collect and profit by. Search engines are the most common
tools used to retrieve information, and more recently, clus-
tering techniques showed to be an effective tool in helping
users to skim query results. The majority of the systems
proposed to manage information, provide textual interfaces
to explore search results that are not specifically designed
to provide an interactive experience to the users.
Trying to find a solution to this problem, we focus on how to
extract conveniently data from sources of interest, and how
to enhance their analysis and consultation through visual-
ization techniques. In this work we present a customizable
framework able to acquire, search and interactively visualize
data. This framework is built upon a modular architectural
schema and its effectiveness will be illustrated by a proto-
type implemented for a specific application domain.

Keywords
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1. INTRODUCTION
The size of data collected by private and public organizations
is steadily growing and search engines are the most common
tools used to quickly browse them. Many works, in differ-
ent research areas, face the problem of how to manipulate
such data and to transform them into valuable information,
by making them navigable and easily searchable. Cluster-
ing techniques have been shown to be quite effective to that
purpose and have been thoroughly investigated in the past
years [17, 18, 2]. However the majority of currently avail-
able solutions (e.g., Carrot21, Yippy2) just supply textual
interfaces to explore search results.
In recent years, several works studied how users interact with

1http://project.carrot2.org
2http://www.yippy.com/

interfaces during exploratory search sessions, reporting use-
ful results about their behavior [12, 11]. These works show
that users spend the majority of their time looking at the
results and at the facets, whereas only a neglectable amount
of time for looking at the query itself [11] underlining the im-
portance of user interfaces development. According to those
works, it is clear that textual interfaces are not very effective
to improve exploratory search, so a different solution has to
be applied.
Data visualization techniques seem to be well suited to pur-
sue such goals. Indeed, visualization offers an easy-to-use,
efficient, and effective method capable to present data to a
large and diverse audience including users without any pro-
gramming background. The main goal of such techniques
is to present data in a fashion that supports intuitive inter-
action to spot patterns and trends, thus making the data
usable and informative. In this work we focus on data ex-
traction and data visualization for information retrieval sys-
tems, i.e., how to extract data from the sources of inter-
est in a convenient way, and how to enhance their analysis
and consultation through visualization techniques. To meet
these goals we propose a general framework, presenting its
architectural schema composed of four logic units: acquisi-
tion, elaboration, storage, visualization. We also present a
prototype developed for a case study. The prototype has
been implemented for a specific application domain and is
available online.
The rest of the paper is organized as follows. Section 2 dis-
cusses some frameworks and platforms related to our study.
Section 3 presents the framework architectural schema. Sec-
tion 4 describes a prototype through a case study, and fi-
nally, Section 5 concludes the paper suggesting directions
for future works.

2. RELATED WORK
In this section we discuss some works proposing frameworks
and platforms for data visualization.
WEKA [9] is a Java library that provides a collection
of state-of-the-art machine learning algorithms and data
processing tools for data mining tasks. It comes with
several graphical user interfaces, but can also be extended
by using a simple API. The WEKA workbench includes a
set of visualization tools and algorithms for classification,
regression, attribute selection, and clustering, useful to
discover and understand data.
Orange [6] is a collection of C++ routines providing a set
of data mining and machine learning procedures which can
be easily combined in order to develop new algorithms.



Figure 1: Architectural Schema

The framework allows to perform different tasks including
data input and manipulation, methods for developing
classification models, visualization of processed data, etc.
Orange provides also a scriptable environment, based on
Python, and a visual programming environment, based on
a set of graphical widgets.
While WEKA and Orange contain several tools to deal
with data mining tasks, our aim is to improve information
retrieval systems and user data understanding through
visualization techniques. Basic statistical analysis on data,
should be implemented by charts through interactions
patterns, so that could be performed directly by users.
In [8] authors present FuseViz, a framework for Web-based
fusion and visualization of data. The framework provides
two basic features: fusion and visualization. FuseViz
collects data from multiple sources and fuses them into
a single data stream. The joint data streams are then
visualized trough charts and maps in a Web page. FuseViz
has been designed to operate in a smart environment, where
several deployed probes sense the environment in real time,
and the data to visualize are live time series.
The Biketastic platform [16] is an application developed to
facilitate knowledge exchange among bikers. The platform
enables users to share routes and experience. For each
route Biketastic captures location, sensed data and media.
Such information are recorded while participants ride.
Routes’ data are then managed by a backend platform that
makes visualizing and sharing routes’ information easy and
convenient.
FuseViz and Biketastic share the peculiarity of being
explicitly designed to cope with a specific task in a par-
ticular environment. The proposed schemas could be
re-implemented in different applications, but there is not
a clear extension and adaptation procedure defined (and
possibly supported) by the authors. Our aim is to present
a framework that: a) can be easily integrated with an
existing information retrieval system b) provides a set of
tools to profitably extract data from heterogeneous sources
c) requires minimum effort to produce new interactive
visualizations.

3. FRAMEWORK OVERVIEW
Our framework adheres to a simple and well-known schema
(shown in Figure 1) structured in four logic units:

1. Acquisition: aims at obtaining data from sources;

2. Elaboration: responsible for processing the acquired

data to fit operational needs;

3. Storage: stores the data previously processed in per-
sistent way and make them available to the users;

4. Visualization: provides a visual representation of
data.

Actually the framework is mainly focused on the acquisition
and visualization stages, whereas the other ones are re-
ported as part of the architecture but are not implemented
by us. From an engineering perspective, both middle stages
(elaboration and storage) are considered as black-box
components: only their input and output specifications
must be available. All logic units play a crucial role for
visualizing data thus we describe them according to the
purposes of our framework.

3.1 Acquisition
This component is in charge of collecting and preprocessing
data. Given a collection of documents, possibly in different
formats, the acquisition stage prepares data and organizes
them to feed the elaboration unit.
Data acquisition can be considered the first (mandatory)
phase for any data processing activity that anticipates the
data visualization. Cleveland [5] and Fry [7] examine in
depth the logical structure of visualizing data by identifying
seven stages: acquire, parse, filter, mine, represent, refine,
and interact. Each stage in turn requires to apply techniques
and methods from different fields of computer science.
The seven stages are important in order to reconcile all sci-
entific fields involved in data visualization especially from
the logical point of view. However, regarding to our proto-
type we refer to data acquisition as a software component
which is able to collect, parse and extract data in an effi-
cient and secure way. The output of data acquisition will be
a selection of well-formed contents that are intelligible for
the elaboration unit.
We can collect data3 by connecting the acquisition unit to
data source (e.g., files from a disk or data over a network).
The approach to data collection depends on goals and de-
sired results. For instance, forensic data collection requires
the application of scientifically sound and proven methods4

to produce a bit-stream copy from data, that is an exact
bit-by-bit copy of the original media certified by a message
digest and/or a secure hash algorithm. Thus, data collection
in many circumstances has to address specific issues about
prevention, detection and correction of errors.
The acquired data must be parsed according to their digital
structure in order to extract data of interest and prepare
them for an elaboration unit. Parsing is potentially a time-
consuming process especially while working with heteroge-
neous data formats. The parsing stage is necessary also to
extract the metadata related to examined data. Both tex-
tual contents and metadata are usually extracted and stored
in specific data interchange formats like JSON or XML.
Moreover, security and efficiency aspects have to be consid-
ered during the design of a data acquisition unit. However,

3We assume to work with static data. Static/persistent data
are not modified during data acquisition, while dynamic
data refer to information that is asynchronously updated.
4http://dfrws.org/2001/dfrws-rm-final.pdf



it is beyond the scope of the present work to discuss secu-
rity and efficiency related issues regardless their important
implications for data acquisition.

3.2 Elaboration and Storage
The elaboration unit takes as input the data extracted dur-
ing the acquisition phase, so it has to analyze and extrapo-
late information from them. Data analysis for instance, may
be performed by a semantic engine or a traditional search
engine. In the former case we will obtain, as output, the doc-
uments collection enriched with semantic information, in the
second case the output will be an index. Moreover, along
with the analysis results, the elaboration unit may return
analysis of the metadata, related to the documents, which
are received as an input.
The main task of the storage unit is to store analysis results
produced by the elaboration unit and make them available
for the visualization unit. At this stage the main issue is to
optimize data access, specifically the querying time, in order
to reduce the time spent by the visualization unit retrieving
the information to display. Several storage solutions can be
implemented, in particular one may choose among different
types of data bases [3, 13]. The traditional choice could be a
relational database, but there are several alternatives, e.g.,
XML databases or graph databases.

3.3 Visualization
The visualization unit is in charge of making data available
and valuable for the user. As a matter of fact, visualization
is fundamental to transform analysis results into valuable
information for the user and help her/him to explore data.
In particular, the visualization of the results may help the
user to extract new information from data and to decide
future queries. As previously discussed, the time spent by
the user looking at the query itself is negligible, whereas the
time spent looking at the results and how they are displayed
is long-lasting. Thus, the interface design is crucial for the
effectiveness of this unit, and the guidelines outlined in [12]
may became a useful guide for the design and implementa-
tion of this unit. Given the tight interaction with the user,
it is quite important to take into account the response time
and usability of the interface. The visualizations provided
should be interactive, to enable the user performing analysis
operations on data. The same data should be displayed in
several layouts to highlight their different aspects. Finally, it
is quite important to provide multiple filters for each visual-
ization, in order to offer to the user the chance of a dynamic
interaction with the results.

3.3.1 The “Wow-Effect”
A really-effective data visualization technique has to be de-
veloped keeping in mind two fundamental guidelines that
are abstraction and correlation.
However, scientists often focus on the creation of trendy –
but not always useful – visualizations that should arouse
astonishment in the users who observe them, causing what
McQuillan [14] defines as the Wow-Effect. Unfortunately,
the Wow-Effect vanishes quickly and results in having stun-
ning visualizations that are worthless for the audience. This
effect is also related to the intrinsic complexity of the data
generated from acquisition to visualization stage. As shown
in Figure 2, the impact of original data into the total amount
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of information decreases over time. Thus, we invested in ef-
fort to develop a framework able to overcome the “negative”
wow effect by providing visualizations easy to use and effec-
tive.

4. CASE STUDY: 4P’S PIPELINE
In this section we present an application of the framework
developed for a case study. According to the main task ac-
complished by each framework unit, we named the whole
procedure the 4P’s pipeline: parsing, processing, preserva-
tion, and presentation.
The prototype is a browser based application available on-
line5. The data set used for testing the 4P’s pipeline is a
collection of documents in different file formats (e.g., PDF,
HTML, MS Office types, etc). The data set was obtained by
collecting documents from several sources, mainly related to
news in English language.

4.1 Parsing task
The acquisition unit is designed to effectively address the
issues discussed in Section 3.1. Parsing is the core task of
our acquisition unit and for its implementation we exploited
the Apache Tika6 framework. The Apache Tika is a Java
library that carries out detection of document type and the
extraction of both metadata and structured textual content.
It uses existing parser libraries and supports most data for-
mats.

4.1.1 Tika parsing
Tika is currently the de-facto “babel fish”, performing au-
tomatic text extraction and content analysis of more than
1200 data formats. Furthermore there are several projects
that aim at expanding Tika to handle other data formats.
Document type detection is based on a taxonomy provided
by the IANA media types registry7that contains hundreds
of officially registered types. There are also many unoffi-
cial media types that require attention, so Tika has its own
media types registry that contains both official registered
types and other, widely used albeit unofficial, types. This
registry maintains information associated to each supported
type. Tika implements six methods for type detection [4] re-
spectively based on the following criteria: filename patterns,
Content-Type hints, magic byte prefixes, character encod-
ings, structure/schema detection, combined approaches.

5http://kelvin.iac.rm.cnr.it/interface/
6http://tika.apache.org/
7http://tools.ietf.org/html/rfc6838



The Parser interface is the key concept of Apache Tika. It
provides a high level of abstraction hiding the complexity
of different file formats and parsing libraries. Moreover, it
represents an extension point to add new parser Java classes
to Apache Tika, that must implement the Parser interface.
The selection of the parser implementation to be used for
parsing a given document may be either explicit or auto-
matic (based on detection heuristics).
Each Tika parser allows to perform text (only for text-
oriented types) and metadata extraction from digital docu-
ments. Parsed metadata are written to the Metadata object
after the parse() method returns.

4.1.2 Acquisition unit in detail
Our acquisition unit uses Tika to automatically perform
type detection and parsing, against files collected from data
sources, by using all available detectors and parser imple-
mentations. Although Tika is, to the best of our knowledge,
the most complete and effective way to extract text and
metadata from documents, there are some situations where
it could not accomplish its job, for example when Tika fails
to detect the document format or, even if it correctly recog-
nizes the filetype, when an exception occurs during parsing.
The acquisition unit handles both situations by using alter-
native parsers which are designed to work with specific types
of data (see figure 3):

• Whenever Tika is not able to detect a file because ei-
ther it is not a supported filetype or the document is
not correctly detectable (for example, it has a mal-
formed/misleading Content-Type attribute), the ex-
amined file is marked as application/octet-stream,
i.e., a type used to indicate that a body contains ar-
bitrary binary data. Therefore, the acquisition unit
processes documents whose the exact type is unde-
tectable by using a customized set of ad-hoc parsers,
each one specialized to handle specific types. For in-
stance, Tika does not currently support Outlook PST
files, so they are marked as octet-stream subtypes.
Then, the acquisition unit analyzes the undetected file
by using criteria as extension pattern or more sophis-
ticated heuristics and finally it sends the binary data
to an ad-hoc parser based on the java-libpst8 library.

• During parsing, even though a document is correctly
detected by Tika, some errors/exceptions can occur,
interrupting the extraction process related to the tar-
get file. In this case, the acquisition unit tries to restart
the parsing against the file that has caused a Tika ex-
ception by using, if available, a suitable parser selected
from an ad-hoc parsers list.

The acquisition unit extracts metadata from documents ac-
cording to a unified schema based on basic metadata proper-
ties contained in the TikaCoreProperties interface, which
all (Tika and ad-hoc) parsers will attempt to extract. A uni-
fied schema is necessary in order to have a unique experience
with searching against metadata properties. A complete and
more complex way to address “metadata interoperability”
consists in applying schema matching techniques in order to
provide suitable metadata crosswalks.

8https://code.google.com/p/java-libpst/
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4.2 Processing and Preservation tasks
The second and the third tasks are respectively the pro-
cessing and the preservation of data. The elaboration and
storage units which perform these tasks are tightly coupled.
All processed data must be stored in order to preserve the
elaboration results in a persistent way. They work by us-
ing a simple strategy like Write-Once-Read-Many pattern,
where the visualization unit plays the reader role.

4.2.1 Elaboration unit
The elaboration unit is formed by the semantic engine Cog-
ito9. Cogito analyzes text documents, and is able to find hid-
den relationships, trends and events, transforming unstruc-
tured information into structured data. Among the several
analysis it identifies three different types of entities (peo-
ple, places and companies/organizations), categorizes docu-
ments on the basis of several taxonomies and extract entities
co-occurrences. Notice that this unit is outside the frame-
work despite we included it in the architectural schema. In-
deed, we do not take care of the elaboration unit design and
development, we consider it as given. This unit is the en-
tity with which the framework interacts and to which the
framework provides functionalities, i.e., text extraction and
visualization.

4.2.2 Storage unit
As storage unit we resorted to BaseX10, an XML data base.
BaseX is an open source solution released under the terms
of the BSD License. We decided to use an XML data base
because the results of the elaboration unit are returned in
XML format. Moreover, the use of an XML data base helps
to reduce the time for XML documents manipulation and
processing, compared to a middleware application [10, 15].
An XML data base has also the advantage of not constrain-
ing data to a rigid schema, namely in the same data base we
can add XML documents with different structures. Thus,
the structure of the elaboration results can change without
effecting the data base structure itself.

4.3 Presentation task
For the development of the visualization unit we used
D3.js11 [1], a JavaScript library. The library provides several
graphical primitives to implement visualizations and uses
only web standards, namely HTML, SVG and CSS. With
D3 it is possible to realize multi-stage animations and inter-
active visualizations of complex structures.

9http://www.expertsystem.net
10http://basex.org
11http://d3js.org



Figure 4: Treemap with category zooming

Figure 5: Geographic visualization and country se-
lection

To improve data retrieval, we realized several visualization
alternatives that exploit Cogito’s analysis results. Figure 4
shows a treemap visualization that displays a documents cat-
egorization, notice that the same document may fall in dif-
ferent categories. Not all categories are displayed, only eight
among the most common ones. The categories reported are
selected on the basis of the number of documents contained
in the category itself. The treemap visualization is quite
effective in providing a global view of the data set. Our im-
plementation enables also a category zooming to restrict the
set of interest, i.e., clicking on a document the visualization
displays only the documents in the same category. More-
over, the user is able to retrieve several information such as
the document’s name, part of the document content and the
document’s acquisition date, directly from the visualization
interface. Figure 5 shows a geographic visualization that
displays a geo-categorization of documents. The countries
appearing in the documents are rendered with a different
color (green), to highlight the difference respect to the oth-
ers. The user can select each green country to get several

Figure 6: Co-occurrences matrix.

information that are reported inside a tooltip as shown in
figure. For each country are reported general information
such as capital’s name, spoken languages, population fig-
ures, etc. Such information do not come from the Cogito
analysis, but are added to enrich and enhance the retrieval
process carried out by users. The tooltip reports also the list
of documents in which the country appears and the features
detected by Cogito. Features are identified according to a
specific taxonomy and for each country are reported all the
features detected inside the documents related to that coun-
try. Moreover, this visualization displays geographic loca-
tions belonging to the country, possibly identified during the
analysis, e.g. rivers, cities, mountains, ecc. Figure 6 shows
the visualization of entities co-occurrence (only a section of
the matrix is reported in figure). Three types of entities are
identified by Cogito, that are places, people, organizations.
All entities are listed both on rows and columns, when two
entities appear inside the same document the square at the
intersection is highlighted. The color of the squares is al-
ways the same, but the opacity of each square is computed
on the basis of the number of co-occurrences. Thus, the
higher the number of co-occurrences, the darker the square
at the intersection. Furthermore, a tooltip for each high-
lighted square reports the type of the two entities, informa-
tion about the co-occurrence and the list of documents in
which they appear. Specifically, the tooltip reports the verb
or noun connecting the entities and some information about
the verb or noun used.
Figure 7 shows a force directed graph that displays the re-
lations detected among the entities identified in the docu-
ments. Each entity is represented by a symbol denoting the
entity’s type. An edge connects two entities if a relation has
been detected between them, self-loop are possible. Edges
are rendered with different colors based on relations’ type.
The legend concerning edges and nodes is reported on top of
the visualization. A tooltip reports some information about
the relations. In particular, for each edge is reported the
sentence connecting the entities, the verb or noun used in
the sentence and the document’s name in which the sen-
tence appear. Instead for each node a tooltip reports the
list of document in which the entity appears. Furthermore,
for each visualization, the user may apply several filters. In
particular, we give the possibility to filter data by acquisi-
tion date, geographic location, nodes’ types (co-occurrence
matrix and force directed graph), relations’ type (force di-
rected graph), categories (treemap).



Figure 7: Entity-relations force directed graph

5. CONCLUSIONS
The interest in data visualization techniques is increasing,
indeed these techniques are showing to be a useful tool in
the processes of data analysis and understanding. In this pa-
per we have discussed a general framework for data extrac-
tion and visualization, whose aim is to provide a methodol-
ogy to conveniently extract data and facilitate the creation
of effective visualizations. In particular, we described the
framework’s architecture, illustrating its components and its
functionalities, and a prototype. The prototype represents
an example of how our framework can be applied when deal-
ing with real information retrieval systems. Moreover, the
online application demo provides several visualization exam-
ples that can be reused in different contexts and application
domains.
Currently we’re experimenting our prototype for digital
forensics and investigation purposes, aiming at providing to
law enforcement agencies a tool for correlating and visualiz-
ing off-line forensic data, that can be used by an investiga-
tor even if she/he does not have advanced skills in computer
forensics. As a future activity we plan to release a full ver-
sion of our prototype. At the moment the elaboration en-
gine is a proprietary solution that we cannot make publicly
available, hence we aim at replacing this unit with an open
solution. Finally, we want to enhance our framework in or-
der to facilitate the integration of data extraction and data
visualization endpoints with arbitrary retrieval systems.
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M. Milutinovič, M. Možina, M. Polajnar, M. Toplak,
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ABSTRACT
In the fight against the racketeering and terrorism, knowl-
edge about the structure and the organization of criminal
networks is of fundamental importance for both the investi-
gations and the development of efficient strategies to prevent
and restrain crimes. Intelligence agencies exploit informa-
tion obtained from the analysis of large amounts of heteroge-
neous data deriving from various informative sources includ-
ing the records of phone traffic, the social networks, surveil-
lance data, interview data, experiential police data, and po-
lice intelligence files, to acquire knowledge about criminal
networks and initiate accurate and destabilizing actions. In
this context, visual representation techniques coordinate the
exploration of the structure of the network together with the
metrics of social network analysis. Nevertheless, the utility
of visualization tools may become limited when the dimen-
sion and the complexity of the system under analysis grow
beyond certain terms. In this paper we show how we employ
some interactive visualization techniques to represent crim-
inal and terrorist networks reconstructed from phone traffic
data, namely foci, fisheye and geo-mapping network layouts.
These methods allow the exploration of the network through
animated transitions among visualization models and local
enlargement techniques in order to improve the comprehen-
sion of interesting areas. By combining the features of the
various visualization models it is possible to gain substantial
enhancements with respect to classic visualization models,
often unreadable in those cases of great complexity of the
network.

Categories and Subject Descriptors
[Information systems]: World Wide Web—Social net-
works; [Networks]: Network types—Social media net-
works

Keywords
Mobile phone networks, criminal networks, visualization

1. INTRODUCTION
Criminal Network Analysis allows to identify structure and
flow of information among the members of a criminal net-
work and to acquire the knowledge necessary to plan proac-
tive and reactive interventions. Among the more frequently
used analytic techniques there is the mapping of interactions
among the members of the organization and their activities
by means of a graph [25]. A graph representation allows
to overview the network structure, to identify the cliques,
the groups, and the key players. The possibility of mapping
the attributes of data and metrics of the network using vi-
sual properties of the nodes and edges makes this technique
a powerful investigative tool. Often, however, visualization
techniques become discouraging as a consequence of density
and dimensions of the network. Some obstacles such as the
overlap of nodes and the dense intersections of edges severely
reduce the readability of the graph. In other words, there
is a limit to the number of elements which can be distinctly
viewed from the human eye. An influential theory about
the improvement of the quality of network visualization has
been suggested by Shneiderman in [31], where the so-called
“Network Nirvana” is described. According to this theory,
some demanding targets must be pursued: i) the visibility
of each node; ii) the possibility of counting the degree of
each node; iii) the possibility of following each edge from
the source to the destination nodes and, iv) the possibility
of identifying the clusters. Although it can be challenging,
or even impossible, to satisfy all these conditions at the same
time as the network grows in size and complexity, an effec-
tive network analysis strategy should try to optimize the
visualization methods in order to incorporate these guide-
lines. In this work, we present three visualization techniques
that yield better network representations that, in turn, allow
for enhanced data interpretability; we discuss these layout
techniques, namely fisheye, foci and network geo-mapping,
specifically in the context of criminal network analysis, but
we do not exclude a broader applicability to other domains
of social network analysis (SNA).

1.1 Literature on criminal network analysis
In the last thirty years academic research related to the ap-
plication of social network analysis to intelligence and study
of criminal organizations has constantly grown. One of the
most important studies is due to Malcolm Sparrow [33], re-
lated to the application of the techniques of analysis of net-
works, and their vulnerabilities, for intelligence scopes.



Sparrow defined four features peculiar of criminal networks
(CNs), namely: i) limited dimension — CNs are often com-
posed of at most few thousand nodes; ii) information incom-
pleteness — criminal or terrorist networks are unavoidably
incomplete due to fragmentary available information and er-
roneous information; iii) undefined borders — it is difficult
to determine all the relations of a node; and, iv) dynamics —
new connections imply a constant evolution of the structure
of the network.

Thanks to Sparrow’s work, other authors tried to study
criminal networks using the tools of SNA. For example,
Baker and Faulkner [3] studied illegal networks in the field
of electric plants and Klerks [21] focused on criminal organi-
zations in The Netherlands. In 2001, Silke [32] and Brennan
et al. [8] acknowledged a slow growth in the fight against
terrorism, and examined the state of the art in the field of
criminal network analysis.

Arquilla and Ronfeldt [1] summarize prior research by intro-
ducing the concept of Netwar and its applicability to terror-
ism. They illustrate the difference between social networks
and CNs, demonstrating the great utility of network models
to understand the nature of criminal organizations.

All these early studies somehow neglected the importance
of network visualization, stressing aspects related more to
statistical network characterization, or interpretation of in-
dividuals’ roles rooted in social theory. However, in 2006,
a popular work by Valdis Krebs [22] applied graph analysis
in conjunction with network visualization theory to analyze
the Al Qaeda cell responsible of the 2001-09-11 terrorist at-
tacks in the USA. This work represents a starting point of
a series of academic papers in which social network analysis
methods become applied to a real-world cases, differently
from previous work where mostly toy models and fictitious
networks were used. Krebs’ paper is one of the more cited
papers in the field of application of social network analy-
sis to Criminal Networks and it inspired further research in
network visualization for the design and development of bet-
ter SNA tools applications to support intelligence agencies
in the fight against terror, and law enforcement agencies in
their quest fighting crime.

2. THE PROBLEM
In criminology and research on terrorism, SNA has been
proved a powerful tool to learn the structure of a criminal
organization. It allows analysts to understand the structural
relevance of single actors and the relations among members,
when regarded as individuals or members of (one or more)
subgroup(s). SNA defines the key concepts to characterize
network structure and roles, such as centrality [16], node
and edge betweenness [16, 6, 14], and structural similarity
[24]. The understanding of network structure derived from
these concepts would not be possible otherwise [35]. The
above-mentioned structural properties are heavily employed
to visually represent social and criminal networks as a sup-
port decision-making processes.

SNA provides key techniques including the possibility to de-
tect clusters, identify the most important actors and their
roles and unveil interactions through various graphical rep-
resentation methodologies [40]. Some of these methods are

explicitly designed to identify groups within the network,
while others have been developed to show social positions of
group members. The most common graphical layouts have
historically been the node-link and the matrix representa-
tions [17].

Visualization has become increasingly important to gain in-
formation about the structure and the dynamics of social
networks: since the introduction of sociograms, it appeared
clear that a deep understanding of a social network was not
achievable only through some statistical network character-
ization [35].

For all these reasons, a number of different challenges in
network visualization have been proposed [30]. The study
of network visualization focuses on the solution of the prob-
lems related to clarity and scalability of the methods of au-
tomatic representation. The development of a visualization
system exploits various technologies and faces some funda-
mental aspects such as: i) the choice of the layout; ii) the
exploration dynamics; and, iii) the interactivity modes in-
troduced to reduce the visual complexity.

Recent studies tried to improve the exploration of networks
by adding views, user interface techniques and modes of in-
teraction more advanced than the conventional node-link
and force-directed [18] layouts. For example, in SocialAc-
tion [27] users are able to classify and filter the nodes of
the network according to the values of their statistical prop-
erties. In MatrixExplorer [20] the node-link layout is inte-
grated with the matrix layout. Nonetheless, these visual-
ization systems have not been explicitly developed with the
aim of the exhaustive comprehension of all properties of the
network. Users need to synthesize the results coming from
some views and assemble metrics with the overall structure
of the network.

Therefore, we believe that an efficient method to enhance
the comprehension and the study of social networks, and in
particular of criminal networks, is to provide a more explicit
and effective node-link layout algorithm. This way, impor-
tant insights could be obtained from a unique layout rather
than from the synthesis derived from some different layouts.

We recently presented a framework, called LogAnalysis [9,
15], that incorporates various features of social network anal-
ysis tools, but explicitly designed to handle criminal net-
works reconstructed from phone call interactions. This frame-
work allows to visualize and analyze the phone traffic of a
criminal network by integrating the node-link layout repre-
sentation together with the navigation techniques of zoom-
ing and focusing and contextualizing. The reduction of the
visual complexity is obtained by using hierarchical cluster-
ing algorithms. In this paper we discuss three new network
layout methods that have been recently introduced in Lo-
gAnalysis, namely fisheye, foci and geo-mapping, and we
explain how these methods help investigators and law en-
forcement agents in their quest to fight crime.

It’s worth noting that various tools to support network anal-
ysis exist. However, only few of them have been developed
specifically for criminal network investigations. We mention,
among others, commercial tools like COPLINK [10, 37], An-



alyst’s Notebook1, Xanalysis Link Explorer2 and Palantir
Government3. Other prototypes described in academic pa-
pers include Sandbox [36] and POLESTAR [28]. Some of
these tools show similar features to LogAnalysis, but, to the
best of our knowledge, none of them yields the same effective
and scalable network visualization with support to criminal
networks reconstructed from phone call records.

2.1 Aspects of structural analysis
A central node of a criminal network may play a key role
by acting as a leader, issuing orders, providing regulations
or by effectively assuring the flow of information through
the various components of the CN. The removal of these
central nodes may efficiently fragment the organization and
interrupt the prosecution of a criminal activity.

Apart from studying the roles of various members, inves-
tigative officers must pay particular attention to subgroups
or gangs each of which may be in charge of specific tasks.
Members of the organization must interact and cooperate
in order to accomplish their illicit activities. Therefore, the
detection of subgroups whose members are tightly interre-
lated may increase the comprehension of the organization
of the CN. Moreover, groups may interact according to cer-
tain schemes. For example, the members of a clan could
frequently interact with the members of another and seldom
with the remaining members of the network. The detection
of interaction models and the relations among the subgroups
highlights information particularly useful about the overall
structure of the network.

A significant aspect of the analysis of criminal networks is
that it requires, differently from other networks, the ability
of integrating information deriving from other sources in or-
der to precisely understand its structure, operation and flow
of information. A typical process employed by an investi-
gator is to start from one, or a few, known entities; after
analyzing the associations these entities have with others, if
any interesting association emerges, one may follow such a
lead and keep expanding the associations until any signifi-
cant link is uncovered between seemingly unrelated entities.

Mobile phone networks and online platforms are constantly
used to perform or coordinate criminal activities [38, 26].
Phone networks can be used to connect individuals involved
in criminal activities in real time, often during real-world
criminal events, from simple robberies to terror attacks. On-
line platforms, instead, can be exploited to carry out illicit
activities such as frauds, identity thefts or to access classified
information.

The analysis of a criminal network is thus aimed at uncover
the structural schemes of the organization, its operations
and, even more importantly, the flow of communications
among its members. In modern investigative techniques the
analysis of phone records represents a first approach that
precedes a more refined scrutiny covering financial transac-
tions and interpersonal relations. For these reasons a struc-
tured approach is needed.

1ibm.com/software/products/analysts-notebook/
2http://www.xanalys.com/products/link-explorer/
3http://www.palantir.com/solutions/

Figure 1: Phone calls network of a suspected. In-
vestigators start from some known entities, analyze
the associations they have with others and expand-
ing the associations until some significant link is un-
covered. Here are highlighted personal interactions
(gray arrows), links between criminal and personal
connections of the suspect (yellow) and connections
between members of the organization (in red).

Figure 1 shows a stylized representation of a criminal net-
work reconstructed from phone call records. We show the
flow of phone communications of an individual subject of
investigation, and we highlight various kind of phone inter-
actions among individuals belonging to that person’s social
circles, and those belonging to the same criminal organiza-
tion the individual is part of.

In the following we discuss three techniques that allow to effi-
ciently and scalably inspect criminal networks reconstructed
from phone interactions.

3. VISUALIZATION TECHNIQUES
Typical network visualization tools rely on the popular force-
directed layout [18]. The force-directed model represents the
structure of the graph on the same foot as a physical system,
in which nodes are physical points subject to various forces;
nodes’ coordinates (and therefore the layout itself) derive
from the search of an equilibrium configuration of the phys-
ical system modeled by the algorithm [7]. This particular
layout arrangement has the advantage of grouping users in
clusters which can be identified according to the heightened
connectivity. The Barnes-Hut algorithm [4] associated to
this layout simulates a repulsive N-body system in order to
continuously update the position of the elements.

To optimize the visualization, it is possible to interactively
modify the parameters relative to the tension of the springs
(edges). Nodes with low degree are associated a small ten-
sion and the elements are located in peripheral positions
with respect to high degree nodes. Other parameters can be
tuned, such as spring tension, gravitational force and viscos-
ity. Our goal, in the following, is to suggest two methods to
improve force-directed based layouts. As we will show, these
techniques are especially well suited for criminal network
analysis; however, they could potentially be generalized for
broader usage in other domains of network analysis — for
example, for applications in social and political sciences.



Figure 2: The left picture shows a force-directed layout of a criminal network. On the right we depict the
fisheye view of the same graph using transformation with distortion.

3.1 Focus and context based visualization
The number of edges within a network usually grows faster
than the number of nodes. As a consequence, the network
layout would necessarily contain groups of nodes in which
some local details would easily become unreadable because
of density and overlap of the edges. As the size and complex-
ity of the network grow, eventually nodes and edges become
indistinguishable. This problem is known as visual over-
load [2]. A commonly used technique to work around visual
overload consists of employing a zoom-in function able to
enlarge the part of the graph of interest. The drawback of
this operation is the detriment of the visualization of the
global structure which, during the zooming, would not be
displayed. However, such a compromise is reasonable in a
number of situations including, in some cases, the domain
of criminal network analysis.

During an investigation, it is crucial to narrow down the
analysis to the relevant suspects, to efficiently employ human
and computational resources. Police officers typically draw
some hypotheses about an individual suspect of being part
of a criminal organization, or of being involved (or about
to) in some crime; they concentrate the initial investigation
on this individual, and on that person’s social circles, as a
ground to build the social network object of analysis. The
main role of visual analysis lies in allowing the detection
of unknown relations, on the base of the available limited
information. A typical procedure starts from known entities,
to analyze the relations with other subjects and continue to
expand the network inspecting first the edges appearing the
most between individuals apparently unrelated. During this
procedure, only some nodes are relevant and it is important
to focus on them rather than on the network as a whole.

Nevertheless, a spring embedded layout (including force-
directed ones) does not provide any support to this kind
of focus and analysis. In these situations, focus and context
visualization techniques are needed in order to help a user
to explore a specific part of a complex network. To this
purpose, we here introduce the fisheye and the foci layouts.

3.2 Fisheye layout
Focus and context is an interactive visualization technique
[23]. It allows the user to focus on one or more areas of a
social network, to dynamically tune the layout as a func-
tion of the focus, and to improve the visualization of the
neighboring context. The fisheye view is a particular focus
and context visualization technique which has been applied
to visualize self-organizing maps in the Web surfing [39]. It
was first proposed by Furnas [19] and successively enriched
by Brown et al. [29]. It is known as a visualization technique
that introduces distortion in the displayed information.

The fisheye layout is a local linear enlargement technique
that, without modifying the size of the visualization canvas,
allows to enhance the region surrounding the focus, while
compressing the remote neighboring regions. The overall
structure of the network is nevertheless maintained. An ex-
ample of application of this technique is show in Figure 2.
The picture shows a moderately small criminal network re-
constructed from phone call interactions of about 75 indi-
viduals. The layout on the left panel is obtained by using a
force-directed method implemented in our framework, Log-
Analysis. The analyst can inspect the nodes of the network,
which contains known criminals, suspects, and their social
circles. When the focus is applied on a given node, the vi-
sualization transitions to the fisheye layout (see the right
panel). A tool-tip with additional information about the
node appears when the node is selected — it shows the phone
number, personal details, address, photo, etc. The layout
causes edges among remote nodes to experience stronger
distortions than local nodes. The upside of the presented
method is the possibility to achieve the three recommen-
dations of Network Nirvana [30] when focusing on a given
node: all the nodes’ neighbors are clearly visible, the node
degree is easily countable, and the edges incident on that
node can be identified and followed.

Note that fisheye and force-directed layouts can be used in
a complementary way. By combining the two methods, our
framework efficiently yields focus and context views.



Figure 3: Foci layout.

3.3 Foci layout
The foci layout implements three network visualization mod-
els: force-directed, semantic and clustered layouts. The lat-
ter is based on the Louvain community detection algorithm
[5, 11]. Future implementations will explore other methods
[12, 13]. Our model supports multilayer analysis of the net-
work through interactive transitions from the force-directed
layout, with a single gravitational center, to the clustered
one with more force centers placed in predetermined distinct
areas. This layout allows to analyze the network on various
layering levels depending on specified node attributes. Fig-
ure 3 shows the phone traffic network of some clans the
previous criminal network, in which the color of the nodes
denotes the type of crime committed by the members.

In this example, the clustering truthfully reflects the known
territorial division among the groups belonging to the orga-
nization. In Figure 3 the focus is on a specific node. Using
this layout it is possible to contextually analyze the commu-
nity structure, the type of committed crime in respect to the
members of the clan, and the direct relations of each single
individual. This layout integrates also the forth Network
Nirvana recommendation, namely the possibility to identify
clusters and to highlight the community structure.

3.4 Network geo-mapping
It is possible to extend the phone traffic analysis to include
the phone logs recorded by the BTS (Base Transceiver Sta-
tion), in which the GPS coordinates of the cell are reported.
All base stations are provided with directional antennas and
each cell has two or more sectors. For each cell it is known
the azimuth (direction) corresponding to the central axis of
each sector, together with the width of the beam of each
antenna, which determines the coverage angle of the sector.
These data do not allow to localize the geo-referenced posi-
tion of the phones involved in the events recorded in the logs.
Nevertheless, it is possible, within a certain approximation,
to localize the users falling within the coverage area.

Zang et al. [41] described a technique based on Bayesian
interference to localize mobile phones using additional in-
formation, such as the round-trip-time of data transmission
packets and the measure of SINR (Signal to Interference plus
Noise Ratio). The parameters obtained experimentally have
been compared with the records of phone calls and the cor-

Figure 4: Geo-mapping layout.

responding GPS entries to ascertain their distribution. This
localization technique produces satisfactory results with a
reduction of the error amounting to a 20% with respect to
the blind approach. Traag et al. in [34] used Bayesian inter-
ference to deduce, starting from phone traffic data, profiles
about the places and the proximity of a given social event.

Our framework provides network geo-mapping by using this
type of techniques to infer the spatial origin of each call. We
here describe the network geo-mapping visualization method
adopted in LogAnalysis. This layout allows to simultane-
ously carry out spatial and temporal relational analysis of
phone call logs. It places nodes of the network on a map,
in correspondence of the coordinates of the cells linked dur-
ing the events recorded in the logs. Nodes are connected
by links related to displacements. Contacts falling within
the sectors of a given zone are represented with nodes of
the same color. Information about displacements, routines
and areas of interest for the investigation are displayed. The
adoption of network geo-mapping has proved extremely use-
ful during real investigations. Figure 4 shows, as an exam-
ple, a case study in which larger nodes identify zones in
which, in the time period of the investigation, a high num-
ber of contacts has been recorded among some members of
the CN. Unsurprisingly, the inspection by police officers of
such high-profile locations provided crucial insights on the
investigation. Unfolding the temporal evolution of the geo-
mapped phone traffic network also allows to reproduce in-
dividuals’ movements and communication dynamics during
specific criminal events embedded in space and time, like
robberies, assaults, or homicides.

4. CONCLUSIONS
Criminal network analysis benefits from visualization meth-
ods used to support the investigations, especially when deal-
ing with networks reconstructed from heterogeneous data
sources, characterized by increasing size and complexity. In
this paper we integrated the spring embedded algorithm
with the fisheye and foci layouts to allow interactive ex-
ploration of criminal networks through our network analy-
sis framework. The combination of these techniques proved



helpful to support investigators in the extraction of useful
information and critical insights, to identify key members
in terrorist groups, and to discover specific paths of inter-
action among members of criminal organizations. Experi-
mental results show that the combination of force-directed
layouts, distortion techniques and multi-force systems yield
better performance in terms of both efficiency and efficacy.
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ABSTRACT
The rise of Open Data initiatives has led to the publication
of many datasets from different organizations and govern-
ments. These datasets cover a wide range of knowledge do-
mains, from budget to education to health care. However,
not all datasets have the quality, granularity or type of in-
formation that is relevant to each user. Moreover, in many
cases the description or metadata does not specify clearly the
content of a dataset, difficulting the exploration of datasets
by stakeholders. In this paper we propose the use of dash-
boards and visualizations as a way to preview the content
of datasets for easier exploration. The use of visualizations
can provide a rapid way to select or discard datasets based
on their content, reducing the potential datasets that a user
may need to look in order to get what she needs.

Categories and Subject Descriptors
D.2.2 [Software Engineering]: Design Tools and Tech-
niques—User interfaces; H.5.1 [Information Interfaces
and Presentation]: Multimedia Information Systems—
Methodology ; I.7.4 [Document and Text Processing]:
Electronic Publishing

General Terms
Documentation,Human Factors,Open Government Data

Keywords
Open Government Data, Open Data, Preview, Data Visu-
alization

1. INTRODUCTION
Over one million datasets [16] are currently available in dif-
ferent portals across the globe. Although the data is pub-
licly available, their organization and structure is not clear
for all the stakeholders necessarily. For example, at the time
of this writing the search for “child obesity” in Data.gov and
Data.gov.uk (the two largest Open Government Data por-
tals) gives different results, as can be see in Figure 1: In

Figure 1: Restults provided by searching for child

obesity in Data.gov (upper image) and Data.gov.uk
(lower image)

Data.gov, only one dataset is available (in several formats).
This dataset is described as “federal”, however a closer look
shows that the data is related to the state of New York
only. In the case of Data.gov.uk, 16 results provide informa-
tion related to child and obesity in PDF and Excel formats.
Beyond these difference, it is not clear for a researcher or
developer is these datasets are relevant to her needs; hav-
ing a title and a description is useful, but does not clarify
exactly what type of information, granularity and quality of
the data is available.

For example, it is not clear what specific data is contained
in a dataset, what structure is used or the scope of this
dataset. As mentioned early,i n the case of the US dataset
about child obesity, it is labeled as “federal”, however the
data describes only information about New York State; it
is likely that other manually curated tags and descriptions
may not be precise in terms of the content or scope of the
datasets published. Thus, the question in this and many
other cases is how can stakeholders know in advance what’s
in a dataset before downloading it? We propose the use
of dashboards and visualizations to describe and preview
the content of datasets; this visual representations will help
stakeholder to decided whether a dataset is useful for them
or not.

This paper is structured as follows: Section 2 describes re-
lated work found in the literature and state of the art tech-
nology. Section 3 discusses different pieces of information
that can be used to create visual overviews from some of the
more common file formats used to publish Open Govern-
ment Data. In Section 4 we show a prototype developed as
an example of what can be done to create visual overviews



of datasets using the information discussed previously. Sec-
tion 5 presents the future challenges on our research and we
discuss our conclusions in Section 6.

2. RELATED WORK
The problem of good data visualizations has been studied
many years [24]. In terms of data exploration and visual-
ization, Schneiderman [22] summarizes the Visual Informa-
tion Seeking Mantra as Overview first, zoom and filter, then
details-on-demand; humans need to get the“big picture”of a
dataset first in order to decide where to explore next. Thus,
a visual overview of a dataset can be be useful for researchers
and journalists to know “what’s in there” before taking fur-
ther action.

One of the seminal works in dataset preview was made by
Doan et al. in 1999. They studied the effects of visual pre-
views of queries for NASA’s EODIS datasets [19], concluding
that the main advantages of these visual strategies were:

• “eliminate zero-hit queries,

• reduces network activity and browsing effor by prevent-
ing the retrieval of undesired datasets,

• represents statistical information of database visually
to aid comprehension and axplorarion,

• support synamic queries, which aids users to discover
dataset patterns and exceptions, and

• (they are) suitable to novice, intermittent, or expert
users”.

A generalization of query previews is presented in the work
of Tanin et al. [23], complementing the work of Doan et al.
with barcharts in order to show data distribution.

In the beginning of this century, similar conclusions were
reached by Green et al. in their study about how previews
and overviews allow users to rapidly discriminate useful in-
formation from those not for interest [10], applying their
findings in the interfaces provided by the Digital Library of
Congress and concluding that “previews should be available
at a high level within a site so users get a taste of what is to
come early in their visit”.

Nowadays, the principles behind above works seems to be
suitable for open data publication, as it has been reported
to be for web searching by the work of Dörk et al.[7], where
they studied performance and benefits of a new approach
called visual exploration for information seeking on the Web
(Figure 2).

From the perspecting of the Open Government Data, vi-
sualizations are valuable and useful artifacts for users [12];
visualizations can provide feedback and help on the deci-
sion making process related to public policies. A survey [9]
showed that many stakeholders found that users were inter-
ested in interacting with data via the use of visualizations.
Hence, there is reasonable evidence to support our hypothe-
sis that preview visualizations can be a useful tools for Open
Government Data stakeholders.

Figure 2: Visual exploration interface proposed
by Dörk et al.[7], which includes data collection
choosers, visualization widgets, text query box and
the current set of results.

Figure 3: Number of datasets available in data.gov
and data.gov.uk by format.

3. CONTENT FOR VISUAL OVERVIEWS
Different formats provide different support for data, meta-
data, annotations and other extra information that can be
helpful for users to identify datasets that area valuable for
them. In order to understand what format are more of-
ten used to publish Open Government Data, we looked at
Data.gov and Data.gov.uk, two of the largest government
data portals. We took the most popular formats reported
by these portals and we found that most datasets are pub-
lished in HTML, followed by XML, ZIP, CSV, PDF and
JSON, as can be seen in Figure 3. It is important to note
that in many cases a dataset is published in multiple for-
mats, so these numbers are not related to the number of
datasets available.

It is reasonable then to focus our efforts on the most common
formats in order to cover an important number of datasets
with our study. For this work, we do not considered ZIP files
as part of the list of datasets to study, due to the fact that
ZIP files are actually archives containing other files, such as
CSV. Hence, for this study a ZIP file can be considered only
as an “extra layer” of communication, and not a file format
that we should study.



3.1 Data, metadata and annotations
We identify three different sources of information in a dataset
that can be used to create visual overviews: data, metadata
and annotations. We understand metadata different from
annotations in that the former is aimed to provide machine-
processable data about the dataset (e.g., creation date, au-
thor of the dataset), while the latter is more focused on ex-
plaining to a human reader certain aspects of the data (e.g.,
what does a field mean or information about how the data
was collected). As mentioned before, different data formats
provide different levels of support for data and metadata;
thus, extracting data, metadata and annotations from dif-
ferent file formats present different challenges.

3.2 HTML
HTML is a markup language aimed to write“scientific docu-
ments, although its general design and adaptations over the
years have enabled it to be used to describe a number of
other types of documents” [25]. While not a data format per
se, it has been widely used to publish data in a way that it
is easy to consume by humans, via a web browser. There
are multiple sources of data, metadata and annotations that
we can use to represent visually.

• Data: Representing data in HTML can be done in
multiple ways, from HTML tables to full web applica-
tions. In the most basic case, data can be presented
as a list or a table, structured using the <ul>, <ol>

or <table> elements. The process of extracting data
from HTML documents is know as Web Scraping and
there are many tools to do so [17][1]. This data can
feed visual overviews to give insights about the actual
content of the dataset.

• Metadata: HTML provides a mechanism to store
metadata, by using the <meta> element. In the case of
well-formed HTML tables, the header of these tables
contain valuable metadata as well; the <th> element on
a table will describe the name of each column, some-
thing that will tell a user if the dataset is useful for her
purposes or not. These metadata elements can be ex-
tracted with web scraping techniques as well and used
to give more insight about the structure of the data as
well as more information about the provenance of it.

• Annotations: HTML supports comments in the code
between <!– and –> strings sequences. These an-
notations can be used to extract information about
the document and the data described in it as well.
For example, it is possible to obtain the most rele-
vant words in the comments and visualize them using
a word cloud. It is important to note that in the case
of HTML, many annotations might be related to the
JavaScript code used in the document; a smart heuris-
tic could discard potentially confusing annotations of
this type.

3.3 XML
The Extensible Markup Language [4] is a language focused
on structuring data for the Web, by providing a set of rules
on how to encode such data. XML defines a tree-like struc-
ture where each node is a user-defined tag which may have

<persons>

<person>

<!-- this is a comment -->

<name>John</name>

<lastname>Doe</lastname>

<language iso="EN">English</language>

</person>

</persons>

Figure 4: Example of a XML document.

content and attributes, as can be seen in Figure 4. There
are several entities that can be extracted from a valid XML
document to be used on a visual overview.

• Data: It is possible to check for common words, num-
bers or phrases that occur in the content of XML tags.
One way to do so is by using XPath [5], a query lan-
guage aimed to extract data from XML documents.
Similar to the case of HTML, the data can be used to
inform the user about the actual content of the dataset.

• Metadata: There are at least two sources of informa-
tion that can be used for a visual overview. First, the
words used as tags and attributes are descriptive of
the type of content that is about a dataset. For exam-
ple in Figure 4, the words person, name and lastname

give a good insight of what the data is about. Pre-
processing the XML schema with Natural Language
Processing techniques (e.g., Term frequency [20] or
entity extraction [18]) can provide better insight on
what type of information is contained in the dataset.
Also, the structure how the data is organized is valu-
able in itself to understand the dataset; identifying the
most common patterns in a XML structure and repre-
sent it visually, could give insight to users of what type
of data is available, without the need to download the
dataset.

• Annotations: XML allows comments in a similar way
as in HTML (See Figure 4). XML Schema [14] also
provides a series of non-mandatory mechanisms to an-
notate XML documents, by using the xsd:annotation

tag. Applying NLP techniques as described above
could help identify key entities related to this dataset
(e.g., countries, contributors, organizations).

3.4 CSV
Comma-separated values is a loosely used term to define
plain text files structured as tables, using separators (usu-
ally a comma, but semicolon and the tab character are not
uncommon). CSV files are popular due to its simplicity in
terms the readability and processing of the data, done both
by humans and computers. In many cases, CSV are the re-
sult of exporting Spreadsheet files (such as Microsoft Excel)
into text. In many cases it is possible to observe headers
that defined the columns of a CSV file.

• Data: Since a CSV file is basically a table, it is pos-
sible to extract the most common terms found in the
cells and display them as a bar chart or a word cloud



Figure 5: Example of a spreadsheet version of a
dataset. The CSV version does not respect the ta-
ble structure, due to the titles and headers that are
exported along with the rest of the data.

or other way to present it as a visual overview of the
dataset. There are tools and libraries for virtually any
programming language to read and extract data from
CSV files.

• Metadata: Due to its simplicity, little metadata can
be found in a CSV file. However, as mentioned before,
in many cases CSV files contain headers that can be
used to identify the topics described in the dataset.

• Annotations: CSV does not support annotations,
however in many cases, the direct translation from a
spreadsheet, such as Microsoft Excel, carries the ti-
tle and other comments available on it (see Figure 5
as an example). These annotations break the table
structure of the CSV file and makes it difficult to read
it by programs. Still, these annotations can provide
useful information about the content of the file. An
heuristic to obtain such annotations could be the fol-
lowing: Read each line of a CSV file and consider it as
an annotation, until the header is found.

3.5 PDF
The use of PDF files to publish data is a common prac-
tice among practically all governments and organizations,
although it is widely discouraged and criticized [15][8]. One
of the main reasons is that PDF is a document format, not
a data format. In this sense, PDF does not comply with
the Open Government Data principle [11] that states that
data should be in a machine-processable format. Still, many
efforts like Tabula [2] have been developed to extract data
from PDF files.

• Data: As mentioned before, in the best of cases PDF
files contain data tables that can be extracted semi-
automatically to generate visualizations, similar to the
case of CSV files.

• Metadata: Although PDF supports metadata and
embeddable raw data [13], common tools for creating
PDFs do no include metadata but some basic author-
ship information. It is not clear what type of metadata
may be available in the general case to use for an visual
overview.

• Annotations: Similar to the case of XML and HTML
documents, annotations in PDF can be used to identify
relevant terms that can be later used create a visual
overview.

{

persons: [

{

name: "John",

lastname: "Doe",

language: {

value: "English",

iso: "EN"

}

}

]

}

Figure 6: A possible JSON representation of the
data shown in Figure 4 as XML.

3.6 JSON
The JavaScript Object Notation JSON, is an open standard
format that has gained popularity, especially in the Web
development community, due to the simplicity for consump-
tion by humans and machines alike. JSON provides a mech-
anism to transmit objects that can be use to communicate
different types of variables. Many see JSON as a simpler,
easier-to-use alternative to XML [6]. An example of a JSON
document can be seen in Figure 6.

Similar to XML, JSON provides a tree-like structure, but
supports different data types, arrays and other objects as
well. Thus, it is possible to extract similar information as
in the case of XML to later be visualized.

• Data: The values in a JSON document can be used to
obtain the most significant words or phrases that can
be used later to create a visualization.

• Metadata: Collecting the words used as keys can give
insights on what type of data is presented in the docu-
ment. Also, the tree structure could be used to identify
how the data is modeled.

• Annotations: JSON does not provide a way to an-
notate or comment documents.

4. PROTOTYPE
As a way to test our ideas, we developed a demo tool that
creates a visual overview of a dataset. This visual overview
consist on a sample of the data and a dashboard based
on the information extracted from a dataset. Due to sim-
plicity, our prototype only works with CSV files, but the
principles shown are the same for the other file formats
described in Section 3. We implemented this demo using
JavaScript and the D3.js library [3]. The prototype is avail-
able at https://github.com/niclabs/visual-overview as
open source software.

4.1 Rationale
The prototype presents three different levels of detail of the
data contained in a dataset. First, we considered useful to
give the user a sample of the data, so she can get an idea of
what it looks like as a table. To do so, we included the first
three rows of the dataset.

https://github.com/niclabs/visual-overview


Figure 7: Screenshot of our prototype. A user can indicate a CSV file available and the system will render
several statistics related to the values present in the data, as well as the headers available.

Second, in our experience most CSV files describe data pro-
perties in terms of columns (in contrast to rows); a CSV col-
umn usually contains values related to a specific dimension
(e.g., age, latitude, name). Thus, one reasonable approach
is to create visualizations for each column. As a way to pro-
vide a visual representation of the values on each column,
we used word clouds [21]; in this way, we present the most
common values in each column to the user in a way that is
easy to consume without any technical background.

Finally, in many cases it is important to provide more infor-
mation about the distribution of values to answer questions,
such as Is the data normally distributed? Does it follow a
long tail? Are all the values equally likely?. Although the
word cloud provides some insights on this respect, we think
a clearer representation was needed. Thus, a histogram of
the values in each column is provided. This histogram facil-
itates the understanding of how the data is distributed and
what are the most/least common values.

It is important to note that as a prototype, there are many
issues with this software. For example, a more sophisticated
approach would consider the type of data (i.e., generic num-
bers, strings, geographical coordinates, time and dates) and
use different visual strategies that are more suitable for each
case. The variety of the available values may also affect what
visual strategy could be used; for example, for the columns
sex and count the use of word clouds is not necessarily the

best strategy.

4.2 Use of the prototype
After a user has entered the URL of a dataset, the prototype
will analyze the data in order to extract the more common
terms. Although our prototype processes the data live, it
is possible to imagine more sophisticated mechanisms that
deal with larger datasets, such as offline or batch processing.
As mentioned early, our prototype provides several visualiza-
tions for each column of the CSV file, including data sample,
a wordcloud and a histogram for each column. A screenshot
of our prototype can be seen in Figure 7.

5. FUTURE WORK
Our hypothesis is that these visualizations can facilitate the
process of deciding if a dataset is useful for a person or not.
Thus, we propose to perform a user study to evaluate how
easy or hard is for a user to find valuable information in the
presence/absence of visual overviews. Also, the effectiveness
of visual overviews may also depend on the type of visual-
izations that are displayed in different scenarios. Further
research is necessary in this regard.

From this prototype, we can also take several paths. We
plan to include support for other data formats, as described
in Section 3. Having a web-based service available to pre-
view and give insights about a dataset can be a valuable
tool for journalists, activists and Open Government Data



researchers in general. Another option is to promote the use
of tools similar to our prototype to be part of government
data portals by default. Most of government organizations
already provide a series of tags to help people identify and
understand what each dataset is about. Adding an visual
overview will help them on that effort. Finally, a smarter set
of heuristics could be included in our prototype to provide
more suitable visual representations, based on the type of
data available in each dataset. Also, the use of annotations
in datasets could be used to highlight certain visualizations
over others.

6. CONCLUSIONS
In this paper we have proposed the use of visualizations to
preview and give insights about datasets that can be use-
ful and valuable to many stakeholders. We showed that for
most of the more common file formats used to publish Open
Government Data, it is possible to extract valuable informa-
tion that can be later used to create visual overviews. We
also showed how these visual overviews can be created using
a prototype developed by the authors that present a dash-
board of visualizations based on the information obtained
from a dataset. Finally, we discussed the different paths
this work can take in the future.
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ABSTRACT
We detail our construction of TwoRavens, a graphical user
interface for quantitative analysis that allows users at all
levels of statistical expertise to explore their data, describe
their substantive understanding of the data, and appropri-
ately construct and interpret statistical models. The inter-
face is a browser-based, thin client, with the data remaining
in an online repository, and the statistical modeling occur-
ring on a remote server. In our implementation, we integrate
with tens of thousands of datasets from the Dataverse repos-
itory, and the large library of statistical models available in
the Zelig package for the R statistical language. Our inter-
face is entirely gesture-driven, and so easily used on tablets
and phones. This, in combination with being browser-based,
makes data exploration and quantitative reasoning easily
portable to the classroom with minimal infrastructure or
technology overhead.

Categories and Subject Descriptors
G.3 [Probability and Statistics]: Statistical Software;
H.4 [Information Interfaces and Presentation]: User
Interfaces—graphical user interfaces; G.4 [Mathematical
Software]: User Interfaces

Keywords
statistical user interfaces, open data, directed graphs

1. INTRODUCTION
With the proliferation of open data sources and replicable

data repositories comes the promise of increased access to
scientific information and the democratization of quantita-
tive knowledge. However, meaningful analysis of this multi-
tude of data remains outside the grasp of analysts who lack
training in statistical modeling or knowledge of and access to
statistical software platforms. For those with the necessary
expertise, access is still limited by data transfer bottlenecks
and installation and hardware overhead. To reduce barri-
ers to statistical and quantitative reasoning and to promote
the proliferation of empirical knowledge, we introduce the
TwoRavens interface.

TwoRavens is a gesture-driven, Web-based device for the
analysis of statistical models and the exploration of data. It

∗All code, documentation, and numerous examples for our
open source TwoRavens software project are available at:
http://datascience.iq.harvard.edu/tworavens

is open-source and integrates with Dataverse repositories for
open archiving of data[12, 6, 7], providing users access to the
more than 50,000 data files currently housed in Dataverse
repositories, as well as new data that users may upload free
of charge. The statistical analysis component is powered by
Zelig, a library for statistical inference in R that provides
access to dozens of statistical models through a common
call structure [14, 11]. TwoRavens links the power of Zelig
to one of the largest database collections anywhere, requires
no installation, and is accessible to devices ranging from
mobile phones to tablets to smartboards.

For ease of use, the UI is designed to mirror the common
quantitative workflow. Moving left to right on the interface,
users make intuitive column and row selections or subsets of
the data.1 Users may perform transformations on these se-
lections using the input box in the top right. In the center,
users specify the intended statistical model in the frame-
work of a directed graph, and have the option to perform
transformations on selected columns or tag selections with
specific properties, such as “nominal.” Finally, on the right,
users select their statistical model and have the option to
set covariate values on right-hand side variables to obtain
additional bootstrapped simulations of quantities of inter-
est. Upon estimation, statistical results are displayed using
a combination of graphs and tables.

In this article we describe the UI and its integration with
Dataverse and Zelig. In future research we intend to build
upon this foundation in two ways. First, as users supply
information about hypothesized relationships in the data,
TwoRavens will synthesize their input and automatically
suggest appropriate modeling decisions, such as functional
form and choice of model. Second, as models are estimated,
the results will be cumulatively recorded across users to form
a coherent map and meta analysis of the statistical results
that exist in Dataverse.

2. DESIGN GOALS AND PRINCIPLES
In designing this software, some key goals were set that

we believe the next generation of statistical tools will need
to achieve. The challenges and solutions to reaching these
goals informed some general design principles, which we feel
are important to discuss and convey for future researchers.
A paramount goal was to keep the interface as a thin client,
keeping both the data itself, and the work of statistical

1Depending on the discipline, columns are known as vari-
ables, fields, features, etc., and rows are known as observa-
tions, cases, units of analysis, etc.



processing, remote from the interface. We also required a
broadly accessible platform that could be productively
used by individuals at all levels of statistical expertise, from
novice users with no statistical training, to experienced quan-
titative researchers. Furthermore, to make data accessible
to users with different levels of available computational in-
frastructure, we worked to make this software device in-
dependent and feasible not only on traditional computers,
which have previously been the sole domain of statistical
software, but tablet, mobile, and other smart devices.

2.1 Goal: Thin Client
Although we have written an interface for statistical data

analysis, neither the data itself, nor any statistical analy-
sis, occurs or resides at the client side.2 It is a challenge
to explore data, and to implement statistical models, with-
out the the immediacy of local interaction. However, having
a thin client with remote data and remote statistical pro-
cessing allows some enormous, novel advantages that are in-
creasingly useful in modern data-intensive science: 1) When
datasets are large, transferring the data to the user for explo-
ration can be the primary bottleneck for speed, which this
overcomes. 2) Similarly, when datasets are large, the final
analysis might require distributed processing, which again
requires another transfer of the data. In our architecture,
again, the code for statistical processing is instead placed
close to the original data. 3) When the data has privacy im-
plications, there are settings where it is allowable to grant
access to summaries and statistical representations of the
data, (or privacy preserving versions of these statistics, such
as those that are provably differentially private [9, 19, 8]),
but not grant access to individual observations of the data
itself. This architecture, where both the data and the anal-
ysis on the data remains remote, can be an enforceable way
to grant access to private data in these settings.

2.2 Goal: Broadly Accessible
Statistical consulting is increasingly a necessary service

provided by research universities to aid their research fac-
ulty. Most substantive researchers are heavily invested in
the collection of their data, understand their variables well,
and possess expert substantive knowledge about the plausi-
bility of various relationships. What they may not know is
the set of plausible statistical models appropriate to their ob-
jectives, the statistical language to describe their goals and
aims, or the software knowledge to implement these choices.
Consultants often provide that link, allowing experts with-
out statistical training to translate their knowledge and goals
into appropriate statistical software routines, and interpret-
ing the results back in a substantively meaningful fashion.
Obviously, however, not every user of data has access to a
trained statistician. One overarching goal of the TwoRavens
project is to provide as much of this service as can be auto-
mated. At this stage of the interface, this means providing a
way for users to intuitively communicate all their knowledge
about the data, so an appropriate model can be constructed
for the quantitative task at hand.

2.3 Goal: Device Independent

2Or slightly rephrased, we have built a package for statistical
analysis of data, that can not handle data, nor analyze any
statistics.

Part of expanding the set of users who have access to
quantitative reasoning, means lowering the infrastructure
requirements to statistical analysis. While professional re-
searchers may have extensive computational resources, many
other settings, especially community colleges and high schools,
have limited resources for instructors and none for students.
Even free and open source statistical packages like R gen-
erally require the expenses of some level of IT support to
install in a networked lab. Moreover, even in well-funded
universities, substantive classes that use quantitative data
may have no classroom lab access. Our goal is to enable
a computationally capable access to statistical exploration
with very minimal infrastructure.

2.4 Resulting Design Principles
In meeting these goals, we developed the following design

principles for this interface: 1) Browser Based: The abil-
ity to run the software entirely through a browser, with no
additional installed software, is possible because of the thin
nature of the interface, and helps facilitate device indepen-
dence as it can run on any device that includes a browser
2) Gesture Driven: Common statistical packages are nor-
mally command line, script, or menu driven, but to facili-
tate ease of use across devices and without user expertise,
we have tailored a process that allows full exploration and
setup of statistical models by interacting directly with the
data though gesture 3) Graphical Representation: Di-
rected graphs, also called probabilistic networks, are increas-
ing used by statisticians as a representation of complex data
generation processes [10], particularly in structural equation
modeling as well as casual inference [16]. Using directed
graphs to convey possible relationships between variables al-
lows novices to convey all of their substantive understanding
of a dataset, substantive experts and teachers to communi-
cate in a manner conducive to qualitative discussion, and
still allow statisticians to explicitly define their hypotheses
of the data generating process. 4) Maximal computa-
tional leverage: Most statistical packages are interactive
in a command driven relationship, waiting for instructions
before creating any analysis product. To facilitate the ar-
chitecture of the interface, we instead have an impatient
design that preprocesses any graphs and summary statistics
that we can envision might be needed, so they are already
loaded on the thin client, without needing data interactions
or queries. Much of this preprocessing can be done when the
data is ingested to the repository, before the user has even
discovered the data.

3. TWORAVENS SOFTWARE
The interface is written in Javascript and incorporates as-

pects of interactive graphics, Web-based statistics, and cus-
tomized R applications. The interactive visualizations use
Data-Driven Documents (D3), which has been influenced by
tools such as Protovis and Processing [4, 3, 17]. Although
components of TwoRavens appear as a Web interface for
statistical software (comparable to R-fiddle or SAS OnDe-
mand), its interaction with R is closer to that of applica-
tions created using tools such as RStudio’s Shiny [18]. In
its entirety, TwoRavens is comparable to GleamViz, which
contains an interactive statistical modeling tool and whose
remote servers handle the necessary processing [5]. Where
TwoRavens distinguishes itself from GleamViz is that it does
not require a desktop client and it is a general-purpose statis-



tical modeling tool, whereas GleamViz is tailored for mod-
eling infectious diseases. Thus, as a Web-based, gesture-
driven tool for statistical modeling, TwoRavens is unique.

Furthering its distinction from existing statistical soft-
ware, it integrates with Dataverse, providing instant ac-
cess to tens of thousands of datasets by simply launching
TwoRavens from any Dataverse repository page, and with
Zelig, delivering analysts meaningful yet easily interpretable
statistical estimates and graphics. Given the availability of
open access data in repositories such as Dataverse, the open
source power of R, and the trend towards Web-based, in-
teractive visualizations, such a device ties together many
threads of modern quantitative computing.

3.1 Dataverse and Zelig Integration
In the last decade, the Data Science team at Harvard’s In-

stitute for Quantitative Social Science (IQSS) has developed
software infrastructure and tools to facilitate and enhance
data sharing, preservation, citation, reusability and analysis
[13]. Over that time, the team has continuously developed
two software products now widely used by the research com-
munity: Dataverse, a repository infrastructure for sharing
research data, and Zelig, a statistical package for R.

Dataverse is “an open source data repository, which al-
lows one to publish, share, reference, extract, and analyze
research data” [7]. The Harvard Dataverse Network contains
more than 52,000 studies with more than 700,000 files, and
is the world’s largest collection of social science data sets
(http://thedata.org). The primary connection between
TwoRavens and Dataverse is an API accessing metadata
that complies with formatting standards set by the Data
Document Initiative (DDI), an organization that promotes
diligent data management [1]. In addition to keeping it thin,
this facilitates the deployment of TwoRavens to any data
repositories that comply with DDI standards.

Zelig is a wrapper and interface that allows a large body
of different statistical models in the R statistical language
to be used from a unified call structure [11, 14]. It is also a
modeling architecture that interprets these statistical mod-
els in a substantively meaningful fashion [15]. By integrating
with Zelig, TwoRavens has minimal backend manipulations,
other than to map the information that has been entered by
the user into an appropriate Zelig call. Thus, new func-
tionality in Zelig may be translated to new functionality in
TwoRavens rather seamlessly. Both R and Zelig are open
source and freely available.

4. THE USER INTERFACE
Javascript is lightweight, and allows us to run the inter-

face entirely through an internet browser. For ease of use
and cross-platform portability, all functionality has gesture-
driven capability, so statistical models on datasets stored
in online repositories could be run from a tablet or mobile
device without a keyboard. This ability expands the set of
ways individuals use archived data and quantitative analysis,
including bringing real-time data analysis into the classroom
without using a computer laboratory setting.

A screenshot of TwoRavens is shown in figure 2. The
workflow of developing a statistical analysis moves from left
to right, first examining and selecting variables in the dataset,
then constructing a framework of possible relationships, and
then choosing and interpreting an appropriate statistical
model for that framework. In figure 2, the user has se-

Figure 1: Architecture, including integration with
Dataverse archival data repository, and Zelig library
of statistical models for R.

lected a model, tagged ti_cpi as the dependent variable,
and graphed an appropriate statistical model.

4.1 Left Panel - Data Selection
Each variable in the dataset can be introduced as a node

in the center space by clicking on the variable name in the
left panel. Users may not be familiar with each variable
in the dataset, so on mouseover information pertaining to
that variable appears, such as primary summary statistics,
graphs, metadata and short descriptions of the variable.3

This information is precalculated by Dataverse when a new
dataset is uploaded, and stored in a json file that is compat-
ible with the DDI schema [1].

Although not explicitly in the left panel, TwoRavens in-
cludes an option to perform transformations on variables,
such as taking the log of a variable or multiplying it by
some factor, using the input box in the top right. Users may
transform variables in two ways: (1) by manually entering
text into the transformation input box; or (2) by clicking on
the input box, selecting a variable from the drop down list,
and then selecting a transformation from the function list.
In this way, the gesture-driven functionality is preserved,
while allowing additional flexibility for users familiar with R
functions.

Users may be interested in subsetting the dataset to exam-
ine only observations that have specific values (for example,
only European countries, or only respondents over the age
of 60). For such cases, we include a Subset tab that shows
the distribution of each variable. These distributions are ei-
ther a density plot or a bar plot, depending on the variable’s
level of measurement and its number of unique values. By
brushing the plots with the pointer, users select ranges of
that variable upon which the data is to be subsetted. The
numbers associated with the range are shown so that users
may be precise in the ranges they specify. All metadata
is remotely recalculated for the new subset using the same
Dataverse ingest routines, and a new space that represents
the subsetted data is added to the carousel in the center
space of the interface.

3For devices not compatible with mouseover, we enable this
feature via click and hold.



Figure 2: Basic UI with Dependent Variable and Model Selected

4.2 Center Space - Relationship Mapping
In the focal, central space, the substantive knowledge of

the researcher is easily communicated by drawing a directed
graph representation. With a two-finger click, arrows are
drawn connecting nodes, depicting the possible relationships
between variables. The nodes and arrows are an application
of D3’s force layout. In the simulated forces that propel the
visualization, each node has a gravity, which draws all the
nodes together, as well as a charge that repels them from
getting too close. The arrows act as simple springs, and are
removed when clicked. As the graph between the variables
is built up by the researcher, it dynamically rearranges itself
by these simulated forces. The researcher can also physically
drag the pieces around, which acts as an additional force in
the dynamic visualization, or completely turn off the sim-
ulated forces, and place every node manually for complete
control of the representation (using the force toggle icon,
represented by a pin).

Dependent variables, time, cross-sectional, and nominal
identifiers are properties that may be tagged, by the user,
to a node. Each property is denoted with their own col-
ored halo. To tag a property, a user mouses over a node in
the directed graph, at which point buttons appears as arcs
around the perimeter of the node. Each arc is colored and
labeled, and clicking on the arc associates that property to
that node. At this point, the halo is colored appropriately
and a legend appears, reminding users what the color of the
halo represents. Additionally, the background color of the
tagged variable in the left panel is changed to reflect the
color of the tagged property.

The portion of the center space that is visible is actually
just one element of a carousel, and users have the option
to add and remove new workspaces (hereafter, elements).
For example, if a user subsets the data, then an additional
element is added to the carousel that corresponds to the
subsetted data. Users toggle between elements by clicking
a chevron or by clicking and swiping in the direction they
want the carousel to move. Their current element is shown
by highlighting its corresponding dot in the top-center of the

center space. By clicking on the plus sign to the right of the
dots, users are duplicating the current carousel, and placing
its representation at the right of the element array. By click-
ing the minus sign, users are dropping this element from the
carousel. To clear a modeling space but not drop it from the
carousel, users may select the Erase icon, represented with
a magnet.

4.3 Right Panel - Model Implementation
After examining the data and constructing a diagram of

relationships, in the right panel users begin to investigate
statistical models. The Models tab provides a list of the
available statistical models that can be employed by Zelig.
On mouseover, users see a brief description of the model so
that they have some guidance as to which to select.

The next tab, labeled Set Covar., provides the ability to
interpret any estimated model by means of predicted and
expected values at chosen values of the covariates, as well
as first differences created by the changes in the predictions
across changes in the covariates [15]. As shown in figure
3, users may choose values of the covariates at which to
interpret the model by means of sliders superimposed on
the densities of the variables. The slider positions initially
default to the mean of each variable, while the scale of the
slider marks each standard deviation away from the mean
within the range of the variable. For bar plots, the value of
the bar is also placed on the slider’s scale.

When this information is complete, the researcher can es-
timate the model by clicking the Estimate button. At this
time, the information extracted from the user is passed to
an instance of an R application hosted on a remote server.4

This remote application first builds a formula representation
of the model from the graph connections the researcher has
constructed. In the present version, this is all variables that
have a path to the dependent variable, but more complex
graphs can include intermediate or post-treatment variables
as well as consequences of the dependent variable, which are

4We developed our R application in Rook and host it in
rApache.



Figure 3: Node Description (left panel) and Set Covariate Values (right panel)

useful for forecasting and imputation, but omitted from the
formula for a causally oriented analysis. Using this formula,
the R application calls the applicable statistical model from
the Zelig library. The results from Zelig are asynchronously
returned to the browser interface. As can be seen in figure 4,
the plots that Zelig produces, as well as a table of estimates,
are available for viewing inside the Results tab.

5. EXAMPLE APPLICATION
The Quality of Government (QoG) represents one database

for which the primary benefits of our tool might be rec-
ognized for two target audiences, the novice user and the
classroom instructor. The QoG is a collection of country-
year datasets whose variables include data on population,
respect for human rights, and political regime type [20]. Its
primary objective “is to address the theoretical and empiri-
cal problem of how political institutions of high quality can
be created and maintained” [2].

A simple empirical exploration of this question using the
QoG data, however, can be fraught with difficulties for novice
users. Minimally, one needs to be familiar with some statis-
tical software package and to understand enough statistics
to be able to analyze the data. The QoG data would have
to be downloaded locally, as would the software being used.

Our tool improves accessibility by reducing or removing
these initial barriers. Users interact with the data in visual,
gesture-based ways, and so the time spent learning how to
use TwoRavens is negligible in comparison to what is neces-
sary to analyze data with R, for example. Statistical mod-
els are represented visually as a directed graph, and users
may instantaneously view each variable’s distribution and
summary statistics by hovering over a node in the graph.
For example, Figure 3 shows a description of the QoG vari-
able bl_asy25f in the left panel. The variables are listed in
the left panel, and are added and removed from the model-
ing space by clicking on the variable name. The modeling
space, the center of the figure, shows a representation of a
user-defined statistical model.

For instructional purposes, the QoG represents a type of

dataset that may be used for a class project. It contains
746 columns of data in a time-series, cross-sectional format.
Many of these columns are substantively interesting depen-
dent variables, while others appear as explanatory variables
in many models in quantitative Political Science. For in-
structors to teach how to use data to study questions in pol-
itics, requires some degree of expertise in a statistical soft-
ware package, a projector, and a computer with the rights
to that software. For student projects, each student would
have to download the data and some statistical software to
their personal computer, and the instructor would have to
provide materials and guidance on software usage. Most
statistical software is proprietary, so students are often re-
stricted to labs that are equipped with the necessary licenses.
TwoRavens removes these barriers, and all that is necessary
for the instructor to bring data to the classroom, and for
students to analyze the data, is an internet connection and
a Web browser.

6. CONCLUSIONS
TwoRavens is a Web-based tool for statistical analysis

that is lightweight, broadly accessible, and device indepen-
dent. It integrates with Dataverse, providing access to the
tens of thousands of data repositories that exist there, and
leverages the power of Zelig, an R library that provides a
common call structure for a large number of statistical mod-
els. Entirely gesture-driven and intuitive for users of all lev-
els, TwoRavens reduces barriers to statistical analysis and
promotes the proliferation of empirical research.

This article details the design of the user interface and
its applicability for use by statistical novices and users not
familiar with or who do not have access to statistical soft-
ware. Although integral and foundational to the TwoRavens
project, the UI is only the first of three layers. In future re-
search, the TwoRavens project will be adding the model “se-
lector” and results “accumulator” layers to provide more au-
tomated guidance on model selection and specification. The
selector synthesizes the user input and automates sugges-
tions, such as potential omitted variables, functional form,



Figure 4: Results Shown in Graphs and Table

and choice of statistical model. The accumulator stores all
models that have been estimated on each dataset, and pro-
vides users with feedback on existing research using that
dataset and datasets judged to be similar.
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ABSTRACT
This paper aims to discuss color as a methodological tool in the
analysis of large quantities of images. For this purpose, this paper
presents a series of researches done by two data analysis labs,
Software Studies Initiative (EUA) and Labic, the Laboratory of
Image and Cyberculture Studies (Brazil), in order to illustrate its
different uses. Moreover, this paper shows Labic's recent research
on color as a parameter for the analysis of 85.585 images linked to
twitter hashtag #vemprarua, an important hashtag related to
Brazil's 2013 protests. Thus, this paper highlights the importance
of colors as parameters, while identifying issues and contributions
to contemporary data science. 

Categories and Subject Descriptors
I.4.8 [Image Processing And Computer Vision]: Scene Analysis
– color.

General Terms
Measurement, Documentation, Design, Standardization.

Keywords
Big Data, Colors, Data visualization, Image, #Vemprarua, Image
analysis.

1. INTRODUCTION
The production, dissemination and storage of digital images have
achieved large scales with rapid technological advances and
accessibility in contemporary society. Image production, with its
multiplying variety of tools and available apps for online sharing,
has boosted this ever changing scenario, being, therefore, an
important and complex contemporary context to be studied and
better comprehended. 

Differently from contemporary semantic studies (that already is a
well developed research field, with its well established tools and
softwares), the analysis of large amounts of images is still
underexplored, considering that there are fewer tools and
researches presently available regarding image datamining,
visualization and analysis. Image processing and storing requires
great memory capacity and powerful devices, as well as
specialized professionals. Although in recent years these
processes have become more accessible to all sorts of researchers

(with its vast developments and lower prices), extraction and
analysis of large amounts of images remains a challenge due to its
peculiarities.

In this research scenario, images are analyzed though different
data parameters, such as its sharing frequency, time and/or size, in
order to create all sorts of visualizations. However, this paper
focuses on researches that use different types of color information
(such as hue, brightness and saturation) as a parameter for
analysis and visualization of image data1. Our goal here is to study
its importance in revealing a variety of patterns and dissonances
that can help us better understand the context and modes of image
production today.  

Thus, our paper focuses on data collected from the 2013 Brazilian
protests #vemprarua hashtag on Twitter, retrieved from the 15th of
june to the 15th of July of the same year. The 2013 protests
became a large movement that gained the support and
participation of millions of people in the whole world. With this
large engagement, social media websites gained great relevance,
enabling protesters to rapidly share pictures and ideas, and
promote a variety of debates and events. It also enabled people at
home to become part of this social movement, sharing information
and, thus, helping to promote the event and spread the news. Due
to its importance to Brazil's social and political context, this paper
also aims to better understand its contexts and repercussions
though image analysis using color parameters.

2. INTERNACIONAL STUDIES USING 
COLOR AS A METHOD FOR IMAGE 
ANALYSIS IN BIG DATA RESEARCH
2.1 Color Analysis in Visual Arts
Visual art, such as paintings, can be one of many spheres in which
patterns can be revealed though color analysis. For example,
painters make use of a variety of colors to produce their works of
art and establish themselves within a specific artistic style. Using
color as parameters when creating visualizations of these art
works, we can perceive and analyze certain differences between
different artists and their works, enabling comparative analysis or
even analyze what can be called “stylistic development” of a
particular painter.

On this matter, Software Studies Initiative published in June 2011
a research analyzing two visual art collections, one by Piet
Mondrian and the other by Mark Rothko. The research was based
on their images' visual elements (such as hue, brightness and
saturation), thus revealing patterns not only between the works
themselves, but also between the artists. The purpose of that
particular study was to compare a certain number of Mondrian’s
paintings to Rothko’s produced in similar periods of time in their

1 This paper, due to its size limits and piratical purposes, does not
aim to present an analysis of the context of visual studies and
visual perception, although Labic recognizes its importance to
the field. 
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careers. Through this comparison, the research identified their
initial predominant artistic style as being related to the styles of
their predecessors. But it also found that, as the years went by,
Mondrian and Rothko began to differ their color pallet, which was
interpreted by the research as the artists' concerns in developing
their own style, therefore, diverging from figurativism2.

Another image analysis was done by Software Studies Initiative
using color in relation to time parameters. That particular study
was based on Van Gogh's experience in Paris compared to his
time in Arles, and it showed that the set of images from the later
contrasted with the set from the former, due to its higher
saturation and brightness - a result of the painter's new color
experimentations. Thus, the visualization proposed by Software
Studies suggests that Van Gogh's paintings were influenced by the
spatial changes in his life, as he moved from one city to the other. 

2.2 Phototrails' Color Analysis 
In July 2013, Nadav Hochman, Lev Manovich and Jay Chow -
researchers from Software Studies Initiative -, developed a project
called Phototrails. Their goal was to explore, in a planetary scale,
visual and dynamic patterns and structures of user-generated
contents of Instagram. The study showed, thorough visualizations
created using images from that photo sharing online network, how
temporal changes and visual features of different locations can
reveal their social, cultural and political characteristics, as well as
people's habits around the world. In one of their analysis, the
researchers chose, among millions of images captured from
Instagram, several random samples of various cities, each
containing 50,000 images. From that chosen dataset, it was
extracted basic visual information (such as average color,
brightness, saturation, number of edges, contrast, etc.) to create
different visualizations and, thus, highlight each city visual
identity in a specific period of time3.

2.3 Flickr Flow's  Color Analysis
Flickr Flow is a project from 2009, developed by data
visualization researchers Fernanda Viégas and Martin
Watternberg, which serves as an example of image visualization
by color using contemporary photographs to retrieve its data. The
study started using collections of photographs of Boston Common
found and extracted from the photo social network Flickr. With
their available data, the researchers divided all photos by month
and calculated their colors' relative proportions. The projects
following step was to, then, plot a “wheel” shaped dataviz using
both color and time as its parameters4. 

Thus, as a result of the visualization created, differences between
the seasons of that particular year can be identified through its
color variation pattern. At the bottom of this visualization, it's
possible to identify a great amount of grays, whites and lighter
colors, which represent winter. One can then observe, clockwise,
the increase of more vivid colors (variations of pink, purple, green
and yellow), thus representing spring. Following this pattern, one
can also observe the other seasons, with fall being indicated by the
yellows and oranges and summer by large amounts of bright
colors and a very few of white tones. 

2 Images and more infos on the study are available at
http://lab.softwarestudies.com/2011/06/mondrian-vs-rothko-
footprints-and.html 

3 The research results and images are available at 
http://firstmonday.org/ojs/index.php/fm/article/view/4711/3698

4 The research results and images are available at
http://hint.fm/projects/flickr/

3. #VEMPRARUA's COLOR ANALYSIS
3.1 2013 Brazilian Protests and its hashtag 
#vemprarua 
The previous studies conducted by Software Studies Initiatives
has shown the vast possibilities regarding image analysis using
colors as parameters, bringing great contributions to data science.
Taking in consideration the contribution that they have also made
to the analysis of social and cultural behavior and patterns through
image visualization, Labic has been developing, using other tools
and visualizations, a research in which we can better understand
the complexity and variety of political and social issues
implicated in the emergence of June's 2013 protests. 

The objective of this study, named "Visagem", is then to analyze
Twitter hashtag #vemprarua (which can be translated as “come to
the streets”), an iconic expression of the Brazilian protests and,
thus, the most used hashtag to refer to this particular social
movements within social media websites. The 2013 protests in
general were against government corruption, poor government
financial administration associated with 2014 World Cup, and
also for better quality of transport, security, education throughout
the country. It is then an important social and political movement
that deserves especial attention and research. 

3.2 #Vemprarua's Datamining Process
Our datamining method was based on the retrieval of data from
the popular social networking service Twitter through a software
called yourTwapperKeeper (a.k.a YTK), which uses Twitter API
to gain access and extract the necessary data. With this method,
all tweets that had the matching hashtag #vemprarua were
collected, creating a csv file with all the available information
(such as who tweeted, date of publication, number of retweets,
etc.).

With this csv file, Labic used a Java based script called Crawler,
developed by our lab and whose function is to separate tweets that
contain links from those that don’t. After this process, the script
access each tweeted link and captures the images that obeys the
parameters set previously by our researchers, such as a minimum
size of 15 kB or 200 x 200 px, and the extension files PNG, JPG,
JPEG, TIF or TIFF.

Between June 15 and July 15 of 2013 (a critical period in that
year's political and social protests), we extracted 85,595 images,
originated from a total of 404,006 tweets. These images, despite
only being retrieved from Twitter, came originally from a variety
of websites and apps, such as online news websites, blogs, and
other social networking websites, that was then shared by several
social media profiles. 

3.3  #Vemprarua's Color Parameters
In order to analyze this large amount of images, HSB color scale
was used in this research, in which the color of each pixel in a
image is composed by three numeric data: hue, brightness and
saturation. Basically, hue values goes from 0 to 255 (equivalent to
0º to 360º degrees), thus forming a color circle. Brightness is then
determined by values ranging from 0 to 100, in which zero means
no light (black) and 100 means maximum presence of light
(white). Finally, saturation follows the numerical variation of
brightness, also ranging from 0 to 100, however, being 0 an
absence of tone (presence of grays) and 100 being fully saturated
colors (no grays). This chosen color scale basically helps identify
groups of images with close measurements, and also allows image
organization using these same parameters.

With this issue settled, the plug-in “Measure” (a plug-in of the
software ImageJ) was used in order to read the values of each
pixel and then calculate its hue, brightness and saturation. Thus, it

http://firstmonday.org/ojs/index.php/fm/article/view/4711/3698
http://lab.softwarestudies.com/2011/06/mondrian-vs-rothko-footprints-and.html
http://lab.softwarestudies.com/2011/06/mondrian-vs-rothko-footprints-and.html


was through these three color parameters that this study  was able
to develop different visualizations and analysis of large amounts
of images from the #vemprarua movement, enabling the
researchers to identify certain patterns and characteristics. 

3.4 Analysis of #vemprarua ’s Image 
Visualizations
With the images captured through YTK and with the visual
information gathered by the Measure plugin, it was then possible
to plot different visualizations in which these large volumes of
data can be compared. In order to make these plots, we used a
software called ImagerPlot, which was developed by Software
Studies Initiatives, housed within the UCSD Division of the
California Institute for Telecommunication and Information
Technology. 

3.4.1 Brightness x Saturation
With these plots, which visually highlights sets of images
separated by its color parameters, an analysis was made possible.
In the visualization below (Figure 1), #vemprarua's images are
distributed throughout three major groups: a whiter set, mostly
found in the upper left quadrant; a darker set, found at the base of
the this dataviz; and a more colorful set, on the right upper
quadrant.

Figure 1 - 85.595 images sorted by  X-axis (saturation median)
and Y-axis (brightness median)5

In the first group with predominantly white images, a greater
presence of posters, prints of documents and newspapers covers
that have been shared throughout the months in which the protests
occurred can be noticed. The distribution and circulation of
information of this type was predominant through June 15 to July
15, where, among other contents, it is possible to find: posters
aiming to motivate people's participation in the protests, as well as
to sharing of more information on the objectives and schedules of
the events; documents and newspaper covers that contained
information from mass media; and others.

The second group consists in images taken during the protests.
They are images of a grayish tone, due to the predominance of the
streets' asphalt color, visible during the daytime as well as at night
(however, with a darker tone), thus beeing one of the most
striking features of these events. 

The third group is what aggregates posters and advertisements
attached to the contents shared with the #vemprarua hashtag. The
posters in this group moves away from the previous black and

5 It's important to notice that the visualizations here presented are
created to be visualized in a larger digital visual devices that
enables zooming features and user interaction. For a better
visualization experience, this image is available in high
definition at http://zoom.it/G8jg

white pattern, towards more vivid colors: mostly blue, green and
yellow, thus largely associated to Brazil's national flag.

3.4.2 Hue x Brigtness and Hue x Saturation
The next visualizations (Figure 2 and 3) arranged the images in
#vemprarua's dataset according to its color bands when the
parameters were modified to "Hue" (X axis) and "saturation" (Y
axis). Thus, groups of similar images are clearly marked and the
appearance frequency of certain types of images throughout the
collection are better understood. The tracks that stands out are red,
orange, yellow, green, blue, and the combination of purple and
pink.

Figure 2 - 85.595 images sorted by X-axis (hue median) and Y-
axis (brightness median)6

Figure 3 - 85.595 images sorted by X-axis (hue median) and Y-
axis (saturation median)7

In these visualizations, the first color range has a larger number of
images if compared with the rest of the dataset. The predominant
images that appears in this group are photos taken at the time of
the protests, even if they were shared later on by the users. With a
closer look to the predominant orange tone area, images that are
characterized by the street's yellow-orange lighting can be
observed, as well as photos of confrontation between police force
and protesters, which often involved fires being set, explosions
and rubber bullets fired by police and captured by the lenses of the
vigilant photographers and protesters. 

The green color range is basically formed by the reproduction of
the national flag of Brazil and also compose by its re-
appropriations: these images varies in size, color and type, and
occasionally inserted into green colored posters. On some of these
posters, the white band that bears the inscription "Order and
Progress" (Ordem e Progresso) in Brazil's flag was replaced by,

6 Available in high definition at http://zoom.it/QCYi
7 Available in high definition at http://zoom.it/tAaW



"In Progress" (Em Progresso), meaning that the country was in a
state of change led by the people.

The blue color range is also mostly composed by images of flags
of Brazil, focusing on its inner circle. This group also has a lot of
photos from Instagram, due to one of its available filters. The last
color range covering the pink and purple tones are pictures of the
protests that were intentionally faded (with the use of filters, for
example) and posters intending to represent a more feminine
approach. 

3.4.3 Color Visualization by Hue with Static 
Brightness and Saturation

Figure 4a and 4b - Visualization using the median values of
hue, saturation and brightness

Instead of placing an image in a specific position determined by
its color parameters, we proposed in Figure 4 two different kinds
of visualizations. Therefore, for these visualizations we used two
types of sets of color parameters. For the first dataviz, we used the

hue median, saturation median and brightness median, as to
compose the color of the squares representing each image. For the
second dataviz, we used just the hue median of each image; the
saturation and brightness were established through a standard
value. So in Figure 4a we have a visualization of all color
parameters of each images, and in Figure 4b it’s possible to see
more clearly just the hue value. These visualization were created
using a script developed in our lab through Processing, in order to
visualize the colors medians previously calculated by ImageJ. In
these dataviz, each image is thus represented by a square of 2 by 2
pixels, in which the top represents the images with hue median 0
and the bottom, images with hue median 255. Thus, as a result,
these recent visualization developed at Labic highlights the large
color variations of the Brazilians 2013 social political protests,
showing its characteristic visual aspect. 

4. CONCLUSION
Throughout this paper, we aimed to understand the importance of
the usage of color as parameters for visualizing large amounts of
images. Both in the artistic field and in the studies of social
movements, color value can reveal more than numeric
information: it can also highlight their characteristic visual aspects
or styles, as well as point out patterns and singularities of their
datasets. As shown in this paper, they can be viewed singularly or
in comparison to other images sets. In both cases, color
parameters presents themselves as a relevant and simple method
for big data analysis.  

However, visualizations made with softwares such as ImageJ have
certain limitations that can hinder a deeper analysis of the
datasets. Using this kind of visualization tools, image plots can
only be made using only two coordinates (X and Y). Thus, when a
image has the same coordinates as another, an overlapping occurs
and you lose, therefore, visual information. Considering this
problem, we perceive a need to create a tool capable of adding a Z
axis allowing a 3D environment, where image information would
not be lost and user interaction is enhanced.

On the other hand, when using Processing, each image is
represented by its corresponding pixel, and thus no overlap
occurs. In the dataviz presented in 3.4.3 (Figure 4a), each color
range in the dataset is clearly represented, confirming the theory
that previously observed through the analysis of the first
visualizations created with ImageJ (Figure1, 2 and 3), that mostly
orange toned pictures were shared during the protests. This fact
emphasizes the frequent need of different visualizations of the
same dataset for comparison in order to identify or confirm certain
characteristics. 

The second dataviz in topic 3.4.3 (Figure 4b) follows the same
principles of the first, in which the image is represented by its
pixels' color, brightness and saturation values(HSB), showing that
despite the predominant color being orange, the protests' general
tone is dark, which again refers to specific characteristics of the
June protests: being an predominantly evening event.

Thus, this paper acknowledges that visual characteristics (such as
hue, brightness and saturation), when used as a parameter to
organize large amounts of images, can reveal artistic patterns and
also social, cultural and behavioral patterns. Therefore, image
visualizations using color parameters can present more then
numerical values, also pointing to various perspectives of an
determined event of practice. 
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ABSTRACT 
 

How can we identify perspectives in large networks through the 

application of modularity algorithms? In the digital humanities 

[1][2], there is a fair number of scholarly work exploring 

computational routines to cluster and analyze enormous amounts 

of data. Recently, social data became a valuable source to study 

collective phenomenon, they provide the means to comprehend 

human collectivity by using graph network analysis. In this paper, 

we describe our approach on the manner of post-social 

anthropology [3] and social sciences using technical methods: 

quantitative analysis and modularity optimization. The 

computational turn is part of the ongoing process to conceptualize 

the "perspectival form", as the other would be the semantic 

analysis of the qualitative data. This technique uses a python 

script to extract the co-occurrence hashtags network from a 

Twitter dataset in order to apply in the context of the open-source 

software Gephi. Our experiments successfully exhibit how social 

networks can be unfolded when submitting a sample dataset of 

hashtags to the procedure found in the critical dimension of 

computational models. Therefore, it discovers the flow of 

perspectives when the strategy is follow in new workspaces, 

creating then categories that reveals points of view underneath the 

controversy. Concluding, this study presents a theoretical and 

methodological framework based in the post-structuralists, a 

composition that aims to support studies in different fields of 

social sciences and humanities.   

Categories and Subject Descriptors 

D.3.2 [Programming Languages]: Language Constructs and 

Features – abstract data types, polymorphism, control structures. 

I.5.3 [Pattern Recognition]: Clustering - algorithms, similarity 

measures. 

J.4 [Computer Applications] Social and Behavioral Sciences – 

Sociology 

General Terms 

Documentation, Human Factors, Theory, Algorithms and Design. 

Keywords 

Post-Social Anthropology, Network Science, Amerindian 

Perspective, Modularity Algorithms, Complex Networks. 

1. INTRODUCTION 
This paper understands that social networking is an 

anthropological phenomenon. A graph of social networking is a 

material representation of human relationships. Therefore, both 

the algorithm that seeks to analyze them, as the natural language 

vocalized on them, are in continuous process of interrelation to 

interpret the social world. The algorithm alone does not explain 

these relationships. But collective action, today generative of 

digital traces [4] cannot be explained alone, only with historical 

social theories of the humanities. 

Graph clustering or community detection [5][6][7][8] in complex 

networks have a long history of research in machine learning and 

graph theory [9]. The studies in the field have gain attention from 

several areas, the most common studies are find in biology, 

technological, and physics. In the meantime, the literature in 

Natural Language Processing [10][11] and Probabilistic Neural 

Networks [12] have shown us the possibilities in document 

modeling, text classification, and collaborative filtering for large 

corpora. 

In this paper, we describe a certain method developed by 

researchers at Laboratory of Studies in Images and Cyberculture 

(LABIC)1, located at Federal University of Espirito Santo 

(UFES), Brazil. It consists in being a simple, but efficient and 

peculiar method developed to support studies in social sciences 

and humanities. Our novel perspectival framework uses a Twitter 

dataset publicly available online, thus, a variety of 500k+ tweet 

twitter feeds are draw on for examples. Such method uses Gephi 

[13] and its algorithms, resulting in visualizations and statistics. 

The method aims to find communities on a network formed by co-

occurrence of hashtags in a tweet, in other words, we set a 

network of hashtags in order to compose a multiplicity. 

The relevance in the contemporary context of online network sites 

serves as the means to interpret the political and collective 

actions, that is why Twitter is our "field" of work. We consider the 

social network a rich terrain of dispute, noticing the many 

uprisings around the world: #OccupyWallStreet, #15M, 

#OccupyGezy, #VemPraRua, and #NãoVaiTerCopa. Other social 

phenomena can be considered a perspective in progress, like 

#ClimateChange. While recently proposed methods practice 

detecting topics in historical and literature corpus by using 

probabilistic topic modeling [14], we aimed to present a new 

methodology to underline not just a topic model procedure for 

digital data, but to reveal the points of view in constant flow, in 

fact, profiles in a battlefield. 

In order to comprehend the layers of texts in the digital traces left 

by humans, we rely in the actor-network-theory [15]. The main 

idea is to work in the same level of both, the actors and its 

                                                                 

1 http://www.labic.net 



attributes. “A network is fully defined by its actors." [16] ANT 

and network analysis provide the argument to study digital data 

without worrying about the standpoint of the individual or 

collective. It is possible to negotiate to one level to another, from 

the parts to its whole, only by continuously rearranging the actors, 

or the nodes. There is no overlapping, it is matter of reorganizing 

ones positioning. The cartography of controversies [17] is the 

didactical application of the ANT, it serves as a range of 

techniques to explore public debates. Observation and description 

is essential to the scholarly work done in this paper. In this 

meeting between computing methods and the post-social 

anthropology [3], the Lautorian socio-technical networks 

approach will support the process of revealing points of view in 

disputes. 

Our methodological framework poaches the Amerindian 

Perspectivism [18] to find the foundation for our ongoing 

experiments to compose a "perspectival form" in large networks. 

Again, they are called large networks because they are made of 

thousands or even millions of nodes and edges. Most importantly, 

comprehending the node as a social profile in the network, thus, 

the edges, as the link between One and the Others. Then, a 

network is only constituted by the existence of the other. Eduardo 

Viveiros de Castro subverts the idea we have of cannibalism, 

which is an idea that guided in the conception of "to cannibalize" 

the other is to eat the other. He inverts the enunciation, saying that 

cannibalism is a way out of self to go into the other, for each 

other. The node as a profile on the social network it increasingly 

comes out of the self to "retweet" what is better or worse from 

another, therefore, assuming the point of view of that other (and 

they are of many types). Nowadays, the other is the element that 

captures us. It is an anthropological turn, which we live in. 

In fact, this is our inspiration to reconceive a qualitative-

quantitative method of analyses throughout machine steps, which 

we know in computing as the algorithm. When applying these 

procedures to comprehend collective phenomena, it produces new 

perspectives and methods. The computer requires the cascade of 

texts and hashtags we collected in our dataset to metamorphose 

into the grid of numbers. [19] The framework we have been 

testing is based in the Louvain algorithm [20], in which we 

compute to maximize the network modularity. 

The use of Twitter, in particular, has led us to a couple of 

challenges in text clusterization process. As the qualitative 

research process evolve and the number of tweets increases to 

millions, categorization and the topology of the network became a 

problem. “The whole is always smaller than its parts”.[16] A large 

network features an illusory representation. It overlaps itself in 

distinct layers, social groups and thoughts, as if was part of a 

single network topology. In theory, the social is crossed by a 

multiplicity of natures, perspectives, worldviews, produced by 

different human groups. And here is our hypothesis: thereby, 

every network is, rather, a network of perspectives, which are 

usually in dispute.  

The methodology that first was based in data mining and 

clustering thousands of words needed a new framework. Given 

this problem, we created the hashtag network script. After the 

consultation of literature available [21] new possibilities have 

rise, from the initial goal to find a method to fastening 

clusterization of words and categories to the use of hashtags to 

find perspectival forms. Nowadays, the discussions indexed to a 

hashtag often become themes of conversations between halls. The 

hashtag, based in our tests, prove to be the better solution for 

social scientists working with data science. When using the 

hashtag sign, the user is segmenting a topic of interest, more than 

that: he allies itself to a point of view on a subject.  It is simple to 

analyze that once someone have generated a tweet and already 

used a hashtag, it is as if the user is already categorizing the text 

for the researcher. In addition, the hashtag represents the existence 

of a debate that matter or even just some cause that people aimed 

to call attention for it. Either way, the many ways that people give 

meaning to points of view by indexing value to a specific word 

will qualified a perspective in the public debate. 

 

Figure 1: The figure shows the center of the network 

#VemPraRua, consisting of 125 000 Retweets. Only when 

analyzing the perspectives (networks around the center) it is 

possible to understand the different perspectives on the 

network. 

2. THE ANTHROPOLOGICAL THOUGHT 

AND NETSCIENCE 
 

The substance of our framework is in how we interpret modules 

without changing the levels or scale of plan. In online social 

networks, we argue the existence of movements and circulation in 

a flat surface with no consideration to hierarchy. The node is 

situated in the terrain of dispute, one that is only defined by its 

network.[16] In this case, when exploring the dots in the graph, 

which in our dataset are the hashtags, the actor moves to the 

network, interacting with others in the same level. This is where 

we stand with Latour, in a flat ontology. 

The approach we reclaim to study online networks is the one 

inherit from Pierre Clastres.[3] In any case, we propose a 

descriptive study of a terrain which we understand to be in 

constant dispute. This allows us to rely once again in the 

indigenous world, which there is a surviving violence itself, a 

reference to problematize the thesis of repulsion and attraction of 

the algorithm of modularity. In short, we make use of the concept 

of cannibalism, which derives from the complex notion of 

cannibalism. Applied in the field of hashtags as views, this very 

cannibalism lives of the perspectival forms within the network 



revealing then a mode of operationalization. This is a process of 

maximal reduction of one single node and another, almost like a 

microscopic work to see the minor points of view. "Exchange, or, 

the circulation of perspectives: exchange of exchange, that is, 

change.” [22] 

In data science, complex networks [23] are identified as very large 

networks, millions or billions of nodes and edges. This sort of 

networks occur in different contexts, it is possible to recognize in 

nature, society, technology, economics, etc. One of its 

fundamental characteristics is the temporal evolution aspect. 

Complex systems constitute themselves of many non-identical 

elements connected by a diversity of interactions. Several 

networks in nature, ecology, economics, human relationships in 

social networks and the web has the same topological structure. 

They are known scale-free networks [24]. We will associate this 

computational concept with the understanding of networks from 

Bruno Latour. 

In this sense, the actor-network theory (ANT) comes in hand with 

the inquiry we propose. The large networks in this empirical study 

come from the NET, which we purposely stress in the same way 

Latour does with ANT. To trace the circulation and interactions of 

points of view and objects, ANT is going to explore the 

constitutive connections between actors (the actants), both 

animate and inanimate, and the generative potential of those 

interactions. In his own words, “(…) network does not designate a 

thing out there that would have roughly the shape of 

interconnected points, much like a telephone, a freeway, or a 

sewage ‘network’… It qualifies its objectivity, that is, the ability 

of each actor to make other actors engage in unexpected 

relations.”[15] More precisely, we consider social profiles as 

living things. Often happens that in the information networks, it is 

not possible to recognize the "form", only the information. By that 

we meant the profiles that uses the language like a human 

component, but notice, they are only information, or robots to act 

as man. However, the meaning arises from the disparate actions. 

[27] 

We mend our theoretical foundations in the connections we 

perceive between anthropology and post-structuralism. Which 

summing up is circumscribed in the post-social-anthropological 

net of authors listed here, considering then the deleuzian concept 

that comes from the mathematics, where we find the means to 

comprehend the multiplicity as a point of view. It creates a new 

kind of entity, rejecting any generalizations, the one we know as 

‘rhizome’. Therefore, a rhizomatic multiplicity does not, in fact, 

behave as one, because it is not possible to do that when it 

operates as assemblages of becomings. Here is when Latour meets 

Deleuze and the notion of actor-network, one which the network 

cannot be one thing, yet, again, because anything can be 

considered a network.[22] And finally, in the next section, 

building up from this interdisciplinary dialogue, we present how 

the amerindian perspectivism support our hypothesis in exploring 

the complex world of large networks, finding a perspectival form 

within the modularity algorithm. 

3. THE PERSPECTIVAL FORM WITHIN 

THE MODULARITY 
 

We were called into the indigenous world to reflect the network 

studies, mainly due to a natural notion of multiplicity in the 

indigenous society.[26] Primarily because we have for long 

studied in information networks, a political aspect that we find in 

the modes of existence peculiar to the indigenous society, a way 

of existence, i.e., a substantially minor of existence, in a minority 

character. Therefore, we are concern with the mechanisms that 

inhibit or block the emergence of a totalizing discourse. 

Therefore, "perspectivism does not state the existence of a 

multiplicity of points of view, but the existence of the point of 

view as a multiplicity." [27] 

Modularity is one of the possible measure for detecting 

communities in complex networks. A set of nodes categorize itself 

as community by its modularity if the fraction of links between 

them is higher that expected ia network called “null model”, 

which is used as a reference. [28]. A complex network with a high 

modularity indicates strong community structure, in other words, 

the nodes inside the same community has a dense connectedness 

and has a sparse connexion between other communities. 

The algorithm applied in this paper to find communities, since we 

use Gephi [13], is the Louvain Method. Such method does 

community detection in weighted graphs and has characteristics 

such as greedy heuristic, local optimization of modularity, very 

fast (complexity O(nlog(n), n: number of nodes), non-

deterministic, return hierarchical partition. The Louvain Method 

is an “algorithm that finds high modularity partitions of large 

networks in short time and that unfolds a complete hierarchical 

community structure for the network, thereby giving access to 

different resolutions of community detection.” [20]. Think of the 

network as a perspective. Well then, the nodes that compose such 

network will form an alliance, ie, they will form a covenant 

relationship between viewpoints. The link between two nodes is 

exactly the distance between them, and also, the distance between 

points of view. It turns out, then, that the way which we apply the 

algorithm maximizing the modularity, the network is partitioned 

into modules, testing all nodes until no node can belong to 

another module. It is a dimension of alterity, the same as found in 

Amerindian perspectivism. "Perspectives encourage you to 

believe OUT of them." (Roy Wagner)[2] The algorithm repeats 

this process of exchange and change, successive times for all 

nodes. Autophagy is a survival of hashtags in the network. A 

roundup of alliances. 

4. METHODOLOGY 
 

"The object as such: why a perspective is not a 

representation"[31]. 

The first step of the method is, of course, to have the dataset to be 

analyzed, the collection of tweets formated in a comma separated 

file (csv). The tool utilized to get these tweets is called 

yourTwapperKeeper2. The procedure begins with the choice of a 

term or hashtag, the tool does the job of archiving the massive 

amounts data. This process provides a historiography of what 

have been vocalized related to the research expression. With 

enough data to go through ethnographic rendering, we can go to 

the “field”, which for us means to explore a database of entities 

and attributes. 

The second step is data processing. As we know, hashtags are one 

of the most commonly used form of categorization and indexation 

among users in social networks, such as Twitter and Facebook. 
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One can say that the hashtag summarize the content of the tweet, 

positively or negatively, confirming it or contradicting it. So, this 

next step consists in creating a “Hashtag network” from the tweets 

previously collected. The Hashtag network is a complex network 

that links hashtags if there is co-occurrence between them in the 

same tweet and it forms a weighted network, as it can happen 

twice with the same hashtags. The creation of this complex 

network is provided by a script programmed in our lab and its 

output is a csv file that will be used in the data mining process.  

The third step relies on drawing the network and manipulating 

with its structure. In order to visualize the network, we import it 

to Gephi. For now, the first view of the network is a hairball, a 

completely unintelligible graph. This is the time when modularity 

comes into the picture. But before that, there’s a very important 

act. We will have to delete the “main node”, in other words, the 

hashtag that links all nodes. Therefore, the next move is to apply 

“Modularity”, set the parameters of your choice and wait until 

calculation is over. Next step, applying the modularity class 

calculated for each node and thus forming the communities. One 

way to apply it on the network is setting the colours to the nodes, 

thereby emphasizing the communities, in our case, the topics of 

discussion. The next important move is to calculate the “Average 

Weighted Degree” which gives the user a way to apply different 

sizes to the nodes from their weighted degree, and this was the 

next step. The network isn’t longer a hairball and the recognition 

of communities is clearer, thus, as for the biggest nodes in each 

community, they define the points of view of that community.  

Lastly, each community is a network of point of views and they 

are distributed through Gephi’s workspaces. Now, we apply the 

modularity and calculate the average weighted degree again. The 

final touch consists in setting the design of the graph with the 

“Circular Layout” option, it is also more visually interesting to 

order the nodes based in the modularity class. We advise for 

matter of design to find the node with higher degree, in which we 

will identify the most prominent point of view of the particular 

network. By now, we expect for terms of visualization and 

exploration to have a network of hashtags, i.e, the perspectival 

form of the network. 

4.1 The case with the #WorldCup 
 

The dataset consists in 271.013 tweets that were collected 

between february 4th and may 4th, 2014. This image is a view 

between acts in the third step of our method, after the first pass of 

the modularity optimization algorithm and rearrangement of the 

nodes with highest weighted degrees in each perspective.  It is an 

overview of #worldcup’s hashtags network as the main 

perspectives are emphasized. As we can see a certain noise or 

distortion is identified in the network, as in “#cricket”, where the 

hashtags mean to mention the cricket world cup, or in 

#teamfollowback, where users tend to flood their timeline in order 

to get more followers. 

In this perspective of the network (Figure 2), it is visible the 

english topic being discussed. The different subtopics, evident 

among the nodes, make this assumption clear. And so, as seen in 

the hashtags #epl, #bpl and #premierleague, meaning the 

discussion of the English Premier League a.k.a. the english 

national championship, and in #nufc and #lfc, meaning 

Newcastle, United FC and Liverpool FC, both english teams, and 

last, but obviously not least, the hashtag #rio, that clearly connects 

the main discussion #worldcup, as the English team is going to 

train in the Rio De Janeiro city before the cup. 

 

Figure 3: #qatar perspectives on #worldcup. 

After emphasizing the nodes with highest weighted degrees, the 

human interaction, as research, is truly required to engage the 

process of perspective perception. The hashtag #ukraine involves 

the perspective of protests and their recent history with russia, the 

multiples hashtags are seen in the composition of point of views.  

We can identified the following words: #crimea, #sanctions, 

#russiainvadesukraine, and #worldwar3. But also in this 

perspective, there is fractal element, because we can also foresee 

the hashtags #wc2018, #2018worldcup, and #worldcup2018, 

which suggests that people are already expressing concerns on the 

country that will host the next world cup, in 2018. As for 

#gymnastics, the perspective lies in the gymnastics world cup that 

happened in doha in 2014, which can be seen as noise in our main 

investigation. And in #qatar, where the 2022’s world cup will be 

hosted, the multiplicity, as point of view, is focusing on several 

discussions involving #humanrights, #workersrights, #slavery, 

and such. 

4.2 The case with the #ClimateChange 
 

The dataset on climate change was collected between February, 

2nd and May, 5th of 2014. In total, we have exactly 1.048.576 

Figure 2: #worldcup’s main perspectives and #england 

perspectives on #worldcup. 



million tweets. To analyze the data, we put together a hashtag 

network of 21.415 nodes. 

The number for the hashtags provides a sample of the "heat" of 

the debate online. In the Figure 4, we had only computed the 

modularity the first time, the graph display the partition of the 

network into modules. The points of view with higher average 

weighted degree indicates as results: #carbonbubble, #energy, 

#obama, #tcot, #nsa, #gree#, #news, #ows, #truth, #obama, 

#bbcnews, #fracking, #travel, #jobs, #earthday, #organic, #climate 

and #climate2014. Who is what in this network? Appearances can 

be deceptive, although, a few interesting revelations appears 

already. For instance, #tcot means Top Conservatives on Twitter, 

this network has a longer effect in the network because it has has 

an alliance to american Tea Party. 

 

Figure 4: #climatechange perspectives. 

 

Still, note that we have design the perspectival forms in order to 

visually demonstrate the capacity of some point of views to 

establish more regimes of alliances. In this orange network of 

point of views, the high value of internal modularity, clearly 

echoing the american Republican Party tongue. At the same time, 

the green network maintain a link to the orange network, the 

multiple points of view embedded in this green network are 

#globalwarming and #deniers. No wonder, this perspectival form 

preserve this alliance with American conservative party. 

The blue network proposes a perspectival form of the 

anthropocene. A hahstag itself, #anthropocene reflects the 

currently reality of concerns brought by the notion of Gaia. 

Bringing issues like # energy, # food, # weather, a dimension of 

the ecological crisis. The reflection of man before the outburst of 

Gaia. In this case, the blue network has links to the different 

perspectival forms, such as the #cdnpoli, a network of the point of 

views involving the environmental crises in Canada. In there, we 

can find the #KXL #KeystoneXL, the hashtags used about the oil 

debate. 

 

Figure 5: The blue network arises as a perspectival form with 

high modularity. 

5. CONCLUSION 
 

In this paper we have presented theoretical references in Post-

Social Anthropology and Complex Networks to support our 

methodological framework for studies of social information data. 

Twitter is a rich field of productions, it can create alarming 

discussions over the necessity to debate the ecological crises, such 

as the hashtag #climatechange. There is a social memory within 

the hashtag, that’s why in this research we addressed the 

exploration of points of view though the hashtags in the network. 

However, the hashtag is also a fictional character that brings 

together a collective memory and puts it to act in the public space, 

influencing the understanding of what we understand to be reality. 

This is not a simulacro 2.0, it is a practice that activates a mode of 

human existence, the fictional, to expand our critical capacity.  

In the case of #climatechange, we confirmed the existence of a 

variety of networks in the large network. Different perspectives 

that are completely distinguishable. Such as, the distance between 

#actonclimate and #teaparty.The analysis of the #worldcup 

assemble the perspectival form as a multiplicity. Inviting us to dig 

into the point of view, emphasizing that it is not possible to 

generalize the network. This procedure, that analyzes the co-

occurrence of hashtags in a dataset of tweets, leaves behind tweets 

with no hashtags and one hashtag only. This implicates on a 

certain limitation for the method, but also it focuses on its main 

goal: to study the connection between the hashtags of a tweet and 

perceive the perspectival form originated by its connections on a 

complex network.  

We describe the intercorrelation of algorithms and the humanities, 

together it composing a powerful tool that allows a routine of data 

mining, processing, and visualization of social information. 

Applying our research methodology has evidenced our hypothesis 

since it indicates that there are variety of points of view, so a more 

detailed study of network demands to take into account the 

perspectives of the network. It is also important to note, 

perspectives converge in the same direction, so the groups are 

well defined in which side it defends. Our method indicates that 

research involving informational networks, such as studies 

concerning degree, sentiment, hub and authority, which do not 

take into account the perspectives in dispute in the networks, will 

tend always to reach conclusions that privilege the richest nodes 

with more connections. For future work, we plan to refine our 



methodological frame with tests in other datasets and to improve 

the visualization of the perspectival form of the network. 
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ABSTRACT
Visualizations on the Web can help users to understand
complex concepts, such as when too many objects of pos-
sible interest are present. For the purpose of evaluation of
their usability, gaze tracking data represent a valuable source
of information. These data are themselves complex, time-
varying and in large quantities, thus posing challenges on
their manipulation and visualization. We propose an infras-
tructure for collection and visualization of the gaze tracking
data from dynamic Web applications. Its main purpose is to
support researchers in UX (user experience) testing of their
proposed interfaces (and visualizations). In the paper, we
provide a user study on the usability of the infrastructure
and compare it to existing solutions.

Categories and Subject Descriptors
H.1.2 [Models and Principles]: User/Machine Systems—
human factors; H.5.2 [Information Interfaces and Pre-
sentation]: User Interfaces—evaluation/methodology, user-
centered design

General Terms
Design, Experimentation, Human Factors

Keywords
gaze tracking, infrastructure, visualization, UX testing, ar-
eas of interest, web

1. INTRODUCTION
For a picture (a visualization) to be worth a thousand words,
it has to have a clear message that is easily understandable
by the users (receivers of the message). However, visualiza-
tions nowadays are usually not only static pictures, but re-
quire often complex interaction with the interface elements,
such as filtering values, selecting ranges (e.g. time, price,
etc.), zooming or navigation. In addition, this interaction
is in many cases carried out in the Web environment with
dynamically generated, or even streamed content. Evaluat-
ing proposed visualization, its usability and the overall user
experience (UX) can be, therefore, an uneasy task.

There are many questions that can be of importance dur-
ing evaluation, such as: How much time do the users spend
looking at the visualization and how much time interacting

with the interface? In what order do they receive the in-
formation? Do they read the accompanying text? Does the
pattern change when we change a particular element (its po-
sition, design, etc.)? In order to answer these questions, it is
not enough to rely on the indirect or implicit forms of feed-
back, such as position of a mouse cursor, clicks or scrolling.
We need to evaluate what the users are actually looking at.

For this purpose, we can utilize gaze tracking technology
that is becoming more affordable for the researchers and
the ordinary users alike. Existing solutions have, however,
often only limited support for the Web-based dynamic ap-
plications. In this paper, we propose an infrastructure for
gaze tracking data collection and visualization focusing on
the Web environment. We developed a prototype that can
transparently work with gaze tracking devices from various
manufacturers and supports multiple browsers. We provide
an empirical evaluation of the proposed infrastructure and
its visualization capabilities for UX testing and compare it
to some of the existing solutions.

2. RELATED WORK
Eye tracking has been applied in many user studies in the re-
cent years. With lowering price and increasing availability of
low-end models, it is becoming possible to have eye-trackers
not only in UX laboratories, but also in end-users’ note-
books. It opens up new possibilities for types of interactions
and adaptation, i.e. personalization of the applications to
the users as noted in [1]. The authors verified that adapting
the displayed ads on a website based on gaze data resulted
in significant increase of users’ attention.

Adaptation of visualization based on gaze data was proposed
in [5]. The authors compared two types of visualization,
namely bar chart and radar graph on fourteen tasks of differ-
ing type and complexity. In addition, the participants’ per-
sonal traits (cognitive abilities), such as perceptual speed or
visual working memory have been tested. They were able to
correctly classify the task’s type, complexity and the users’
cognitive ability based on the gaze data and selected areas
of interest, thus showing, that there are distinct differences
in patterns and interaction styles worth of adapting to the
users.

Individual differences in gaze patterns and behaviours were
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Figure 1: Conceptual design of the proposed architecture.

observed in [2] as well. Eye tracking has also been utilized
in a user study on visualization of faceted interface [3]. The
authors were interested in finding out, whether the users do
not use facets just because they are shown to them. There-
fore, they automatically hid (collapsed) them. Using the
eye-tracker they verified that the faceted interface was used
heavily in both cases (when visible as well as when hidden)
with no significant difference in gaze patterns.

In order to be able to effectively evaluate areas of interest,
we need to be able to track them throughout dynamically
changing content. An algorithm for this purpose was pro-
posed in [4] focusing on the tracking in video content.

However, tracking areas of interests on the Web usually re-
quires different approach as the content can change com-
pletely, although it is still the same element (area of inter-
est). According to our knowledge, it is still largely unsup-
ported by the existing eye-tracking software.

The Eye Tribe1 that promises a cheap tracker comes with no
software, only with API for developers. On the other hand,
Tobii Technologies2 offers a Tobii Studio that comes with
a full support for planning user studies, tracking, visualiza-
tion and evaluation. However, it works only with Internet
Explorer and areas of interest can be added only as static
rectangles or polygons which is unusable with dynamically
changing Web content. The best support for Web 2.0 seems
to have Nyan 2.0 3 solution by Eye Gaze, LC Technologies.
It can recognize different overlays and also visualize Web
navigation paths. Areas of interest are, however, still defined
as polygons. In addition, most of the existing solutions try
to roll-out the Web pages to account for scrolling. This is,
however, not enough for many modern applications, which
can have different elements with their own scrollbars (e.g.

1https://theeyetribe.com/
2http://www.tobii.com/
3http://www.eyegaze.com/eyegaze-analysis-software/

Facebook with its chat, activity stream etc.).

Other problem with existing solutions is support for only
one tracking device, i.e. multiple users cannot be tracked
at the same time with exception of Eyeworks software by
Eyetracking4 when combined with their Quad server solu-
tion. Even so, the existing solutions for gaze data collection
and visualization are developed by the eye-trackers’ manu-
facturers and therefore, they are closed to one particular eye
tracker brand and cannot be extended to work with devices
from other manufacturers.

3. INFRASTRUCTURE FOR GAZE
TRACKING

In order to address the problems of existing solutions dis-
cussed in the previous section, we propose an infrastruc-
ture for gaze tracking focusing on the dynamic Web appli-
cations. Its conceptual design can be seen in Figure 1. It
consists of three main components, namely Gaze Monitor,
Web Browser AOI Logger and Gaze Presenter, which in turn
comprises of Gaze Admin, Gaze Visualizer and Gaze API.

Researchers define the areas of interest (AOI) using the Web
Browser AOI Logger which are then stored on the server.
They can set-up the whole experiment using the Gaze Ad-
min, which is a part of Gaze Presenter component.

Then, the participants can connect using the Gaze Moni-
tor, which communicates in the background with the eye-
tracker, collects the gaze tracking data and sends them to
Web Browser AOI Logger for enrichment. The data are
enriched with the XPath5 of the element the user (i.e. par-
ticipant) is looking at, based on the coordinates supplied by
the eye-tracker. The URL of the current website is added
as well. Enriched data are sent by the Gaze Monitor at

4http://www.eyetracking.com/
5http://www.w3.org/TR/xpath/



Figure 2: HTML elements highlighted during defi-
nition of areas of interest. Green ones have already
been added (note that every snippet is a part of
an area of interest definition), orange is highlighted
upon mouse hover and can be selected by a mouse
click.

specified time intervals to the Gaze Presenter for persistent
storage.

They can be viewed and analysed by the researchers using
the Gaze Visualizer component. The data can be also re-
trieved using the provided Gaze API and then manipulated
by the third-party applications.

The individual components are further described in the fol-
lowing sections.

3.1 Gaze Monitor
Gaze Monitor connects to an eye-tracking device to receive
gaze data from it. In order to transparently support de-
vices from various manufacturers, we have implemented our
own library that serves as a façade to the actual eye-tracker’s
API. Currently, we support devices from two manufacturers,
namely Tobii Technologies and The Eye Tribe. In addition,
we provide our own gaze data simulator that enables de-
velopers and researchers to develop applications for the eye-
tracker without having one; gaze is simulated by the position
and movement of the mouse cursor. Because it uses our pro-
vided library, the applications developed and tested with the
help of the simulator can consume the simulated gaze track-
ing data as if they were from the actual eye-tracking device
(i.e. using the same API calls).

The Gaze Monitor stores gaze data from the tracker in a
queue. It communicates with the our provided browser ex-
tension - Web Browser AOI Logger, sends it the queued data
and receives the enriched data. These are sent to the server
in specified time intervals.

3.2 Web Browser AOI Logger
Web Browser AOI (Area of Interest) Logger is realized as an
extension to the web browser. Its main functionality is to
enrich data from the Gaze Monitor. Currently, we support
both Google Chrome as well as Mozilla Firefox browser. The
gaze tracker data contain normalized coordinates which are
recalculated in order to identify the specific HTML element
of the displayed Web page. The element is identified by its

Figure 3: XPath string. It can be customized by
deselection of the specific path’s elements (in gray).

unique XPath.

The extension is also used to define areas of interest on the
Web page, which is in more detail described in section 4.1.

3.3 Gaze Presenter
The data sent from the Gaze Monitor are collected by the
provided server application, i.e. the Gaze Presenter. It en-
ables data collection from multiple connected users at once.
We use two databases for storing the data; SQL database
for storing the information about experiments (projects, ses-
sions, users, areas of interest) and NoSQL document-based
database RavenDB for storing the enriched gaze tracking
data in JSON format. One of the considerations when choos-
ing the data storage was velocity of the incoming data; the
eye-tracker’ frequency is (based on the actual model) at least
30Hz meaning that we have approximately 100,000 new data
records per each hour’s worth of tracking.

The collected data can be accessed and visualized by the
users using the provided Web interface. In addition, we pro-
vide an API for third-party applications that can consume
collected data (i.e. what users are looking at which elements
at what time) and e.g. adapt (personalize) the visualized in-
formation based on the users’ gaze, i.e. what they are (not)
looking at. Thus, the gaze tracking can be used not only
for the purpose of evaluating the interface (visualization),
but can be considered as a form of implicit user feedback.
This way, it can help to model interests of the users more
precisely.

4. VISUALIZATION OF GAZE TRACKING
DATA

Visualization of gaze tracking data is crucial for its under-
standing and usage for evaluation of the user interfaces.
Complexity lies in the data’s velocity, multidimensionality
and time variability. We can significantly reduce the compu-
tational requirements, when we include only data for specific
areas of the tested Web page that are of an interest for us
(so-called areas of interest). Thus, instead of computing fix-
ations for all the elements, we can do it for a handful defined
by the user.

4.1 Definition of Areas of Interest
We enable users to define areas of interest (AOI) using our
browser extension. After activation, the elements in the Web
page are highlighted upon mouse hover (see Figure 2). After
the highlighted element is clicked on, the pop-up appears, in
which it is possible to customize the selected area (name it,
described it) or to change the XPath (see Figure 3) to suite
the user’s specific needs.

It is, thus, possible to choose not only the actual clicked
element, but e.g. every paragraph with the same parent, or



Figure 4: Visualization of fixations in time for the selected user and area of interest.

every element with the same class, etc. This can be used
with advantage for the dynamically generated Web pages,
where we do not know exact element’s path, but we can
identify it by its relative position within the HTML DOM
structure or by its other attributes. It also enables users to
include to an area of interest elements which are generated
on the fly and are therefore not present at the time of area
of interest definition, but share the same attribute value.

4.2 Visualization of Metrics
The eye-tracker tracks the position and movements of each
eye separately; however, we are interested, what a user is
looking at (which is rarely two things at once). Therefore,
we calculate the gaze position as an average of the two eyes’
coordinates. In addition, the tracker is not always precise
and the gaze can seem to oscillate around a specific point,
when the user actually looks at the same point the whole
time. We use several smoothing techniques to account for
this, especially a moving average technique by averaging N
consecutive gaze coordinates from a moving window. The
users (researchers) can also specify minimal time threshold
for fixation, i.e. for how much time (e.g. 500 ms, 1 s, etc.)
the user has to look at the area for it to count as a fixation.
This way, we can filter out events, when the user moved gaze
through the element without actually fixating on it.

The cleared data can be accessed and visualized by the users
using the provided Gaze Visualizer component. Currently,
we support the following metrics:

• Number of fixations - it counts, how many times the
users looked at the specified areas of interest during
the duration of the whole session

• Dwell time - similar to the first metric, but instead of
the number of times the users’ gaze entered the areas
of interest, it aggregates the spent time (how long the

users looked at the areas of interest during the whole
session)

• Fixation in time - it shows, how the fixation count
changed over the time of the experimental session (see
Figure 4)

The users can aggregate and compare the data from multiple
sessions, users and for multiple areas of interest using the
provided filtering options. Data are shown in tabular view
as well as visualized in the form of charts using the D3.js6

library. The charts can be exported and saved to disk.

5. EXPERIENCE WITH THE PROPOSED
GAZE TRACKING INFRASTRUCTURE
AND ITS USABILITY

In order to evaluate our proposed infrastructure, we carried
out a user study with four participants. We chose partici-
pants who had previous experience with eye tracking in Tobii
Studio, so that they could compare the functionality of the
both systems.

The participants’ task was to set-up an experiment using
our infrastructure, then collect the gaze data and lastly, to
visualize and evaluate it. At the end, we asked them to fill
in a questionnaire evaluating the different features.

The participants rated highly the provided functionality of
defining the areas of interest. It was also rated as intuitive
and easy to understand (4.25 on average from a five-point
Lickert scale). However, we observed problems with editing
the XPath string, namely the participants did not intuitively
find out that it is customizable. After explanation of how
it works, they appreciated the flexibility. One of the par-
ticipant suggested that he would be interested to define not

6http://d3js.org/



only a single area of interest as a combination of different
elements (e.g. each result on search engine’s results page),
but also to explore the differences in gaze patterns with in-
dividual elements within this area of interest group.

The participants found the experiment easy to set-up, al-
though they had in some cases problems to understand the
difference between a project and its sessions. As to the vi-
sualization, it was again rated very positively (4.25 on aver-
age), even though we currently provide only visualization of
the three metrics. On the other hand, these metrics are ones
of the most often used as we also verified in the reviewed lit-
erature (they were used practically in all of the related works
reported in this paper). The participants missed the most
possibility of creating heat maps and fixation sequences (how
the gaze moves from element to element).

Compared to Tobii Studio, the participants appreciated the
flexibility of defining the areas of interest, support of multi-
ple browsers and multiple concurrent users as well as possi-
bility to manually set the preferred minimal length (thresh-
old) of fixations. On the other hand, they lacked audio and
video recording and support of data inputs other than gaze,
such as mouse clicks (left and right button), scroll events,
etc. They would also appreciate the possibility to export
the data or to clean it within our application.

Lastly, two participants would use our solution alone and
two in combination with others, such as Tobii Studio, mainly
for the lack of audiovisual recording. Overall, we find the
feedback positive and encouraging for future development.

6. CONCLUSIONS
In the paper, we proposed an infrastructure for collection
and visualization of gaze data focusing on the dynamic Web
applications. Our main contributions are:

• visual definition and support of dynamic areas of in-
terest, the content of which as well as size and position
can change over time

• support of multiple browsers and eye-trackers from dif-
ferent manufacturers by providing a unified and easily
extensible API

• collection and automatic evaluation of the gaze data
from multiple concurrent devices and users

We realized a prototype of the infrastructure and carried
out an user study in order to gain feedback to its function-
ality and usability. Based on the collected user feedback de-
scribed in previous section, we plan to provide heat maps as
well as fixation sequences visualization in the future. More
importantly, we would like to enhance the data manipula-
tion techniques, such as cleaning the data, selecting time
ranges, zooming in and out, etc.

Currently, it is possible to automatically annotate the gaze
data based on the fixations within the areas of interest de-
fined by the users. However, the users may wish to add
other annotations of different types either manually or au-
tomatically based on a set of predefined rules. It can be in

a form of events, e.g. someone entered the room during the
study, the participant looked away, the user study modera-
tor provided a guidance, etc. These events represent useful
metadata that can further explain the collected gaze data
and provide new insights. In addition, it would be interest-
ing to segment the data based on these events or compare
the changes in gaze patterns or behaviour (e.g. before giving
guidance and after it).

In order to support this kind of annotations, we have to
solve several (also) visualization issues, namely visualization
of gaze data stream in real-time and adding the annotations
to a single point in data or a range. The easy to understand
and intuitive visualization of the associated annotations in
the data in the process of evaluation is also an open problem.

In addition, it is very likely that the eye-trackers will be a
part of end-user devices in the near future. This will allow
usage of gaze data as one of the implicit feedback factors of
users’ interest. When we combine our provided Gaze API
with the events in the form of annotations, it can support
new ways of personalized interactions on the Web.
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Increasing the user’s attention on the web. In Proc. of
the 7th Nordic Conf. on Human-Computer Interaction
Making Sense Through Design - NordiCHI ’12, pp.
544–553, NY, USA, 2012. ACM Press.

[2] S. T. Dumais, G. Buscher, and E. Cutrell. Individual
differences in gaze patterns for web search. In Proc.of
the 3rd Symposium on Information Interaction in
Context - IIiX ’10, pp. 185–194, NY, USA, 2010. ACM
Press.

[3] M. Kemman, M. Kleppe, and J. Maarseveen. Eye
tracking the use of a collapsible facets panel in a search
interface. In Proc. of the 17th Int. Conf. on Theory and
Practice of Digital Libraries - TPDL ’13, pp. 405–408,
Berlin, Heidelberg, 2013. Springer.

[4] F. Papenmeier and M. Huff. DynAOI: a tool for
matching eye-movement data with dynamic areas of
interest in animations and movies. Behavior Research
Methods, 42(1):179–87, Mar. 2010.

[5] B. Steichen, G. Carenini, and C. Conati. User-adaptive
information visualization. In Proc. of the 2013 Int.
Conf. on Intelligent User Interfaces - IUI ’13, pp.
317–328, NY, USA, 2013. ACM Press.



TweetViz: Following Twitter hashtags to support 

storytelling 
Lorena Lucas Regattieri 

University of Alberta 
Edmonton, AB 

55 27 99767590 
regattie@ualberta.ca 

 
Geoffrey Rockwell 
University of Alberta 

Edmonton, AB 
grockwel@ualberta.ca 

 

Ryan Chartier 
University of Alberta 

Edmonton, AB 
recharti@ualberta.ca 

Jennifer Windsor 
University of Alberta 

Edmonton, AB 
jjwindsor@gmail.com 

 
 
 

ABSTRACT 

 
How can visualizations of massive amounts of information be 

made more useful for data journalists? The availability of large 

amounts of publicly available user generated content is opening 

new opportunities to study social, cultural, and communications 

phenomenon.  Computer assisted analysis now makes it possible 

to explore the relationship between nodes and text without having 

to choose between data size and depth. To create a visualization 

technique that would allowed us to reveal the network of actors 

and the main themes hidden in a large dataset, we had to work in a 

method of inquiry for social sciences. Based on the actor-network 

theory (ANT) we explored a dataset extracted from Twitter in 

order to map relationships and indicate new possibilities for 

journalists by discovering main themes around a hashtag, this way 

we interpret a layer of text multiple times, analyzing the nodes in 

its many attributes. Beyond the boundaries of 140 characters, this 

approach can succeed as it reproduces and reveals the dynamic 

connections contained in a collective phenomenon. In the last 

section, we demonstrate a prototype visualization that reveals 

behaviors and discourses within the large sample datasets. . We 

use the D3 visualization library to overlap related links and nodes 

to produce a comprehensible interactive visualization. Our model 

is interactive and allows us to identify part and whole pattern 

relationships constant with the three principles of information 

visualization: overview first, zoom and filter, then details on 

demand. This paper analyses networks from the perspective of 

ANT in order to create a visualization ready to support users when 

telling a story with data.  

Categories and Subject Descriptors 

D.3.3 [Programming Languages]: Language Constructs and 

Features – abstract data types, polymorphism, control structures.  

D.2 [Software Engineering]: Design Tools and Techniques - 

Flow charts, Object-oriented design methods, User interfaces. 

General Terms 

Algorithms, Documentation, Performance, Reliability, 

Experimentation, Security, Human Factors, Standardization, 

Languages, Theory, Design. 

 

Keywords 

Data journalism, Actor-Network Theory, design, social network 

analysis.  

1. INTRODUCTION 
A fair number of events and social phenomenon find themselves 

connected; they are caused by a range of parts of a complex 

puzzle interacting to each other. As a society [1], we came to 

recognize that nothing is isolated anymore. If not yet to 

consideration, the “global village” is even more a reality in the 

current state of living, where everything is linked. New 

understandings about society and community life are guided by a 

concept of “glocal” - something that translates the current 

sensation of being both, global and local [2]. The use of twitter 

data to interpreted human behavior is not news. Every day, more 

researchers are overcoming the issue of understanding social 

relations using text analysis and information visualizations tools. 

The availability of large amounts of publicly available user 

generated content is opening new opportunities to study social, 

cultural, and communications phenomenon.  Computer assisted 

analysis now makes it possible to explore the relationship between 

nodes and text without having to choose between data size and 

depth [3]. As the volume of available information expands, it is 

becoming increasingly important for techniques to be developed 

that will allow for networks of information to be effectively 

summarized and navigated. The alternative—what has come to be 

known as the “hairball”—is becoming increasingly unwieldy and 

obfuscatory, no matter how many colour based filters are applied.  

To overcome the hairball we have developed a new visualization 

technique that allows us to reveal the network of actors and main 

themes hidden within traditional network visualizations of large 

datasets. In this paper we reveal this technique and our methods 

for producing it. 

2. METHOD 
The project began as a conversation about how to visualize large 

quantities of data and how this process could support data driven 

information. We made the decision to focus on hashtag and the 

Twitter conversations surrounding these hashtags. The 

conversation led a set of agreed upon features that are represented 

in the original sketch. The tool had to do two simple things: 

visualize the frequency of hashtags in a data set and allow the user 

mailto:regattie@ualberta.ca
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to click on specific hashtags and read the tweets associated with 

them. Every other feature we incorporated into the visualization 

serves one of these two purposes.   

The tweets themselves were extracted using the Twarc1 tweet 

scrapper. Twarc is a command line tool that takes a single search 

term (in this case the string 'rob ford'), queries the twitter API 

(Application Programming Interface), and the downloads all of 

the metadata associated with whatever tweets it finds. However, 

Twarc alone produces a large amount of unnecessary data. For 

every 140-character tweet that Twarc downloads, approximately 

five thousand characters worth of metadata is received. All told, 

we collected about twenty gigabytes of twitter data.   The next 

step was to filter this data, for that it was built another scrapper, 

also in python, that would search this data and return in csv 

format all of the information needed. In this case hashtags, but 

many other attributes such as: geolocation, mentions, and url are 

also available. This dataset returned approximately one gigabyte 

of data. In order to filter the data further, we used an R script to 

split the csv files, format character codes and time stamps, as well 

as filter out every tweet that does not contain a hashtag. This 

reduced the dataset to two hundred megabytes.  We then uploaded 

the entire remaining dataset to a MySQL database through a PHP 

script. The final step was to query this database for visualization 

in a JavaScript library: D3. For reaching out a visualization 

dashboard that could provide interactive information, D3 proved 

to be extremely useful. All told we employed seven different 

programs across six different programming languages in order to 

pre-process the data. 

3. DISCUSSION 
This paper situates the debate and challenges posed by the large 

amount information available online. In this matter, we begin with 

a context of critical questions on Big Data. Mathematicians, 

philosophers, sociologists, and many scholars from different fields 

of study are claiming “for access to the massive quantities of 

information produced by and about people, things, and their 

interactions.”[4] Big Data is a term use for a large combination of 

datasets together. Following Manovich[3] observations on the 

issue, which puts Big Data near a researcher using a simple 

desktop, “we want to combine human ability to understand and 

interpret - which computers can’t completely match yet - and 

computers’ ability to analyze massive data sets using algorithms 

we create.” 

Data driven journalism is a field that brings together the 

interdisciplinary studies involving the provocations in big data 

and information visualization. According to Paul Bradshaw, data 

can be both, used in the production and distribution of 

information in the digital era and a tool with which the story is 

told. In journalism, like any source, data can be treated with 

skepticism; and like any tool, it “should be use with conscious of 

how to shape and restrict the stories that are created with it.” [5].   

Just to have an idea, the graphics department at The New York 

Times, has a group of about 30 people responsible for the 

information graphics and multimedia presentations, such as: 

reporting and writing copy, processing datasets, web 

development, drawing schematics, designing print pieces, and 

developing and creating the interface of multimedia projects. 

When selecting subjects to research, data analysis, and reporting, 

                                                                 

1 Twarc was originally created to save tweets related to Aaron 

Swartz https://github.com/edsu/twarc 

people from many backgrounds are doing data driven journalism, 

the fact that now the abundance of data has increased 

exponentially is a major challenge for the ones working in the 

area of visual storytelling.    

Social network sites like Facebook, Instagram, and Twitter 

became a central component of sociability in our contemporary 

society. User generated content is a way to measure qualitative 

data, from the metrics on the success of a product inside the 

market to tracing the news about a natural disaster, social media 

delivers a massive amount of information everyday.  In studies of 

network analysis, Twitter has become a broad database for 

quantitative and qualitative scholarly analysis. With user 

generated content and the flow of information, the microblog is 

the virtual space for peoples perspectives online [6]. Twitter is a 

rich environment for data scientists looking to investigate the 

issues of Big Data, social relation, and data visualizations.  While 

sharing financial results in February, 2014, Twitter announced 

that its number of users has passed 241 million monthly active 

users. From the 215 million monthly active users, there is around 

100 million daily active users, generating 500 million tweets per 

day.  For qualitative research, Twitter offers a great strategy to 

segment a topic of interest, which is the hashtag (#). A topic is 

indicated through the composition of a hashtag and a keyword. 

This is the average practice in the use of “tags” when categorizing 

web content, anyone familiar with bookmarking will rapidly 

understand the importance of labeling certain tweets. A hashtag 

gain importance when the text has a high rate of retweets, 

meaning that a message is republished many times. This specific 

word will then reach Twitter’s trending topics and achieve a level 

of importance. This will end up creating from time to time, 

specific topics of conversation between users. In qualitative 

research and for the purpose of this research, we will track the 

hashtags in order to examine its parts in the course of a news 

event.  

 
Figure 1. Frequency of hashtags overtime provides insights 

about topics: #robford #topoli #cdnpoli 

Important and new questions emerge as we develop technical 

skills to overcome the “provocations” in Big Data, with computer 

assisted analysis it is possible to trace millions of opinions, ideas, 

feelings, and monitor those flux of information. Language, time, 

space, gain new features on the new method of information 

management. Thus, we need to think in new linguistic production 

associated with fast conversations on Twitter, for example, what 

would be the vocabulary during the course of an event, like a 

bomb explosion or a flooding? We can make these and many 

reflections analyzing the data extracted with the assistance of a 



computer. In consequence, to tell stories based on these data 

visualizations.   

The mapping controversies technique is a successful method to 

trace digital data. Cartography of controversies is a method 

created by Bruno Latour [7] and is broadly used in the 

communications field to map the debates around an specific 

object, subject, or event. This technique hinge on the idea that 

'things' generate contested spaces, this way something new is 

produced following a large amount of material and subjective 

considerations. An Actor-Network-Theory (ANT) comprehension 

of events will move beyond the traditional dimensional image, 

between two or three common implications, extending to the 

meaning of the human factors, thus reducing the necessary to 

differ subject and object: “In a few words, when you look for 

controversies, search where collective life gets most complex: 

where the largest and most diverse assortment of actors is 

involved; where alliances and opposition transform recklessly; 

where nothing is simple as it seems; where everyone is shouting 

and quarrelling; where conflicts grow harshest. There, you will 

find the object of the cartography of controversies” 

[8].Considering Venturini’s instructions to reach out for the 

controversy, we were lead to an investigation of an event that 

would be both, complex and big. A theme that would lead us to 

question the possibilities in the process of producing new 

visualizations, especially for data driven journalism. Knowing that 

we chose to pursue an empirical investigation within the course of 

news involving the Toronto mayor Rob Ford.  

 

3.1 The story on the Rob Ford Controversy 
A brief background about the case that explains the choice for 

data: starting in May 16, 2013, a series of reports about a video 

supposedly showing the Toronto mayor smoking from a glass pipe 

ends up circulating on the U.S media. Subsequently, media outlet 

Toronto Star also spread the news about a man their reporters 

claim in a video smoking crack. This is enough for the long 

controversy to begin. Since May, from denying allegations to new 

videos emerging from time to time in several news media, Rob 

Ford is an ongoing conversation on Twitter.   

Building up from the theoretical references exposed above, we 

needed a dataset big enough to challenge us within the limits of 

back end and front end work with Big Data. With different themes 

underlying the discussion on Canadian and Toronto politics, the 

dataset extracted from Twitter around Rob Ford elaborates on 

how citizens are expressing their concerns on social, economics, 

and political issues in the society.  The Rob Ford tweets set us up 

with long tail of conversations to follow, presenting us with a 

scenario demanding of critical thinking about information 

visualization. Moretti[9], Manovich[10], and Ruecker et al.[11] 

have drawn the attention of the literary research community to the 

value of visualization within the research process.  Telling stories 

with data is about discussing theories of visual thinking and 

analytical design [12], however, it is also about engaging in a 

scholarly debate over the uses of a visual interface to investigate 

social data. We aim to bring together in our tool, an innovative 

method where anyone can quickly analyze, visualize and share 

information. 

3.2 TweetViz: a tool to explore data2 
In this section we demonstrate a prototype visualization that 

reveals behaviours and discourses within the large sample 

datasets. Our model is interactive and allows us to identify part 

and whole pattern relationships constant with the principles of 

Shneiderman’s[13] visual information-seeking mantra: overview 

first, zoom and filter, then details on demand. We use the D33 

visualization library to overlap related links and nodes to produce 

a comprehensible interactive visualization. In developing this 

technique we are untangling what would otherwise be "hairballs," 

aligning relevant information from the inside out, displaying 

clusters, outliers, patterns and trends, making visible to users 

"differences that make a difference". [14] An overview provides 

the gist of the data — the substance or salient aspects of the 

information and a perceptual shortcut. It is the ‘macro’ referred to 

when discussing micro/macro readings of information graphics: 

the texture of detail that we don’t immediately need to direct our 

full attention to that cumulates into larger, coherent structures. 

Gist provides a summary of the data at a low cognitive cost for the 

viewer in terms of time and mental energy. The image (2) shows 

an early sketch of the concept, it was designed to allow 

comparisons to be made within an eye span and provides a 

general context for the entire dataset. The user then has a basis to 

draw on for further drill-down decisions. 

 
Figure 2. First sketch of the tool would display a word cloud 

for each day 

Data visualizations excel at expressing comparative or relational 

aspects of data in order to highlight significant connections and 

identify patterns or trends. In the same way that mapmakers often 

focus on certain predetermined features of a landscape rather than 

depict an exact replica of an area from above, our first task in 

creating an overview of more than a million tweets was to 

consider which features were most likely to reveal relevant 

structures within, and context for, the data.  When choosing a 

temporal framework for the visualization, patterns and trends (as 

evidenced by changes in the dataset such as new hashtag 

appearances, spikes in frequency and emergent word occurrence 

patterns) were revealed. It became possible to compare and 

contextualize data changes with real-world events. We chose 

hashtag frequency for the y-axis reasoning that it offered the 

broadest indication of tweet topic, and other means of drilling-

                                                                 

2 TweetViz Prototype is available at 

http://analytics.artsrn.ualberta.ca/viz/hashtag.html 

3 D3.js is a JavaScript library for manipulating documents based 

on data. D3 helps you bring data to life using HTML, SVG and 

CSS http://d3js.org/ 



down such as username and keyword search would then provide 

the viewer greater detail after. Highlighted hashtag occurrence 

over time, in the context of how often it appears, provides a macro 

view of a conversation arc over a given period. We also chose to 

highlight outliers — hashtags that only appear once in the data set 

— reasoning that they might provide a unique perspective from 

outside of occurring trends and patterns.  After the broad strokes 

of the overview, the user can explore the data more closely. The 

‘zoom’ Schneiderman referred to typically means changes in the 

scale of magnification — in TweetViz, it is semantic in nature. 

The user can move from a macro reading of the data to closer 

examinations of the text. In the original sketches, this is 

accomplished by either a small word cloud generated for a given 

hashtag each day, or in the tweets themselves in a second panel. 

Filtering is achieved with a date-range selector and a username 

and keyword search. 

 
Figure 3. User can explore tweets by user or hashtag  

A significant design concern for large data sets is dealing with 

occlusion: ensuring that the design inhibits visual elements 

overlapping as much as possible. In the early sketches, we 

designed a division between the 10 most commonly occurring 

hashtags and the rest of the hashtags in order to minimize overlap: 

when the slider bar is raised, the user can see all but the top 10 

occurring hashtags in their relative (and often occluded) 

arrangement; when the bar is lowered, greater vertical space 

lessens overlap for the top 10.  

The current visualization offers a toggle between relative and 

absolute views of the top 10 hashtags, and uses jitter — the slight, 

irregular movement of overlapping hashtags — to reveal 

overlapped elements at minute intervals. In the next paragraphs, 

we engage in the process of untangling the "Hairball" by building 

our own tool. The visualization dashboard consists of two screens. 

The first is a visualization of the relative frequency of each 

hashtag in the data. The larger the percentage of tweets that that 

hashtag gets used in the higher it appears on in the chart. 

Secondly, we also wanted to visualize the contents of these 

tweets. This is done in two ways. Firstly, the original design had a 

word cloud associated with each node, this word cloud is 

designed to offer an ‘at a glance’ insight into the content of the 

tweets represented by a hashtag. Secondly the user can click on a 

node and transfer the tweets in that node to the second screen. The 

viewer is simply a widget that allows the user to sort, filter, and 

read individual tweets. 

 

Figure 4. Visualization of the Relative Frequency of the 

hashtag #Topoli overtime  

Due to the incredible quantity of tweets that twitter processes on a 

daily basis, the unique identification numbers assigned to each 

tweet was massive. Unfortunately, not every program handles 

large numbers in the same way, and due to the large assortment of 

programs in use, not all of this data was translated between 

languages perfectly.  Another problem encountered is due to 

character encoding. Because twitter is an international platform, it 

is extremely lenient in which characters it allows. Unfortunately, 

due to the large amount programs and data formats used, not all of 

which allow by default the entire unicode character set, certain 

characters needed to be removed from the set (notably all 

newlines, carriage returns, and some foreign symbols I could not 

identify) and certain characters were lost in translation. An 

example of where this problem appears is in the ‘t’ hashtag in the 

rob ford data set. Unfortunately, ‘t’ is only a small part of the 

hashtag itself, but the rest does not render properly. Beyond the 

prototype stage a better solution to this project needs to be 

addressed.  Request size also proved to be a problem. Javascript is 

a client side service, and in order for it to visualize properly the 

entire data set needs to be processed and transferred to the user 

computer. Unfortunately, due to the size of the project, these 

requests tended to overwhelm the earlier versions of the project. 

Early versions of the twitter viewer actually fetched the full text of 

every tweet it was analyzing. This was necessary because it was 

the easiest way to generate the word clouds dynamically. 

However, this soon proved to be too much for JavaScript to 

handle. Instead, we needed to preprocess all of the data on the 

server. Unfortunately, this meant that the word clouds needed to 

be generated outside of D3. Due to the difficulties to visualize, it 

was decided to cut the world clouds and only visualize the content 

through the tweet reader.  

 

Figure 4. Visualization of the sorted Frequency of the hashtag 

#RobFord overtime  

3.3 Reporting on issues and findings 
Due to the incredible quantity of tweets that twitter processes on a 

daily basis, the unique identification numbers assigned to each 

tweet was massive. Unfortunately, not every program handles 



large numbers in the same way, and due to the large assortment of 

programs in use, not all of this data was translated between 

languages perfectly.  Another problem encountered is due to 

character encoding. Because twitter is an international platform, it 

is extremely lenient in which characters it allows. Unfortunately, 

due to the large amount programs and data formats used, not all of 

which allow by default the entire unicode character set, certain 

characters needed to be removed from the set (notably all 

newlines, carriage returns, and some foreign symbols I could not 

identify) and certain characters were lost in translation. An 

example of where this problem appears is in the ‘t’ hashtag in the 

rob ford data set. Unfortunately, ‘t’ is only a small part of the 

hashtag itself, but the rest does not render properly. Beyond the 

prototype stage a better solution to this project needs to be 

addressed.  Request size also proved to be a problem. JavaScript 

is a client side service, and in order for it to visualize properly the 

entire data set needs to be processed and transferred to the user 

computer. Unfortunately, due to the size of the project, these 

requests tended to overwhelm the earlier versions of the project. 

Early versions of the twitter viewer actually fetched the full text of 

every tweet it was analyzing. This was necessary because it was 

the easiest way to generate the word clouds dynamically. 

However, this soon proved to be too much for JavaScript to 

handle. Instead, we needed to preprocess all of the data on the 

server. Unfortunately, this meant that the word clouds needed to 

be generated outside of D3. Due to the difficulties to visualize, it 

was decided to cut the world clouds and only visualize the content 

through the tweet reader. 

In terms of visualization, crowding turned out to be the biggest 

problem in the visualization itself. Once the initial prototype was 

built on a small subset of the data, it became immediately 

apparent that some of the assumptions made in the original design 

were not true. The first assumption was that spacing between the 

top few hashtags would be relatively even. We could visualize the 

top hashtags as a relative percentage and use a slider bar to 

'squish' all of the lower hashtags down allowing us to push them 

out of the way and focus on the higher percentage hashtags. In the 

Rob Ford data set, this is false, and in fact, the opposite is true. 

The top hashtags are completely dominant, and only the top three 

or so are actually visible on a relative scale with everything else 

squishing into the bottom. Instead, of using a slider bar to push 

the lower less important hashtags out of the way, it became 

apparent that we needed a way to focus in on the lesser hashtags 

and push the dominant ones out of the way. 

 

Figure 5. Issues when hashtags overlap each other 

4. CONCLUSIONS 
In short, our research builds up from a solid theoretical reference 

to visualize relationships in a network, the alliance between 

computing methods and the humanities consider quali-

quantitative techniques that means more than overlapping 

statistical resources and ethnographic approach. We believe that 

information is only visible when the user can have the opportunity 

to click on, explore, discover, and share new findings. Data 

analysis can serve as technique to reveal the different structures of 

the same story and to provide new lens to see levels of 

information.  When journalists use data to do their jobs they shift 

from being the first one to communicate to being the ones telling 

people what a certain progress of an event may actually mean. 

This tool can be appropriate by for journalists trying to visualize 

news and events, using data to transform something abstract into 

something everyone can understand and relate to the real events. 

With the curiosity to continue to think critically on how to display 

digital information and to explore data, for the future work we 

hope to overcome the issues with data encoding and crowding in 

our tool.  

 

5. ACKNOWLEDGMENTS 
Funding for the project generously supplied by Just What do They 

Do (JWDTD), Implementing New Knowledge Environments 

(INKE), and Social Science and Humanities Research Council of 

Canada (SSHRC). 

6. REFERENCES 
[1] Castells, M. 1996. The Rise of the Network Society: The 

Information Age: Economy, Society and Culture, Volume 1. 

Blackwell Publishers, Inc, Malden, MA.  

[2] Wellman, B. 1999. Networks in the Global Village: Life in 

Contemporary Communities. Westview Press, Ed. Boulder, 

CO. 

[3] Manovich, L. 2012. Trending: The Promises and the 

Challenges of Big Social Data. In Debates in the Digital 

Humanities. Minnesota, MI: The University of Minnesota 

Press. http://dhdebates.gc.cuny.edu/debates/text/15 

[4] Boyd, D. and Crawford, Kate. 2012. Critical Questions for 

Big Data: Provocations for a Cultural, Technological, and 

Scholarly Phenomenon.In Information, Communication, & 

Society 15:5, 662-679. 

[5] Gray, J. Chambers, L. and Bounegru, L. The Data 

Journalism Handbook How Journalists Can Use Data to 

Improve the News. O'Reilly Media.  

[6] Wu, S. Hofman, J. Mason, W. and Watts, D. 2011. Who says 

what to whom on Twitter. In International Conference On 

World Wide Web, WWW’11,New York., NY. 

[7] Latour, B. 2005. Reassembling the Social: an Introduction to 

Actor Network Theory. Oxford University Press. Oxford.  

[8] Venturini, T. 2010. Diving in magma: how to explore 

controversies with actor-network theory. In Public 

Understanding of Science 19 (2009): 1-16.  

[9] Moretti, F. 2005. Graphs, Maps, Trees: Abstract Models for 

a Literary History. Verso, London.  

[10] Manovich, L. and Douglas J. 2009. Cultural Analytics. In 

Plenary address at the Digital Humanities 2009 conference. 

University of Maryland. June 22-25.  

[11] Ruecker, S. Radzikowska,M. and Sinclair S. 2011. Visual 

Interface Design for Digital Cultural Heritage: A Guide to 

http://dhdebates.gc.cuny.edu/debates/text/15


Rich-Prospect Browsing. Farnham, Surrey: Ashgate 

Publishing,  

[12] Tufte, E. 2001. The Visual Display of Quantitative 

Information, 2nd. Ed. Graphics Press LLC, Cheshire, 

Conneticut.  

[13] Shneiderman, B. 1996. The Eyes Have It: A Task by Data 

Type Taxonomy for Information Visualizations. In 

Proceedings of the IEEE Symposium on Visual Languages 

(Washington. IEEE Computer Society Press, pages 336-343) 

IEEE’96.  

[14] Tufte, E. 2006.  Beautiful Evidence. Graphics Press. 

Chesire, Connecticut:CT.  

 



MarcoCivil: Visualizing the Civil Rights Framework for the 

Internet in Brazil
 

Lorena Lucas Regattieri 
LABIC-UFES 

regattie@ualberta.ca 

 

Gabriel Herkenhoff 

Labic-UFES 

gabriel.herkenhoff@gmail.com 

 

 

 
Fabio Malini 
LABIC-UFES 

fabiomalini@gmail.com 

 

 
Fabio Goveia 

LABIC-UFES 

fabiogv@gmail.com 

 

 

 

 
 

ABSTRACT 

In this paper, we map the controversy surrounding the Marco 

Civil da Internet (Civil Framework for the Internet) in Brazil.   

Drawing on a Twitter dataset spanning from August 2012 to 

December 2013, this study uses a series of methods of data 

mining, processing, and information visualization to produce a 

historiography of collective actions related to the Marco Civil.  

The MarcoCivil platform at the “Digital Culture” website creaed 

initiatives to spread the discussions online:  a Twitter profile 

@MarcoCivil  (run by the administrators of the platform) and the 

MarcoCivil hashtag. To conduct the Marco Civil cartography we 

chose to work with the messages indexed to the MarcoCivil 

hashtag circulating on Twitter. In 2012 and 2013 Twitter became 

the online space in which cyber activists were most vocal. From 

October 2012 to January 2013 , we collected about 21.997  tweets 

related to Marco Civil, it was then that we noticed the presence of 

a controversy and a diversity of points of view in dispute. News 

reports in Brazilian newspapers during the discussion, little took 

into consideration the issues engendered in the struggle for 

approval of the law. By demonstrating with graphs the dispute 

between the different actors involved in this battle, we seek to 

contribute to the history of the approval of the Marco Civil. From 

telecommunications companies to politicians, our report show 

how history was made in the field of the internet human rights.   

Categories and Subject Descriptors 

D.3.3 [Programming Languages]: Language Constructs and 

Features – abstract data types, polymorphism, control structures. 

K.4.1 [Computer and Society]: Public Policy Issues – Ethics, 

Intellectual property rights, privacy, regulation.  

G.2.2 [Numerical Anlaysis]: Graph Theory - Graph algorithms. 

Network problems.  

General Terms 

Algorithms, Management, Measurement, Documentation, 

Performance, Design, Reliability, Experimentation, Human 

Factors, Languages, Theory, Legal Aspects, Verification. 

Keywords 

Civil Rights Framework for the Internet, journalism, data mining, 

social network analysis, complex networks. 

1. INTRODUCTION 
After an intense debate in 2007-08, the Office of Legislative 

Affairs of the Ministry of Justice, in partnership with the School 

of Law in Rio de Janeiro at the Getulio Vargas Foundation 

(FGV), initiated the collaborative construction of the proposal for 

a civil law framework for the Internet in October of 2009. The 

goal was to create legislation that defined "the legal responsibility 

for providers and users for the content posted on the 

Internet…[and identified] measures to preserve and regulate the 

fundamental rights of Internet users, such as freedom of 

expression and privacy".1   

The Civil Rights Framework for the Internet in Brazil opposes the 

tendency to establish restrictions, convictions or bans on the use 

of the internet. The framework intended to determine clearly the 

rights and responsibilities regarding the use of digital media. The 

focus, therefore, is the establishment of a legislation ensuring 

rights, not a rule restricting freedoms. Between November 2009 

and June 2010, the Marco Civil was developed through a uniquely 

open public process that allowed all Brazilian Internet users an 

opportunity to comment on its text. In the spirit of the bill’s 

substance, civil society was empowered to collaborate with 

policymakers in order to make the bill reflective of public interest 

and prioties.  

An initial draft drawn by legislators was posted Cultural Digital, 

an open platform where the public could submit and review 

suggested changes to the bill. Throughout an open debate, Marco 

Civil received over two thousand comments from academics, civil 

society organizations, technical experts, and private individuals.   

In 2011, the Marco Civil was submitted to Congress as Executive 

Bill 2126 and was given priority on the legislative agenda. Since 

then, the bill has become the subject of numerous controversies in 

the House of Representatives due to inflammatory issues such as 

network neutrality, privacy, freedom of expression, and copyright. 

The Bill has made it onto the agenda of the House of 

                                                                 
1  An English version of the bill is available at FGV 

http://direitorio.fgv.br/sites/direitorio.fgv.br/files/Marco%20Civ

il%20-%20English%20Version%20sept2011.pdf 
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mailto:gabriel.herkenhoff@gmail.com
mailto:fabiomalini@gmail.com
mailto:fabiogv@gmail.com


Representatives eight times, but each time the vote has been 

postponed due to the lack of agreement among Members about 

crucial points in the Marco Civil.    

Challenges in reaching an agreement have created an obstacle to 

the consolidation of a national-level regulatory framework for the 

Internet. Among other things, this immobility reveals a tension 

between the interests of businesses and the demands of civil 

society. Over the course of the bill’s legislative history, the 

telecommunications lobby and content industries have been the 

driving force behind significant changes to the text.  During this 

period, we have also witnessed a somewhat "schizophrenic" 

dynamic take hold of policymaking efforts concerning the 

Internet. While the Ministry of Justice created an innovative 

collaborative platform so that civil society could participate in the 

production of "The Bill of Rights for the Internet,” it also saw 

broad mobilization around a bill that sought to combat all forms 

of crime on the Internet, especially financial crimes. Meanwhile, 

the Parliament endeavored to focus on criminal laws as a 

foundational aspect of Internet regulation in the country.    

This strange situation persists today, as the copyright and 

telecommunications industries oppose free “peer to peer” 

exchange and net neutrality. This can be explained, in part, by the 

interests of public security forces, which after public protests in 

June 2013 (strongly articulated by the civil society through social 

networks) advocated establishing a longer required period for the 

retention of private communications data that could support the 

investigation of crimes and "deviations". The situation was 

compounded in the wake of the Edward Snowden leaks revealing 

the National Security Agency (NSA) spying other countries 

through PRISM.  This struck a chord for Brazilian President 

Dilma Roussef, who subsequent to the leaks, proposed an 

amendment to the Marco Civil that would force foreign 

companies to host data on national servers. The proposal has 

proved highly controversial, due both, to the geopolitical 

implications it would carry and the technical complications it 

could introduce.    

Within the approaval of the Marco Civil, the world turns the eyes 

to Brazil when it comes to Internet civil rights. The world 

celebrated the bill at the NETmundial – Global Multistakeholder 

Meeting on the Future of Internet Governance and at Arena 

Participative. At the Arena, we had the presence of important 

people discussing internet and human rights, such as Roy 

Singham (ThoughWorks), Julian Assange (Wikileaks) from the 

Ecuador Embassy, and Frank La Rue (ONU). The event that 

brought together representatives of governments and civil society 

in search of a letter of international principles for the Internet was 

considered the beginning of the process to discuss the internet 

policies in a global context. History was made, but it is crucial to 

understand the path to the approval of the Marco Civil in order to 

comprehend the struggles involved in the fight for Internet human 

rights. 

2. METHOD AND GOALS 
Latour[1] and Venturini’s[2] mapping controversies  technique is  

successful method to trace digital data. It is broadly used in the 

communications field to map the debates around a specific 

object/event. This is the theoretical foundation guiding our 

research; we used the cartography method to support us in the 

digging experience in the Twitter data. As an empirical template, 

Twitter served us for the purpose of:    

● Map the network of controversies on the #MarcoCivil;  

● Perform a semantic analysis of the expressions, hashtags, and 

controversial issues that circulated on Twitter under the 

#MarcoCivil hashtag.    

We centered our analyses around two distinct periods:   

● July - December 2012: The Marco Civil bill enters the agenda 

of the House of Representatives  

● July - December 2013: Discussions about the bill resume at the 

House of Representatives.   

In our network visualization, we chose to plot the network of 

retweets (RTs) that included the #MarcoCivil hashtag. Since RTs 

must be replicated by many individuals, RTs on Twitter indicate 

that a subject (represented by a hashtag) carried significant social 

relevance. We extracted data directly from the Twitter API, which 

allowed us to capture and store about 20,000 tweets produced by 

almost 10,000 profiles monitored in 2012.  

For each tweet, we were able to log the tweet text, date, origin and 

destination of the tweet. The subsequent step after mining and 

processing is the data is the visualization of data. Using the open 

source tool Gephi2, we sliced the data using different metrics, 

creating new graph visualizations for each metric. To support our 

semantic analysis of the data, we analyzed 5137 tweets to identify 

the political position of each actor in the debate on #MarcoCivil; 

the way Twitter profiles were expressing themselves in the 

network; the intention of the message; the themes it touched upon; 

and the controversy.    

The second procedure was to analyze all the tweets, 21,000 in 

2012 and 110,000 in 2013. For this, we used a data-mining tool 

called NAR_T3, a python script developed within the Laboratory 

of Studies on Image and Cyberculture (LABIC). The script 

provides the following outputs:   

• Most repeated words and hashtags. 

• Most replicated tweets. 

 • Word clouds and hashtags. 

 • Co-occurring hashtags network.  

• Most mentioned users.  

• Number of tweets per user.   

• Number of active users per day    

After generating groups with Gephi, we extracted the profile 

names that built up each cluster in the network. When we 

processed the script with the "cluster_usernames" of each of the 

groups, we obtained the same outputs, but now we could analyze 

them by targeted group. This allowed us to investigate the unique 

positions surrounding the controversy of each of the groups 

identified. 

                                                                 
2  Gephi is an open-source software for visualizing and analyzing 

large networks graphs. Available at: http://gephi.org 

3  This script was created to parse tweets. It is available at 

https://github.com/ufeslabic/parse-tweets 



3. DISCUSSIONS 

3.1 General Observations of Marco Civil 

Network Dynamics 
In August 2012, when the Marco Civil entered the voting agenda 

at the House of Representatives, the politics of this power struggle 

overflowed into the virtual universe, particularly on social 

networks. This chart represents the high level of participation on 

Twitter, especially, the days in which the bill was expected to be 

voted at the House of Representatives. 

 

Figure 1. Number of Tweets per day with the hashtag 

#MarcoCivil on Twitter, from 21 August to 3 December 2012. 

With the vote imminent, activists, parliamentarians, lawyers, 

specialists, businessmen, intellectuals, artists, government 

ministers and even President Dilma Rousseff used social networks 

to produce a broad debate on the subject. The buzz over the 

Marco Civil quickly became one of the longest standing 

controversies in the recent history of Brazilian politics.  The 

increasing rate of publication of tweets directly correlates with 

increased political debate around the subject. The closer the 

House of Representatives was to voting on the legislation, the 

more activity we saw on Twitter under the #MarcoCivil hashtag. 

The representatives found themselves facing pressure from a 

broad range of channels: social networks, emails, blogs, and 

online media. Some party websites even underwent DDoS attacks. 

Digital expression around the issue became a strategy for activists. 

In many ways, these tactics exposed many politicians to public 

judgment, affecting their image among voters. This strategy has 

proven to be a key measure to the movements connected to the 

field of free culture and the most progressive deputies. 

 

Figure 2. Number of unique users per day participating in the 

publication of tweets with the hashtag #MarcoCivil. 

 

From August to December 2012, heightened publicity around the 

bill generated the mobilization of 16,072 different profiles, 22651 

tweets and 5640 retweets (Figure 2).   A variety of profiles and the 

volume of tweets eventually formed an interactive network with 

different common points of view on distinct aspects of the law 

(Figure 2).  

 

Figure 3. High rate Hashtag use with the hashtag 

#MarcoCivil. 

 

Figure 4. Word frequency within tweets mentioning the 

hashtag #MarcoCivil 

Frequent use of the terms "vote" (votação) (6652), "postpones" 

(adia) (2065), "House"(câmara) (4941) and "bill of law" (projeto 

de lei) (2616)" suggested high levels of expectation that the bill 

would pass and a commitment, at least among a minority of users, 

to monitoring the long and tiresome journey of Marco Civil in the 

Congress. The anxiety around the bill was highlighted by the 

intense correlation of the hashtag #marcocivil with the 

#MarcoCivilJá (#MarcoCivilNow). The word “neutrality” and the 

#neutrality hashtag can be seen often in the dataset (Figure 3 and 

4) suggesting it was the most commonly discussed subject in 

interactions between members of Congress and users tweeting 

about #MarcoCivil. 

3.2 Marco Civil in 2013: the network is 

polarized and the privacy debate gains 

attention 
In 2012, the difficult process in voting the bill 2126/2011, plus 

the numerous delays and changes in the course of the project, 

turned the social networks - notably Twitter - into a major 

platform for discussion about the Marco Civil. Activists, experts 

and concerned individuals began to debate the issue, seeking to 

defend their perspectives and understand the significance of the 

bill for the future of the Internet in the country. But with the 

failure to reach an agreement and the start of the municipal 

elections of 2012, the vote on the Marco Civil fell into oblivion, 



eventually being suspended.  In June of 2013, two critical events 

affected the trajectory of the bill: Public uprisings throughout the 

country and the first of the Snowden leaks. Protests over transit 

fare hikes, economic inequality and other “bread and butter” 

issues peaked in June, with some protesters referencing the bill 

and making it part of their messaging, both on and offline. At the 

same time, some activists began to argue against the creation of 

the civil framework for the Internet, claiming that the Marco Civil 

was a ploy made by the government to restrict Internet freedom. 

This questioning came up in light of the numerous arrests of 

Facebook page administrators from groups opposed to the 

government, in particular, Anonymous and Black Blocs [3]. Back 

then, videos from Anonymous began circulating claiming that 

Marco Civil was going to have the opposite effects: for them the 

intentions of Marco Civil were to control online content. Thus, a 

trend of polarization emerged while some continued to promote 

the bill, despite changes in the text that weakened user protections 

in the face of copyright restrictions, others began voicing 

opposition to the bill, arguing that it would lead to greater Internet 

censorship. The perspective of media outlets came out exactly 

between these two groups, as news feeds reflected the arguments 

of both sides. The emergence of groups that made radical critiques 

of the Marco Civil represented a fundamental shift in the debate 

on the subject. This change can be better understood when we 

undertake a semantic analysis of the network formed by these 

groups during this period of time. 

 

Figure 5. Network of profiles that participated in the debate 

on the Marco Civil from July to December 2013. In the 

Spotlight, profiles whose messages were most popular in the 

network. 

The graph in Figure (5) shows the relationship established 

through retweets from profiles that between July 17 and 

December 31 that used the keyword "Marco Civil". To produce 

this visualization we processed the data with the high gravity scale 

to bring closer together those actors who had more connections 

with the group to which they belong. After this first step, we 

generated a statistic of modularity in order to visually emphasize 

each perspective by assigning each a different color. We used the 

metric of authority to give prominence to nodes that had both 

stronger and larger quantities of connections in the network, with 

the goal of finding those individuals who had a higher indegree in 

the Marco Civil controversy. All told, the final goal was to display 

those who received the highest number of RTs of other important 

actors in the network. For these groups, sharing messages creates 

links between the actors in the network and illustrates a force of 

attraction between them (a dynamic referred to as “gravity”.) As 

an individual, typically (thought not always) shares ideas with 

those, which he agrees, individuals with similar opinions share 

content with and from each other, creating groups, which we call 

perspectives.  There are four perspectives within the Marco Civil 

network:  

 • The purple network: individuals in favor of voting on the law 

(46.55% of the total network) 

 •The red network: individuals contrary to voting the bill 

(17.39%) 

 • The green network: media outlets and profiles specialized in 

law and civil rights (20.56%) 

 • The yellow network: foreign organizations that generally 

supported the proposal for a regulatory framework (4.1% of total) 

4. CONCLUSIONS 
Our study suggests that the free digital culture activists are the 

ones responsible for articulating the Marco Civil debates. Thus, 

social networks i.e. Twitter, prove to be a rich environment for the 

open debate. This network has become a major strategy to 

pressure the Brazilian Congress. In our study, we employed 

computer-assisted analysis through mining methods and data 

visualization in order to investigate our hypothesis. The outputs 

have proven that our hypothesis is correct, as our research 

displays several indications pointing to the centrality of the 

actions and pro-Marco Civil campaign coordinated by activists 

from Brazil and around the world. The days before voting on the 

Marco Civil by the House of Representatives were periods when 

Twitter profiles became highly mobilized in order to debate and 

press the Parliament on the approval (or not) of the Marco Civil. 

This demonstrates that the community formed around the hashtags 

remained attentive to the decision-making movement of Congress. 

On the other hand, it demonstrates how politics is creating a 

routine towards the emotional tone of networks, influenced by the 

chaotic flow of public opinion on the Internet. 
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ABSTRACT 
In this contribution we explore an emergent approach to data 
visualization called ‘media visualization’. The main characteristic 
of this practice is to take into account the content of visual media 
directly as a constituent part of the data visualization project. 
Media visualization employs and develops image processing 
techniques. It contributes to current efforts on the design of data 
visualization such as diagrammatical representations, spatial 
distribution of elements, combination of colors, or animated 
behaviors. In this paper we describe ‘media visualization’: 
principles, requirements and related work. We also show some 
examples of media visualization developed by us within the 
framework of visual analytics and media art. 

Categories and Subject Descriptors 
H.5.2 [Information Interfaces and Presentation]: User 
Interfaces – prototyping, screen design, interaction styles. 

General Terms 
Design, Experimentation, Human Factors. 

Keywords 
Media visualization, visual representation, visual analytics. 

1. INTRODUCTION 
Research and development in data visualization (here understood 
as un umbrella term for associated notions such as information 
design, visual representation, or even hypermedia models) have 
gained popularity and acceptance for depicting discreet data in 
graphical form. Today, we see how some graphical models that 
once were restricted to particular domains become common and 
distributed. Models such as network visualizations (force-directed 
graphs, among others), treemaps, and streamgraphs are more and 
more present in diverse professional domains (newspapers, mass 
media, etc.) 

Within this diversified context, the kind of data that is visualized 
deals most of the time to social records, transactions, preferences, 
hours, locations, connections, etc. There is also a considerable 
amount of valuable tools and resources to produce data 
visualization, ranging from scripting libraries (d3.js, sigma.js, 
etc.) and software applications (Tableau, Gephi, etc). However, 
the same cannot be said when we try to analyze and organize a 

corpus of complex data which includes visual media such as 
photographs, films, or any other digital images, broadly speaking. 
Of course, images are often used in visualization projects. The 
best examples are infographics and geographical maps, whose 
main role is often to contextualize and decorate statistical data. 
Yet it is not common to find a project that analyses and represents 
visual features of images themselves. 

In this contribution we focus on media visualization as an 
emergent approach to take into account visual media as 
constituent part of a visualization project. After describing its 
primary goals and techniques, we will present some examples 
developed by us in order to reflect on our own experiences and to 
identify future work. 

2. MEDIA VISUALIZATION 
‘Media visualization’ is an idea originated in 2005 and currently 
developed by the Software Studies Initiative [12]. It refers to the 
practice of analyzing visual media through visual media. In other 
words, it consists of making visualizations including the images 
being analyzed. In contrast to common data visualizations, where 
data is most of the time depicted as symbols and organized in 
diagrams, media visualization takes advantage of visual analytics 
and image processing techniques to construct visual spaces of the 
information analyzed. 

In general, a project on media visualization involves two domains: 
digital image processing and information design. The first domain 
is useful to extract and measure visual features from a collection 
of images, while the second domain concentrates on the visual 
representation of the collection of images. A project on media 
visualization assists research on cultural analysis through the 
identification of patterns by means of visual analytics [3]. 

Images must be understood technically and plastically, and not 
exclusively from the figurative standpoint. Digital images are 
series of pixels with chromatic values arranged in a bi-
dimensional matrix. The visible content of the image could be 
regarded from two perspectives: figurative or non-figurative (also 
known as plastic). Figuratively, the accent is on recognizing 
characters, objects, places, etc. On the contrary, the plastic strand 
considers images as fundamentally chromatic values, forms, and 
shapes. These three properties constitute the visual features of the 
image. 

For us, visual features define the realm of materiality and 
objectivity of images. These features can be seized and quantified.  
In computer science, visual features are the operational units 
inside image processing procedures such as: analysis, extraction, 
classification, retrieval, visualization, and representation [8]. 

In the case of colors, the process of extracting and measuring 
visual properties implies storing in the database different values 
that represent chromatic information. We can use for example the 
HSB color model as the basis for measuring images. In one 
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column we can have its median hue value, in the second column 
its median saturation, and in the third column its median 
brightness. Of course, just as we decided to calculate the median 
value, we could also calculate the average, the mean, the standard 
deviation and other statistical measures. 

In the case of forms and shapes, the associated data considers the 
visible area, particles, fragments, contours, distribution, and 
dimensions, among others [8]. Other measures could concentrate 
on features such as block differences and variations; entropy; 
Sobel edge detection; Adaptive Color Quantization; statistics on 
RGB channels, etc. 

Besides visual features, each image can also be described 
semantically with metadata. The database can be enriched with 
categories: year, designer, photographer, creator, software used, 
place, technique, etc. 

Once the database has been assembled, we are now in position to 
look for modes of representation of images. As we said, the idea is 
to make evident patterns to approach cultural analysis. Current 
media visualization techniques require digital images as input data 
in order to output a new, different, and processed digital image. 
So far, few techniques have started to delimit the practice of 
media visualization. 

2.1 Image Pixelation 
Image pixelation consists basically on obtaining the colors of an 
image and to represent them according to a discreet sequence of 
mask shapes. The mask shape is often a square (but could also be 
another geometrical figure such as circles or triangles) and its 
color is sampled from the original image and organized along its 
relative position to the image. The size of a unitary shape 
determines the degree of pixelation. A bigger size of shape 
implies the summarization of more colors from the visual area 
where it gets its values. 

2.2 Image Averaging 
Image averaging consists on stacking a series of images on top of 
each other at the same spatial coordinates. It implies that all 
images are present in the same visual space, but in order to 
observe visual patterns it is necessary to perform a statistical 
measure of visual features, otherwise only the last image of the 
series would be visible. A single procedure for image averaging 
would be to reduce the opacity of each image by n-times its 
percentage. Another technique would be to output an image where 
each pixel depicts the calculated measure in all the series of 
images. 

2.3 Image Mosaic 
Image mosaic, also known as image montaging, consists on 
ordering the corpus of images one after another in a sequential 
manner. Such as texts and grids, images are arranged in lines and 
columns. The ordering rule could be obtained from measures of 
visual features (for instance going from the brightest to the 
darkest), from metadata (for instance by year) or by order of 
appearance in the sequence (from the first to the last frame). The 
resulting image montage shows a rhythm of variations and 
transformations. In many cases it seems visual patterns are clearer 
when there is no space between columns and lines (i.e. images are 
only divided by their own size) and when all the images of the 
corpus have the same dimensions. 

2.4 Image Slicing 
Image slicing also presents the corpus of images one after another 
but there is a fundamental difference in comparison to an image 

mosaic. We call a ‘slice’ a thin part of an image, a region that 
slices it all along its X or Y axis. A slice does not show or 
summarizes the entire image, but only a delimited region. The size 
of the slice (how thin of thick it is) can be parameterized. For 
large collections of images, it seems thinner slices are the best 
option in order to depict variations and transformations of the 
entire corpus of analysis. The visual patterns then are observed by 
differences and variations in the regions generated. 

2.5 Image Plotting 
Image plotting is based on common types of 2D plots that use dots 
and lines to represent data along the X and Y axis. An image plot 
places, at the crossing coordinate of two values, the image 
corresponding to those values. So, for example, we can decide to 
plot images by ‘year’ on the X axis, while the Y axis would 
determined by the median brightness value. In this case, we can 
observe variations and evolution in time over the two scales. 

2.6 Related Work 
This brief review of emerging media visualization techniques 
emphasized two of its underlying domains: image processing and 
information design. Both domains have a history outside modern 
data visualization. For instance, image processing flourished in 
computer vision, computer graphics, and scientific visualization. 
Media visualization takes advantage of tools and techniques from 
these developments to create its own procedures. Currently, one 
of the main software environments to extract and measure visual 
features is ImageJ, which is open source and well-known among 
specialists of medical imaging [4]. Besides a series of scripts and 
software on top of ImageJ, other tools are QtImageProcessing, 
Mondrian (for statistical operations), scripts for MathLab, and 
VisualSense.  
Regarding information design, we observe a close relationship 
between media visualization and contemporary art. In fact, some 
existing techniques can be approached from media art. Pixelation, 
for example, is related to ‘pixel art’, as introduced by Goldberg 
and Flegal in 1982 to describe the new kind of images being 
produced with Toolbox, a Smalltalk-80 drawing system designed 
for interactive image creation and editing [2]. Image averaging is 
related to the work of Sirovich and Kirby on ‘Eigenfaces’ in 1987 
[11], and more recently, to Jason Salavon, who has produced a 
series of images by averaging 100 photos of special moments 
[10]. For image mosaics, Brendan Dawes presented ‘Cinema 
Redux’ in 2004, a project aimed at showing what he calls a visual 
fingerprint of an entire movie [1]. His main idea was to 
decompose an entire film into frames and then to arrange them as 
rows and columns. And image slicing can also be seen as a 
remediation of slit-scan photography. Among other prominent 
slit-scan photographers, William Larson produced, from 1967 to 
1970, a series of experiments on photography called ‘figures in 
motion’. The trick was to mount a thin slit in front of the camera 
lens to avoid the pass of light into the film. Thus the image is only 
a part of an ordinary 35mm photograph. 

To conclude this section, we think ‘media visualizations’ have 
been focused so far on visual media: photographs, comics, 
magazine covers, album covers, film photograms, etc. But we 
know there are other types of media which are not visual, or not 
only visual. There is still work to do on audio, gestures, 
performance, tissue, garments, objects, furniture, industrial 
design, architecture, virtual worlds, and hybrid and multimodal 
media. Among other issues, there is more research to be done in 
analyzing and representing sound as sound (sonorisation rather 
than visualization) and objects as objects. In any case, it is 
important to remember that media in digital form implies the 



transformation of another media form. An image of a painting or 
an album cover is a representation of the physical object; and an 
image of a digital image is its encoding, reproduction, 
compression, modification, and rendering. 

3. EXPLORATIONS IN MEDIA 
VISUALIZATION 
In this section we present our work on media visualization. The 
following projects have been developed mainly as research and 
experimental practice; like tools for reflection. While putting in 
practice existing techniques and methods for cultural analysis, we 
try to explore new forms of representation and interaction. One of 
our strategies has been the exploration of the aesthetics of digital 
information through visual disruptions, that is, by reconfiguring 
the expected functional mode of visual representations [6]. 

For the following examples we concentrate on information design 
and presentation formats. The first example is more related to the 
exploration of shapes, and the second to the exploration of colors. 
The presentation format is studied as a constraint of designing the 
resulting media visualization. We know early projects in media 
visualization were static, in the form of a single high-resolution 
image, which are useful for print and exhibitions. Likewise, first 
interactive explorations of image collections were done in large 
tiled computer displays (such as the 287-megapixel HIPerSpace at 
Calit2). But if the presentation format is web-based, we must face 
the challenge of smaller screens and the speed of network 
connection. Similarly, if the presentation format is a 3D shape, the 
challenge is on rendering and interacting with 3D models for the 
web or even on printing them for analog and manual analysis. 

Presentation formats have their own conventions for explaining 
visualizations. For media visualizations, we often see texts, lines, 
arrows and other indicators that assist the identification and 
labeling of patterns. In a conference poster, for example, the 
designer can manually layout elements and design symbols and 
diagrams to improve comprehension. In a video narrative, titles 
and sound facilitate making sense of patterns. In a web-based 
context, recent projects combine different views and information 
processing techniques such as filtering, searching, and sorting. 

3.1 Motion Structures 
‘Motion structures’ is an ongoing project initiated in 2011 [7]. 
The idea is to convert an animated video sequence into a 3D 
digital model with the intention of revealing patterns of time and 
shape. The mode of interaction with a 3D object allows for 
different ways of digital exploration: orbiting around, zooming in 
and out, and immersive views inside the model. 

Our process puts special attention on shapes above other visual 
features. To create a motion structure we use a script we wrote for 
ImageJ. Basically, the operations require decomposing an 
animated video sequence into a series of separated image files, 
which are then manipulated as an image stack. Then, several 
image processing techniques occur under the hood: converting 
images to 8-bit format, subtracting background, and rendering the 
stack as 3D shape. 
With motion structures we intend to represent the spatial and 
temporal transformations of a moving image sequence. The 
obtained 3D shape encodes the changes of the objects in a frame: 
the different positions, the movement traces, and spatial and 
temporal relations. The way in which we can interact with an 
object is not limited to ImageJ. The model can be exported and 
later manipulated in other 3D software applications such as Maya, 
Sculptris, or MeshLab. Furthermore, it is also possible to export a 

motion structure for the web or to physically print it, however 
both techniques require destructive 3D model processing, i.e. 
reducing geometry by simplification, decimation or resampling. 
For technical details, a motion structure exported from ImageJ has 
an average of 500,000 vertices and more than 1 million faces, 
which is a very large amount compared to an optimized 2000-face 
model for the web, loaded with the library three.js. 

The current constraints of the exploration of motion structures in 
web-based environments and as printed objects can be seen as a 
similar path to the evolution of the representation of movement. 
Pioneers such as Etienne Jules Marey and Eadweard Muybridge 
first represented movement with pictures and images themselves, 
but later Frank Gilbreth abstracted the traces of movement and 
created diagrams made out of lines. At that moment, artists got 
inspiration from both types of representation with the intention to 
explore a vocabulary of symbols, myths, and psychic processes. 

So experimental projects on media visualization contribute to the 
design of data visualization in two manners. First, through the 
abstraction of shapes, traces and patterns, it permits discovering 
diagrammatical representations, spatial distributions of elements, 
and combinations of shapes. Second, through the inclusion of 
images and the design of exploratory and immersive experiences, 
it provides insights for investigating animated behaviors, 
combinations of colors, mix of media, and graphical indicators to 
improve the comprehension of patterns in non-figurative 
productions. 
 

 
Figure 1. Motion structure from Bill Viola’s Intimate Work 

3.2 Web-based Media Visualizations 
Our last example is an exploration in web-based media 
visualization. We developed ‘RockViz’ with the intention to 
produce web-based image mosaics and image plots [9]. 

For this project we gathered data about the most significant Rock 
albums according to AllMusic.com. Data was obtained Rovi, the 
data service behind AllMusic. The total amount of records was 
1994, ranging from Blues to Alternative Rock and Heavy Metal. 
The metadata collected was about the artist/group name, album 
title, release date, and album cover image. Contrary to ‘motion 
structures’, for RockViz the principal visual feature to explore 
was the chromatic values. 
The first step for our media visualization was to download all the 
images and make them available locally, so we could measure 
their chromatic features. We used ImageMeasure, a script for 
Image, to measure hue, saturation, and brightness values. Then, 
we used Open Refine to handle data, but more importantly to 
apply mathematical formulae to the measure of images and 
dynamically calculate their Cartesian position. 



The image mosaic was ordered according to, first, median of hue; 
second, median saturation, and third, median brightness. To 
facilitate the exploration of the dataset, we added a filter engine 
that acts upon years, artist name, and album title. Finally, to make 
a little faster the loading of images, we produced two versions of 
each image: one is scaled to 100 x 100 px. and the other to 500 x 
500 px. The small version is used for visual representations and 
the larger appears when the user clicks on an image, so she can 
observe more details of a single cover. Of course, a deeper study 
should consider larger dimensions of images but this was the 
largest resolution provided through AllMusic. 

For image plots, we calculated spatial positions according to 
measures of visual features. We decided to use Open Refine to 
dynamically generate the HTML for each image because of two 
reasons. First, Open Refine supports algebraic and trigonometric 
operations so we could restrain the visual area to fit a resolution of 
1024 x 768 px. Second, we originally used JQuery and the 
function getJSON to communicate with a JSON database, but the 
loading time is very slow for more than a few hundreds of images. 

While an image plot requires translations of scale, for instance 
years into maximum width in pixels (in our case 1024 px), we 
also experimented with different representations inspired by 
geometric figures. We used the main formula for Cartesian-Polar 
transformations. Our first exploration, Figure 2, draws images 
around polar coordinates, taking values from median hue and 
median saturation, resulting into a chromatic circle-like 
visualization. Figure 3 disrupt this formula to investigate how 
images could be plotted according to different figures. 
Web-based media visualizations contribute to information design 
in recalling the need to adapt large amounts of information to 
small screens. Moreover, it raises questions on making efficient 
time-consuming operations for transferring data files. But 
considering the web as presentation support also demands to 
reconsider the value of early developments by the hypermedia 
community and their potential implementation with contemporary 
web technologies. We are thinking specially in the xanalogical 
model, where visualizations of transclusions are depicted in a 3D 
environment [5]. 
 

 
Figure 2. Experimental interactive web-based plot of images 

 

 
Figure 3. Experimental interactive web-based plot of images 

 

4. FUTURE WORK 
So far, the primary goal behind our media visualizations has been 
to practice and experiment with existing techniques. The 
interpretation of data and the explanation of visual cultural 
patterns have been put aside momentarily, but this is precisely one 
of the clues for our future work. We expect to use our 
visualizations as teaching resource but also to collaborate closely 
with historians, filmmakers, media artists, musicologists and other 
domain experts. 

On the other hand, we believe there is still much to do at the level 
of interactivity. Research on hypermedia functionalities needs to 
be done for web-based visualizations. In the same line, models of 
representation also require to be tested and experienced. While 
text-and-number-based visualizations meet an explosion of 
models, diagrams, demos, libraries, etc., some of them simply are 
not suited for visual media. We believe there are two main 
domains where we can get valuable insights: media art and 
scientific imagery. For the former, artists often challenge our tools 
and our common viewing experience; they practice could be 
regarded as very innovative. For the latter, we must remember that 
digital images are not exclusive to design, arts and art history, a 
wide range of different disciplines use them as well: geography, 
astronomy, medical imaging, mathematics, physics, chemistry, 
biology, etc. 

5. CONCLUSION 
In this paper we have made a brief review of the emergent 
approach of media visualization: its main principles and 
requirements. We identified this approach mainly at the coupling 
of image processing techniques and information design. Today we 
can list a short gallery of media visualization techniques and 
projects that start settling guides and practices. In order to enrich 
current research and development on media visualization we 
observed that two domains are particularly interesting: on the one 
hand, the heritage of hypermedia functionalities, systems, 
abstractions, and models for web-based projects. On the second 
hand, experimental media art and software from other disciplines 



equally related to images (others than media studies and art 
history, for example sciences). 

In the last part of our contribution we presented two explorations 
on media visualization. First, ‘motion structures’ an experiment 
on transforming an animated video sequence into a 3D digital 
model with the intention of revealing patterns of time and shape. 
Second, ‘RockViz’ a web-based media visualization comprising 
almost 2000 rock album cover images and its visualization 
through experimental image plots. 
Further work should be conducted in the design visual indicators 
to improve the comprehension of media visualizations, which are 
often non-figurative and difficult to seize. At the same time, the 
non-figurative character of resulting processes can be seen as a 
move towards the symbolism of abstractions. By abstracting 
shapes, traces and patterns, new models emerge and can be 
applied to other domains. 
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ABSTRACT 
Navigating the Web is one of important missions in the field of 
computer accessibility. Many specialized techniques for VIP 
(Visually Impaired People) succeeded to extract the information 
displayed on digital screens and succeeded to transform this 
information in a linear way either into a written format on special 
Braille devices, or into a vocal output using text to speech 
synthesizers. However, although this success, screen readers 
failed to transform the 2-dimentional structure of the navigated 
web page; despite many researches confirm that perception the 
structure enhances web navigation and memorization. In this 
paper, we propose a new technique aimed to enhance the VIP 
ability to navigate the Web by affording a “first glance” web page 
overview. This technique focuses on improving non-visual vibro-
tactile access to web pages on touch-screen devices, based on 
extraction and re-organization the structure of texts and graphical 
elements for web pages, reformatting and converting 
automatically these visual structures and textual information into 
vibrating pages using a graphical vibro-tactile language. 

Categories and Subject Descriptors 
[H.5.2] [User Interfaces] Graphical user interfaces (GUI), Haptic 
I/O, User-centered design, User interface management systems.     

General Terms  
Algorithms, Design, Human Factors, Languages. 

Keywords 
Visually impaired people, non-visual access, graphical vibro-
tactile language, visual structures, textual information.   

1. I#TRODUCTIO# 
In October 2013, the world health organization estimated that the 
number of VIP in the world is 285 million, 39 million of them are 
blind, and 246 million of them have low vision. The organization 
defined four levels of visual functions depending on the 
international classification of diseases, which are: normal vision, 
moderate visual impairment, severe visual impairment, and 
blindness*.  

VIP depend on screen readers in order to deal with computer 
operating systems and computational programs. One of most 
important and desired targets by VIP is navigating the Web, 
considering the increased importance and expansion of web-based 
computational programs. Screen readers present some solutions to 
navigate the Web, either by transforming a web page into a 
written Braille, or into a vocal output. Some screen readers 
installed on touch devices transform a web page into a vocal-
tactile output. But there are some drawbacks for these proposed 
solutions: on the one hand, the Braille techniques are costly, and 
only few number of VIP have learned Braille (in France, there are 
about 77 000 visually impaired people and only 15 000 of them 
have learned Braille -from statistics published in September 2011- 
) **. On the other hand, transforming the information of a web 
page into a vocal format might not be suitable in public and noisy 
environments. Finally most of Braille solutions are not suitable 
for mobile devices [1]. In addition to these drawbacks, the most 
important one is the failure to transform the 2-D web page 
structure, because as reported by many authors, perception the 2D 
structure greatly improves navigation efficiency and memorizing 
the information because it allows high level reading strategies 
(rapid or cursory reading, finding or locating information,...) [2].  
Our work focuses on developing and evaluating a sensory 
substitution system based on vibro-tactile solution which may 
solve the mentioned drawbacks; where we study how to increase 
the VIP perception of a 2-D web page structure, and how to 
enhance their techniques to navigate the Web on touch-screen 
devices. This suggested solution is very cheap comparing with 
prices of Braille devices, and also it could be more efficient in 
noisy and public environments comparing with vocal-tactile 
solutions. Our contribution is three-fold:  

- Designing a Tactile Vision Sensory System (TVSS) represented 
by an electronic circuit and an android program in order to 
transform light contrasts of touch-screen devices into low-
frequencies tactile vibrations,  

- Running a series of experiments with blind persons in order to 
validate our hypotheses, and 

- Analyzing many navigation models and tactics of blind persons.  

The paper is organized as following: firstly, in section 2 we view 
the state of the art for VIP targeted technologies, and then we 
describe theoretical and methodological approaches for the new 
proposed technique, these approaches will be presented in section 
3. The first pre-tests achieved with blind persons will then be 
described in section number 4, and analysis of results will be 
presented in the fifth section. Finally, in the last section the 
conclusion and perspectives will be proposed. 

* http://www.who.int                    **http://www.opc.asso.fr/ 



2. STATE OF THE ART FOR VIP 

TECH#OLOGIES 
Current products for VIP such as screen readers depend mainly on 
speech synthesis or Braille solutions, such as ChromeVox [3], 
Windows-Eyes [4], and Jaws (Job Access With Speech) [5]. Braille 
displays are complex and expensive electromechanical devices 
that connect to a computer and display Braille characters. Speech 
synthesis engines convert texts into artificial speech, where the 
text is analyzed and transformed into phonemes; these phonemes 
are then processed using signal processing techniques. 
Some screen readers can support a tactile feedback when working 
on touch devices, such as Mobile Accessibility [6], Talkback [7] for 
Android, and VoiceOver [8] for IPad. Many of these products 
propose shortcuts for the blind user to display a menu of HTML 
elements existed in the web page, for example headers, links, and 
images. But, the main drawback of all these products is that they 
transfer the web page information into a linear way, and without 
any indication for the global web page structure (2D layouts). 
Many researches tried to enhance the way by which VIP interact 
with web pages, such as [9], that proposed a tactile web navigator 
to enable blind people to access the Internet. This navigator 
extracts texts from web pages, and sends these texts to a 
microcontroller responsible of displaying the text in Braille 
language using an array of solenoids. 

A tactile web browser for hypertext documents has been proposed 
by [14]. This browser renders texts and graphics for VIP on a 
tactile graphics display, and it supports a voice output to read 
textual paragraphs and to provide a vocal feedback. The authors 
implemented two exploration modes, one for bitmap graphics, and 
another one for Scalable Vector Graphics. Main drawback of this 
proposed system is that it needs a pin matrix device, which is 
expensive and cannot be integrated with handled devices. 

Another interesting model called MAP-RDF (“Model of 
Architecture of web Pages”) [10] proposed a method to improve 
the accessibility to visual information for blind persons. This 
model allows representing the structure of a web page, and 
provides the blind users with an overview of the web page layout 
and the document structure semantics. The main drawback of this 
model is that it could be applied only on well structured web 
pages which contain meta-data, so it could not be applied to most 
web pages which rarely contain meta-data. This model transforms 
the HTML elements to graphical symbols as illustrated in figure 1.   

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Representation of a web page by MAP-RDF model, 

figure extracted from [10]. 

 

In figure1, we notice many symbols; each one represents an 
HTML element. For example, the symbol  represents a 

menu of items. And the symbols and  
represent texts with cold and hot colors. 

Tactos is a perceptual interaction system suggested by [11], it 
consists of three elements: 1- tactile simulators (two Braille cells 
with 8 pins) represent a tactile feedback system, 2- a graphics 
tablet with a stylus (represents an input device), 3- computer [12], 
as shown in figure 2. 

 

 

 

 

 

 

 

 

 

 

Figure 2. Different devices used in Tactos (Computer, graphics 

tablet, tactile simulators), figure extracted from [12]. 

The graphics tablet and the stylus allow the user to explore 
graphical contents on the screen such as circles, rectangles, and 
characters. While the user explores the contents, the system 
transforms pixels under the stylus into tactile stimulation on the 
Braille cells. 

30 prototypes of Tactos have been released, to be used by a lot of 
users in many domains. Tactos has been successfully used to 
recognize simple and complex shapes. The device has been also 
used in geometry teaching domain in an institution for visually 
impaired and blind children. Tactos also allowed psychology 
researchers to propose and develop new paradigms for studying 
perceptions and mediated communication of blind persons [12].  

3. PROPOSED TECH#IQUE 
First glance could be defined as the ability -in a blink of an eye- to 
understand the document layout and its structural semantics [1]. 
We aim of our work to increase the ability of visually impaired 
persons to understand the web page 2-dimentional layout in order 
to enhance their tactics to navigate the Web. A commercial tablet 
connected to a vibro tactile set-up is used for that. 

The first phase in our model is to extract visual structures in the 
navigated web page, and to convert these visual blocks to zones 
(segments) for facilitating the navigation in later phases. We 
achieve this phase depending on a hybrid segmentation method. 
Then the system will represent on the tablet screen the extracted 
visual elements as symbols using a graphical language (this 
language is under-development). The third phase is to browse 
these graphical symbols depending on size of the used touched-
screen device, and then in the fourth phase, our system provides a 
vibro-tactile feedback when the blind user touches the tablet. The 
intensity and the frequency of the vibration depend mainly on 
gray level under the finger. A tablet (Asus Model TF101 with 
Android operating system) has being used for our tests.     

In this paper, we focus only on the fourth phase which specializes 
in giving the user a vibro-tactile feedback by transforming light 

 

 



contrasts of touch-screen devices into low-frequencies tactile 
vibrations. 

To achieve the desired system, we have designed an electronic 
circuit which controls two micro-vibrators placed on the hands. A 
Bluetooth connection with an android tablet allows controlling the 
vibration intensity (Amplitude) of vibrators. An Android 
dedicated program on the tablet displays an image on the screen 
and detects where the user touches the tablet screen. The gray 
level of touched points is transmitted to the embedded device in 
order to control the vibration intensity. At the moment, only one 
micro-vibrator was used for pre-tests described in this paper. 

Figure 3 illustrates the designed electronic circuit, and the used 
vibrator.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. (a) The used micro-vibrator: the range of vibration 

frequency goes from 20 Hz up to 260 Hz. (b). The embedded 

system designed in the lab with the Bluetooth module. 

  

4. PRE-TESTS PROTOCOL  

4.1 Objectives of Pre-tests  
Our objective of the designed protocol is enhancing the ability of 
VIP to recognize the 2-D structure of a web page. In order to test 
the prototype mentioned in section 3, we designed some images 
contain different structures (detailed in section 4.2), and we tested 
the prototype firstly on 15 sighted persons (their eyes were closed) 
[13], and later on 5 blind persons. Testing the protocol on sighted 
and blind persons gave us a more understanding of tactics and 
strategies achieved by sighted and blind persons to navigate the 
designed structures. This will be useful in designing the desired 
graphical vibro-tactile language (all results are detailed in next 
sections).  

 

4.2 Designed Protocol for Vibro-Tactile 

Access  
Each experiment (either for sighted or blind persons) consists of 4 
ordered phases of training (learning task), and four ordered phases 
of evaluation (evaluation task). All the experiments were filmed, 
and the designed program stocked many parameters in log files 
(coordinates X, Y, pressure on the screen, and the time at each 

touch). Figure 4 presents the 4 images of training phases, and 
figure 5 presents the 4 images of evaluation phases. 

 

 

 

 

 

 

Figure 4 (a). Image a (Training task).   

 

Figure 4 (b). Images b (#T2), c (#T3), d (#TG) (Training 

task) 

Figure 4. Images of training task. 

 

 

 

 

 

 

 

 

 

 Figure 5 (a). Image a (Evaluation task). 

 

 

 

 

 

 

 

 

 

Figure 5 (b). Images b (IDP1), c (IDP2), d (IDP3). (Evaluation 

Task). 

      Figure 5. Images of evaluation tasks. 

In the training task, each user discovered firstly graphical 
elements in each image presented in figure 4 (images a, b (NT2), c 
(NT3), d (NTG)), and users were informed about names of 
graphical elements. The name of each image NT2, NT3, NTG, 
indicates how many transitions are necessary to access the square 
center, for example NT2 proposes 2 transitions to access the 
center of the square.  

 

 

Figure 3. (a) The used micro-vibrator 

Figure 3. (b) The embedded system 



The evaluation task consists also of 4 phases, the first one allows 
to discover the image 5.a and to name each square inside it, then 
next phases are about images 5.b, 5.c, and 5.d, where we asked 
users to discover contents of each image, then to describe these 
contents, and to redraw discovered elements inside each image. 
We chose these images depending on following considerations: 

- Image 5.a contains all squares on which users have trained in the 
training task, so it could test the ability to memorize and to 
distinguish the shapes.  

- Image 5.b contains 3 rectangles with matched sizes and with 
vertical order, and the image 5.c contains 3 rectangles with 
different sizes and many relations of directions, so testing images 
5.b, and 5.c could test the ability of distinguishing sizes, and 
distinguishing relations of directions. 

- Image 5.d contains different shapes (a rectangle and a polygon), 
so it could test the ability to distinguish different shapes in the 
same image.  

- The tested images contain examples of expected results of the 
segmentation process, so success of distinguishing these shapes 
by blind users could be an indicator of their ability to distinguish 
results of segmenting web pages.  

The results of pretests with sighted persons were already 
published in [1]. Table 1 presents some results of the experiment 
for images NT2, NT3, NTG (the time required to distinguish 
graphical elements and the number of errors for the 15 sighted 
persons. The users have been asked to name the shapes in figure 
5.a, and for each shape, we evaluated the number of correct and 
incorrect answers). In table 1, number or errors represents the 
number incorrect answers.   

Table 1. Results of experiments of sighted persons for images 

#T2, #T3, #TG. (Table extracted from [1])   

Shape 
Name  

Average Time in 
Seconds  

Number of  
errors 

NT2 28 2 

NT3 36 6 

NTG 22 3 
 

We notice from table 1 that the lowest number of errors is 
assigned to image NT2, and the largest time and max number of 
errors is assigned to image NT3. 

5. RESULTS OF EXPERIME#TS WITH 

BLI#D PERSO#S 

5.1. Experiment steps: 

The test performed with each one of the 5 blind persons consisted 
of following: personal and technical questions, explanations of the 
test objective, a training task, and finally an evaluation task. The 
approximated average time for the test for each person is about 1 
hour.   

5.1.1 Personal and technical questions 
Before starting the tests with the 5 blind persons, we asked them 
to support us with some information about their age and date of 
their blindness. Table 2 summarizes answers of personal 
questions.      

 

 

Table 2.  Personal information of the blind persons 

   User-ID 0 1 2 3 4 

Age 
(Years) 

63 67 59 56 36 

Sex Male Female Male Female Female 

Date of the 
blindness 

Since 
Birth 

since 
32 
years 

since 
25 
years 

Since  Since  

10 15 

years years 

 

We also asked users to provide us with some technical 
information about their experience in dealing with operating 
systems, screen readers, and what are the main problems when 
they navigate the Web. Table 3 shows a summary of answers for 
these technical questions. The first two columns indicate the 
number of operating systems (either Windows or Linux) used 
either on fixed or portable computers. The third, fourth, and fifth 
columns indicate the number of users who use JAWS (Job Access 
With Speech), NVDA (NonVisual Desktop Access), and ORCA, 
either on fixed or portable computers.   

 

Table 3. Used operating systems and screen readers 

  Windows Linux JAWS NVDA ORCA 

Number of 
users with 
fixed 
computer 

4 0 4 2 0 

Number of 
users with 
portable 
computer 

2 1 2 1 1 

 

No one of the five blind persons uses a tablet, and the screen 
readers used with cellular phones are Talks and MobileSpeak with 
Nokia, and Voiceover with IPhone. Only one of the 5 persons 
uses a telephone to access the Web (access via IPhone). The main 
problems of accessing the Web via fixed or portable computers, or 
via IPhone telephone were: problems of access to Flash files, 
problems of AJAX technologies, and no ability to know the global 
structure of web sites. (These problems have been reported to us 
by the 5 users).  

5.1.2 Explaining the objective of the test 
To give the blind persons a good idea about the test, we explained 
in details what are the objectives and the phases of each tasks, and 
described contents of the embedded system; we also explained the 
final objective of the project, and why we concentrate on vibro-
tactile technique regardless of other techniques. 

This phase was important to initiate users for accepting kindly the 
test and for doing their best to interact with next steps as correctly 
as possible. 

5.1.3 Training and learning task 
In this training task, the user discovers the graphical elements in 
each image presented in figure 4 (images a, b (NT2), c (NT3), and 
d (NTG)), and the users were informed of each shape name. This 
task was very important for users to test the system before the 



evaluation task, and to know exactly how the system transforms 
different the grey level under the touched points on the tablet 
screen to a vibration mode. It is also very useful for users to 
control their speed of mapping the screen either to discover either 
the borders or the contents. During this task, the program 
recorded the touching information in log files (X, Y coordinates, 
Pressure, and Time).  
Table 4 indicates training times in minutes for each user, and for 
each image in figure4.  

Table 4. Times of training task for each user (in minutes) 

  User ID 

/ Image ID0 ID1 ID2 ID3 ID4 Total  Average 

A 4,99 2,60 3,55 9,97 3,96 25,08 5,02 

 b (NT2) 4,40 3,11 0,99 3,30 1,00 12,80 2,56 

c (NT3) 2,81 6,29 2,54 2,85 1,15 15,65 3,13 

d (NTG) 3,11 3,98 2,02 3,22 1,32 13,65 2,73 

Total  15,31 15,99 9,10 19,34 7,43     

 

We notice from table 4 that discovering the first image takes more 
time, and it is normal because it is the first experiment for blind 
users on this prototype. We notice also that there is a significant 
decrease in time between discovering the first and the last image 
in the training task. This could be an indicator that training users 
could decrease the time for discovering graphical elements. We 
can also notice the significant difference between different tested 
persons, for example user with ID4 needed 7.43 minutes to scan 
the images (A, NT2, NT3, and NTG), but the user with ID3 
needed 19.34 minutes to scan the same images. 

5.1.4 Evaluation task 
In this task, firstly we asked each user to discover the image 5.a 
and to find how many squares inside it and to name each founded 
square, then we asked them to discover images 5.b (IDP1), 5.c 
(IDP2), 5.d (IDP3), and to describe them to us, and to redraw 
discovered shapes. Table 5 illustrates an evaluation of answers for 
the first question to name squares in image 5.a (The blind users 
have been asked to name the shapes in image 5.a, and for each 
shape, we evaluated the number of correct and incorrect answers). 
(In tables 5 and 6, the symbol � represents a correct answer for 
the touched shape, and the symbol X represents an incorrect 
answer or inability to select the name of the touched shape).   

Table 5. Results of questions for squares in image 4.a  

User-ID/ 

Square Name 

ID

0 

ID

1 

ID

2 

ID

3 

ID

4 

Number 

of errors  

      NT2 ���� ���� ���� X ����       1 

      NT3 ���� ���� X X ����       2 

      NTG ���� X ���� X ����       2 

 

We notice from table 5 that the lowest number of errors is 
assigned to image NT2, and it is the same result which we 
obtained during tests with sighted persons.  

Results of answers for other questions related to images IDP1, 
IDP2, and IDP3 are summarized in table 6.  

Table 6. Answers of questions for images IDP1, IDP2, IDP3 

User-ID ID0 ID1 ID2 ID3 ID4 

IDP 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

Answers 
about number 
of rectangles  

� � X � X X � X � X � � � � � 

Answers 
about sizes of 
rectangles 

X X X X X X � X X X � � � � � 

 

We notice from data in tables 4, 5, and 6, that the best 
performance is for the user with ID4, and this may be because that 
this female user is the youngest between others, and it could be 
because that she was the only one that has already used touched 
devices (an IPhone in her case working with VoiceOver). 

After answering questions about each image of images (IDP1, 
IDP2, IDP3), we asked each user to redraw the graphical elements 
founded in each touched image. Figure 6 views the redrawing 
results of the user ID4 (ID4 is the female user who gave best 
answers). 

 

 

 

 

 

 

 

       Figure 6. Results of redrawing images IDP1, IDP2, IDP3 

for the user ID4. 

When comparing results of redrawing (Figure 6) with images 
IDP1, IDP2, and IDP3, we find that the results are interesting, and 
we can conclude the following:  

1. An ability of distinguishing sizes of shapes, because the 
degree of scaling between redrawn shapes is nearly 
equal to the degree of scaling between real shapes 
(IDP1, IDP2, IDP3).   

2. An ability of distinguishing relations of directions, 
because relations of directions (vertical order, left to, 
right to,…) between redrawn shapes is nearly equal to 
relations of directions between real shapes.  

The average of times in minutes consumed for each evaluation 
question is summarized in table 7.  

Table 7. Times of the evaluation task for each user (in minutes) 

  User 

ID / 

Image ID0 ID1 ID2 ID3 ID4 Total  

Averag

e 

A 1,23 9,87 5,39 7,84 1,85 26,17 5,23 

IDP1 4,39 14,99 1,41 3,75 1,41 25,96 5,19 

IDP2 7,70 9,22 0,79 1,99 13,85 33,55 6,71 

IDP3 2,71 12,94 2,81 4,03 12,58 35,06 7,01 

Total  16,03 47,02 10,39 17,61 29,68     

   



5.2 Results Analysis 
To get an idea about the most touched and the least touched areas 
on the screen during learning and evaluation tasks, we divided the 
touched-screen into 16 areas (as in figure 7, r00...r03, r10...r13, 
r20...r23, r30...r33), and calculated the average of touches in each 
area for all users.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. The 16 areas of the touched-screen of user with ID4 

(Red points represent touched points with max pressure 

values, blue points represent touched points with pressure 

values less than the max and greater than the average, green 

points represent touched points with pressure values less than 

the average). 

 

We have founded that the most touched areas are r12, r11, r22, 
r21, and the least touched areas are r30, r33, r32, r00 as described 
in figure 8. This information could be useful in next phases of our 
research in completing the graphical vibro-tactile language by 
putting the important information in the most touched areas.   

 

Figure 8. Most and least touched areas on the touched-screen.  

 

During analysis the results, we have noticed that there are a lot of 
differences between the pressure values for all users (Pressure 
value depends on the used tablet; in these experiments we have 
used Asus Model TF101 with Android operating system).  

To analyze pressure values, we calculated the max pressure value 
between all users, it was 3.19, and the average was 1.73, then we 
redrew the touched points for each user with considering that 
points with pressure values equal to the max value have been 
drawn in red color, points with pressure values less than the max 
and greater than the average have been drawn in blue color, and 
points with pressure values less than the average have been drawn 

in green color. Figure 7 represents an example of these points in 
different colors (for IDP3 evaluation task of the user who has id 
4). After analyzing all the images drawn for all users, we have 
noticed that majority of red points (max pressure) are in images 
for which users gave right answers. This notice may be useful in 
designing our graphical vibro-tactile language, since we can 
observe when the user decreases or increases his touch pressure. 
The increasing of pressure may indicate that the user touches 
graphical elements interesting for him, and the decreasing may 
indicate that the user touches graphical elements non-interesting 
for him. 

During the tests we observed also that users try sometimes to scan 
the screen very quickly, it might be because they try to get a lot of 
information in a short time.     

6. CO#CLUSIO# A#D PERSPECTIVES  
In this paper, we summarized our current work which aims to 
design an approach for non-visual access to web pages on touch-
screen devices. The designed vibro-tactile protocol transforms the 
information viewed on the screen and touched by users to 
vibration by transforming light contrasts of touched pixels into 
low-frequencies tactile vibrations.  

The obtained results are interesting, since we used in these 
experiments only one vibration motor of low level quality (phone 
vibrator), and the learning period was very short, so there are 
many enhancements to be achieved in next versions either on the 
hardware/software level or on the level of learning phase 
(increasing the number and quality of micro-vibrators, making 
more control on frequencies and amplitudes sent to micro-
vibrators, adding vocal abilities to the current approach, 
integrating automatic intelligent methods for segmenting web 
pages,…). 

In the same way that the environment enables a blind person to 
move in space with sidewalks and textures which will be explored 
by his/her white cane, we hope giving the blind user an ability to 
navigate documents depending on "textual sidewalks" and 
"graphical paths" which will be discovered by his/her finger.      

Next steps in this research will be 1) Adding elements to the 
graphical vibro-tactile language in order to represent more HTML 
elements such links, buttons, input fields, and other elements, 2) 
Making the program more interactive to guarantee vibrating in 
real time, and without any delay. 3) Including the results obtained 
in these pre-tests, for example focusing on areas which are most 
touched by the users, focusing on the variation of pressure for 
expecting the model of navigation, 4) adding more vibration 
motors to the designed circuit; current version includes 2 
vibration motors, but we tested only one to know exactly how 
blind users navigate the screen using one finger; next tests may be 
on more vibration motors to discover how the blind users navigate 
the screen using more than one finger, 5) We plan also to add 
thermic actuators for translating the notion of colors. This may be 
very useful and hopeful for blind users to transfer information 
about colors, 6) after adding all mentioned desired changes to the 
circuit and to the program; we should test integrating the hybrid 
segmentation algorithm of web pages with the adapted version of 
the designed circuit to generate automatically the graphical 
elements of the navigated web page.    
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ABSTRACT 

Increasingly visualization systems are using storytelling to present 

complex data. However, many approaches neglect enabling users 

to independently explore details within the story. The research 

presented in this paper provides an overview of the 

implementation and discusses the evaluation of a novel 

framework (VisEN), which aims to allow users to construct 

narratives containing multiple exploration paths. The narratives 

are told through dynamically generated visualization techniques, 

which are personalized for individual end users, and where every 

visualization technique in the narrative can be further explored. 

The evaluation described assesses the role personalized visual 

narratives had in increasing engagement of weaker students with 

an online database SQL course. It was found that weaker students 

who regularly interacted with their personalized visual narratives 

showed an improvement in engagement. 

Categories and Subject Descriptors 

H.3.5 [Online Information Services]: Web-based services; H.5.2 

[User Interface] Graphical User Interface; H.5.4 [Hypertext/ 

Hypermedia]: Architectures 

General Terms 

Design, Experimentation, Human Factors, Performance 

Keywords 

Visualizations, Personalized Visual Narratives, Visual Interaction 

and Exploration 

1. INTRODUCTION 
Research in the field on Information Visualization has largely 

been focused on visual analytics and exploration, whereas 

research in visual presentation and storytelling has recently started 

to gain momentum. Storytelling in information visualization, or 

narrative as it is referred to in this work, can be defined as an 

ordered sequence of steps consisting of visualizations, which are 

linked or connected to make the communicated message more 

memorable [1]. Stories provide effective ways of highlighting 

facts, making points and passing on information [16], while 

visualizations facilitate a simple means to understand digitized 

data as they map data attributes to visual properties [6]. The 

 

research addressed in this paper presents a framework, VisEN 

(Visual Exploration with Narrative), which aims to provide a 

novel way to extract knowledge and meaning from data. VisEN 

supports users in the role of narrative composers to analyze 

potentially complex data through advanced web based interfaces 

to construct narratives. The narratives include explorations paths 

to facilitate data drill downs and viewing related data. The 

narratives are automatically transformed into personalized visual 

narratives for end users, who can analyze and explore sections of 

the narrative through multiple interactive visualization techniques 

and gain a deep understanding of the data. 

This paper discusses the implementation overview, evaluation and 

preliminary results of two key components of the VisEN 

framework: the Narrative Builder and the Visual Narrative 

Explorer. The aim of the Narrative Builder is to enable narrative 

composers to construct explorable narratives through an advanced 

web–based interface, which enables the analysis of potentially 

complex data without dealing with data complexity issues. The 

aim of the Visual Narrative Explorer is to personalize the visual 

narratives for end users and facilitate analysis and exploration of 

these narratives. VisEN was deployed to the AMAS [20] 

Personalized Learning Environment (PLE), to provide 

personalized visual narratives to 108 students who participated in 

an online SQL course. Two evaluations were completed with the 

first analyzing how effective the AMAS course professor found 

the user interfaces provided by the Narrative Builder to build 

explorable visual narratives. The second evaluation focused on 

weaker students’ level of engagement (“participation in 

educationally effective practices” [17]). In particular, it analyzed 

how effective the personalized visual narratives were in allowing 

weaker students to extract meaning from their activity data, in 

order to motivate them to engage with the course. The results of 

both evaluations were very encouraging and it was found that 

these learners were drawn to their visual narratives in order to 

understand and improve their engagement with the course. 

The remainder of this paper is structured as follows: Section 2 

discusses the VisEN framework approach. Section 3 presents a 

review of the related work. Section 4 describes an implementation 

overview of VisEN. Section 5 presents two use cases; the first 

describing a domain expert using VisEN to construct visual 

narratives, and the second describing a learner using her 

personalized visual narratives to gain a thorough understanding of 

her personal course log data. Section 6 evaluates effectiveness of 

VisEN when deployed to a PLE and discusses preliminary results. 

Finally, section 7 discusses conclusions and future work. 

2. VISEN APPROACH 
VisEN automatically transforms narratives into explorable visual 

narratives. This transformation requires data characterization and 



mappings to transform data to appropriate visualization 

techniques. Data characterization or data transformation [6] 

involves analyzing data to facilitate automated mappings to 

visualization techniques. To enable this mapping or visual 

encoding [6], the affordances and characteristics of visualization 

techniques are required, for example, through a matrix. VisEN 

narratives consist of data slices, which are constructed using data 

fields, metadata, filters and aggregations. Data slices form the 

chapters or sections of the narrative. 

When a data slice is constructed, visualizations that can render the 

data are automatically generated and presented to the narrative 

composer as a set. The narrative composer decides which 

visualizations to keep in the set. This action introduces humans 

into the visual matching process. This results in a refined set of 

visualizations for a data slice, and takes place before the narrative 

is transformed into a visual narrative. VisEN automatically 

generates personalized exploration paths to allow end users to 

select elements within visualizations and view details or view 

related data through other visualizations. The exploration paths 

are generated based on users preferences and consists of 

visualizations showing details and related data to the narrative 

viewed. 

To complete the narrative, the narrative composer connects the 

data slices to each other in a chronological order and publishes it. 

Figure 1 shows a simplified view of the process used by VisEN to 

produce personalized explorable visual narratives. 

 

Figure 1: VisEN Flow 

3. RELATED WORK 
Interaction, exploration and visual storytelling are important 

aspects of presentation in information visualization as they allow 

users to gain a deeper understanding of data. This section analyses 

the state of the art to determine how adequately generating 

dynamic visual narratives and enabling personalized visual 

explorations of these narratives have been addressed.  

Visual narratives have been effectively used in journalism [9, 15, 

24] to tell stories with data. These have ranged from presenting 

several visualizations with annotations in one view to slides 

containing interactive visualizations to tell a story. Contextifier 

[15] for example, provides visualizations embedded in news 

articles and provides visualizations of related articles allowing 

users to navigate and explore these. Tools such as Gapminder 

[22], GED Viz [8] and SketchStory [18] provide users with 

interactive visual storytelling. However, the interactions are 

limited to hovering the mouse over data points to reveal details 

and filtering regions of the data. StoryFlow [19] allows users to 

explore data in a second layer of the story through its bundling 

operation, which reveals a level of detail beneath a bundled line. 

Spotfire [27] provides users with data drill down capabilities, 

where visual structures can be clicked by users and the system 

loads another visualization that also provides a drill down of the 

data. A user can choose to drill down further and view the 

selected data through a further visualization. However, with drill 

downs, users reach an end point where their exploration must. 

Exploration paths provided by VisEN are linked to elements in 

the visual narrative and when these elements are clicked, 

visualization techniques are generated rendering a drill down view 

or a related data view of the element selected. Drill down views 

show the details surrounding a selected element, whereas related 

data views show data which shares relationships with the selected 

element. When a user reaches the lowest point in a drill down, she 

always has the option to view related data. Visualizations have 

been used in Technology Enhanced Learning (TEL) to present 

student activity data and peer comparisons [11, 22] to motivate 

students. However, these are not represented through visual 

narratives, where users can explore the data presented. 

Personalized visual narratives can aid the process of 

understanding complex data as they can present personalized data 

and provide visualizations that suit individual preferences. In 

Tableau Story, Tableau [26] selects the most suitable visualization 

for the story point and this can be changed by the analyst. 

Similarly Google Fusion Tables [10] uses a suitable visualization 

for the data. However, we find on many occasions, a number of 

visualization techniques are suitable to render the same data. The 

visualizations generated by these systems are not personalized to 

end user preferences. In TEL, a number of systems [2, 3, 21] 

provide personalized visualization forming part of the learning 

module. VisEN’s architecture consists of a Personalization 

Engine, which generates personalized exploration paths for end 

users. User data preferences are stored in a user model, which are 

used to personalize the exploration paths. 

From the visualization tools that support visual interactions and 

explorations, Spotfire [27] supports drill down explorations, 

however, the exploration path is fixed and an end user has the 

option to either view the details behind a data point or not. The 

exploration is not independent of the path constructed by the 

analyst. VisEN provides multiple exploration paths from each 

data slice, allowing end users to explore various tailored paths 

through the data set. Hence the exploration is independent from 

one end user to another and this allows users to derive personal 

conclusions. 

From the analysis above, it can be seen that VisEN progresses the 

state-of-the-art by introducing three novel factors which focus on 

allowing end users to: 1) explore related data through exploration 

paths; 2) view visual narratives; and 3) analyze tailored 

exploration paths. 

4. IMPLEMENTATION OVERVIEW 
The VisEN architecture uses principles discussed in 1) the 

visualization pipeline [6]; 2) the visual information seeking 

mantra [25]; 3) the Template Editor and Shelf Configuration 

visual interface design approaches [13]; and 4) sequencing in 

visual narratives [14] to generate explorable personalized visual 

narratives. Figure 2 shows VisEN architecture, which consists of 

the Narrative Builder, the Visualization Engine and the Visual 

Narrative Explorer components. 

4.1 Narrative Builder 
The Narrative Builder enables narrative composers to easily 

construct narratives from complex data. Visualizations are not 

introduced into the narrative during the narrative building phase. 



 

Figure 2. VisEN Architecture 

4.1.1 Data Connection Component 
Narrative Composers use the Data Connection component to 

connect to heterogeneous data sources to construct narratives. 

Data connections are established by selecting data sources or 

specifying connection parameters. Preconfigured data source 

parameters are stored in configurations files and new data source 

parameters supplied by narrative composers are also saved to 

these files.  

4.1.2 Data Analysis Interface 
Data slices form the individual pieces of narratives and are 

constructed by the narrative composers via the web based Data 

Analysis Interface. In addition to constructing the data slice, the 

Data Analysis Interface allows narrative composers to analyze 

data sources. The interface consists of a number of buttons which 

run general queries such as “select count..”, “select <field>..” 

etc.; this simplifies the process of constructing narratives as the 

raw data values can be analyzed by narrative composers. The Data 

Analysis Interface uses the jQuery Accordion widget to show 

source tables and fields and uses the jQuery Draggable widget to 

facilitate dragging and dropping of data fields to construct data 

slices. The interface provides a canvas with panels for fields and 

filters. The data fields from the Draggable widget can be dropped 

onto these panels to construct data slices. The drag and drop 

design approach has been used effectively in state of the art [26]. 

When a field is dropped onto a filter panel, VisEN runs queries to 

fetch data to allow narrative composers to specify which values to 

use in the filter.  

4.1.3 Encoded Exploration 
An important and novel aspect of VisEN is exploration paths, 

which are automatically constructed and connected to data slices. 

Exploration paths consist of a series of visualizations linked to 

each data slice or section of the narrative. End users can view and 

analyze exploration paths by clicking on elements in a data slice 

to drill down into sections of a narrative or explore related items 

to obtain a deeper understanding of the data. Exploration paths 

are constructed by VisEN using data slices that have common 

elements or derivatives in the narrative. The narrative composer 

can view the automatically constructed exploration paths and can 

remove and visualization to the path via the available add/remove 

options on the Data Analysis Interface.  

4.2 Visualization Engine 
The Visualization Engine transforms narratives into visual 

narratives by mapping data slices from the narrative to 

visualization techniques. 

4.2.1 Query Builder 
The Query Builder uses the data and metadata provided by the 

narratives composers in the data slices to generate and execute 

SQL queries against the specified data sources. The query results 

are formatted by data type, size (data sizes and number of series of 

data) and coordinates (data points) to aid the Rules Engine in 

selecting appropriate visualizations for the data slice.  

4.2.2 Rules Engine 
The Rules Engine uses the formatted query results and the data 

slice metadata to determine appropriate visualization techniques 

for each data slice of the narrative. Instead of building 

visualizations, VisEN utilizes JavaScript visualization libraries to 

source visualization techniques. Extensive research [4, 5, 7, 12] 

has evaluated the affordances and characteristics of visualization 

techniques and compared the suitability of various techniques for 

data sets. This research has been used by VisEN to allow 

developers to build matrices that specify the characteristics, 

affordances and constraints of the supported visualizations. The 

matrices are stored as XML files and new visualizations can be 

seamlessly incorporated into the framework by creating a new 

XML file (matrix) and importing the JavaScript library.  

4.2.3 Visualization Builder 
The current set of visualization techniques supported by VisEN 

requires data to be formatted as JSON objects. The Visualization 

Builder creates JSON objects using the query results and metadata 

and populates the set of visualization techniques (currently nine 

techniques are supported including: bar chart, bubble chart, 

gauge, line chart, pie chart, scatterplot, stacked bar chart, area 

chart and parallel coordinates). It also makes the populated set of 

visualizations available to the narrative composer to view through 

a web interface as a dropdown list, where visualizations can be 

removed from the set. The remaining set is used for the visual 

narrative. 

4.3 Visual Narrative Explorer 
The Visual Narrative Explorer personalizes the visual narratives 

for end users by generating tailored exploration paths for each 

narrative based on individual preferences. It provides a web-based 

interface where end users can analyze visual narratives and view 

exploration paths to understand data. 

4.3.1 Personalization Engine 
The Encoded Exploration component generates derivatives from 

data slices for exploration paths, which can be accepted or 

rejected by the narrative composer. Accepted derivate data slices 

and data slices related to the narrative are used to form 

personalized exploration paths. The Personalization Engine 

personalizes the exploration paths using user data preferences, set 

in the user model. These preferences are set when end users asked 

to select data tags (taken from data slice metadata) they are 

interested in exploring when viewing visual narratives. Selected 

tags are stored in the VisEN user model and these are used to 

personalize the exploration path. 



4.3.2 Narrative Dashboard 
Published visual narratives are made available to end users 

through the web based Narrative Dashboard. End users are 

presented with the first data slice of visual narratives and the 

remaining data slice can be access by clicking the titles at top of 

the interface. When an end user wishes to explore an element in 

the data slice, she can click it and this generates the first 

visualization in exploration path, which is shown in a popup 

window on the web browser. Clicking an element in the visual 

narrative fires an AJAX request and the linked exploration path is 

made available to the end user. At any point the end users can 

close the exploration path popup window and continue analyzing 

the visual narrative or alternatively continue with the exploration. 

5. USE CASES 
This section discusses two use cases; the first use case describes a 

university professor using VisEN to construct two narratives. The 

second use case describes a student using personalized visual 

narratives to understand and improve her course engagement.  

5.1 Use Case One – University Professor 
John is a Professor lecturing Database Management System to 

final year university students. His students need to use the AMAS 

[20] portal to study SQL. John understands the challenges 

learners’ have engaging with online learning modules and wishes 

to provide visual narratives to improve engagement by allowing 

them to visually analyze and explore their individual log data. 

John logs into VisEN and assumes the role of a narrative 

composer. He connects to the AMAS data source containing 

learner log data from the last time the course was run. This data 

source consists of thousands of entries with all the interactions 

learners had with the course over a three months period. After 

analyzing the data he wishes to construct two narratives. He starts 

constructing data slices by dragging data fields onto the Narrative 

Builder interface.. He clicks on the "Visualize Data" button and 

views the set of visualizations for each data slice and also views 

the automatically generated exploration paths. Finally he 

disassociates the narrative with the previous log data and connects 

it to new data source (this consists of test entries as the course is 

yet to commence) and publishes the narratives. 

5.2 Use Case Two – Final Year Student 
Michelle is a final year Computer Science student and has 

received an average grade of below 50% each year during the first 

three years of her course. However, she is determined to improve 

her grade in her final year. As part of one of her modules she 

needs to study SQL using the AMAS portal. During the first 

month of the three month module, Michelle has occasionally used 

the portal. At the end of this month she receives a notification 

from the portal informing her of her poor engagement with course 

activities and advises her that in previous years the students who 

continued to engage at this level performed poorly.  

Following on from this notification, Michelle wants to understand 

how she can improve her engagement and estimate how much 

time she must commit to this module to perform well. She views 

her personalized visual narratives and analyzes her engagement 

score and how it was calculated. She analyzes peer engagement 

comparisons using her visual narratives which allow her to 

determine how to improve engagement. By analyzing peer 

comparisons and exploring her visual narratives, Michelle is able 

to predict how long it will take her to complete her next five 

activities. Michelle now feels motivated and determined to work 

hard and obtain a good grade. As she completes each activity, she 

explores her visual narratives and estimates the time the next 

activity would take. 

6. EVALUATION 
VisEN was deployed to the AMAS [20] PLE during the 2013-

2014 academic year to provide learners with personalized visual 

narratives to allow them to analyze their engagement score, view 

time spent on activities and analyze peer comparisons. AMAS 

provides a dynamic and adaptive framework for composition and 

assignment of personalized learning activities [20]. It has been 

used over the past three years to deliver an SQL database course 

to final year university students in Trinity College Dublin. Two 

evaluations were carried out in conjunction with the delivery of 

the AMAS SQL course. The first evaluation involved a university 

professor using VisEN to construct visual narratives for his 

students. The second evaluation involved participating students of 

the course using personalized visual narratives in order to 

understand their performance and engagement from their log data. 

6.1 Evaluating the Narrative Builder 
In this evaluation, the professor whose students worked through 

the AMAS activities, assumed the role of a narrative composer 

and constructed narratives using the AMAS log data from the 

2012-2013 academic year. The aim of this trial was to evaluate the 

end to end tasks of the narrative composer: analyze a complex 

data set; construct narratives with exploration paths; and critique 

the set of generated visualizations. The professor was provided 

with a 15 minutes training session on how to use the Narrative 

Builder and then asked to construct the two narratives using the 

Narrative Builder (shown on the left of figure 3): 1) A narrative 

showing learners’ engagement score and how it was calculated; 2) 

A narrative presenting the time learners spent on activities, and 

allowing learners to compare activity times with their peers. 

Exploration paths were automatically generated, which showed a 

breakdown of selected students' engagement score (drill down). 

The other exploration path showed engagement scores of similar 

students (related data). Once both narratives were completed 

(which took 25 minutes with some assistance), the professor was 

asked to interact with the visual narratives, which were 

automatically generated and analyze the data through exploration 

paths. During the analysis, he was asked to answer questions by 

exploring and interacting with the visual narratives, which he did 

with ease and answered all the questions. 

 His final task was to critique the visualizations and the process of 

constructing the narrative through a questionnaire and interview. 

The questionnaire focused on how useful the professor found the 

process of constructing narratives and analyzing exploration 

paths. For example, one of the questions asked: "When viewing 

course engagement by activity, how useful was it to view students 

with similar engagement through an exploration path”. The 

questions also addressed how well the framework and 

visualizations met his needs, such as “Did the framework support 

you in telling the story you wanted to tell” and “Where you ever 

frustrated with the limitations of the user interface”, to which he 

offered useful suggestions such as providing tooltips and help 

options. From the feedback the professor found exploration paths 

very useful for gaining insight and was able to tell the story



 

Figure 3. Narrative Builder Interface (left) and two sample visualizations from a Personalized Student Visual Narrative (Right)

requested. He expressed that the data slices and resulting 

visualizations represented his needs quite well. In the interview, 

the professor expressed that he was able to follow and interact 

with the visualizations easily and expressed confidence in 

constructing data slices and building the narratives. Examining 

the time taken to learn and construct the narratives, it was evident 

that the professor had a very positive experience constructing 

narratives using the Narrative Builder. 

6.2 Evaluating Personalized Visual Narratives 
One of the primary aims of AMAS is to support weaker students 

completing their course. The second evaluation focused on 

analyzing the impact the personalized visual narratives had on 

supporting weaker learners to improve course engagement. The 

right hand side of Figure 3 shows two visualizations from one of 

the narratives presented to learners. 108 students participated in 

the AMAS SQL course; 22 of these were identified as weak 

students as they had an average grade of below 50% for each of 

the previous three years of their course.  

During the course, AMAS sent fortnightly notifications to learners 

informing them of their engagement levels. The first study 

analyzed the AMAS log data, (consisting of thousands of entries 

for three months of interactions from 108 learners), and found that 

all of the weaker students had at some stage received a below 

average engagement notification. The analysis of the log data of 

the 22 weaker students found that 17 of these students showed an 

improvement in engagement following this notification. It was 

found that 14 of these 17 learners were immediately drawn to 

their personalized visual narrative following a below average 

engagement notification. All of these 14 learners executed a 

minimum of 45% of their total narrative interactions on the first 

day after reading the notification. Following this notification 

(which did not explicitly direct them to their personalized visual 

narratives), these learners frequently returned to view their 

personalized visual narratives. Hence, it can be concluded that the 

personalized visual narratives assisted these learners in gaining a 

deeper knowledge of their performance data. 

The second study analyzed if there was a correlation between 

weaker students interacting with their visual narratives and an 

improvement in engagement. The log data of the 17 weaker 

students, who showed engagement improvement following a 

below average engagement notification, was analyzed. It was 

found that all of these learners showed a minimum of a 70% 

increase in interactions with their visual narratives during the 

period in which their engagement improved. From this, it was 

concluded that weaker students who increased in interactions with 

their personalized visual narratives showed an improvement in 

their course engagement level. 

7. CONCLUSIONS AND FUTURE WORK 
This paper introduced VisEN as a framework to construct visual 

narratives and facilitate personalized visual explorations by 

allowing end users to: 1) explore related data; 2) analyze visual 

narratives; and 3) analyze personalized exploration paths. 

Two evaluations were carried out; the first evaluation involved a 

university professor analyzing the log data of his students' course 

activities and constructing visual narratives. The results of this 

evaluation were positive, with the professor confidently creating 

data slices and narratives and positively commenting on his 

experience of executing the tasks required. The second evaluation 

involved analyzing the log data of weaker students who 

participated in an online SQL course. This evaluation found that 

the personalized visual narratives assisted these learners in 

understanding and improving their engagement and performance 

data.  



Preliminary results have been obtained from both evaluations. 

Further work is required to evaluate the Narrative Builder through 

qualitative and quantitative analysis using several users. In the 

2014 - 2015 academic year, it is intended to continue to provide 

learners with personalized visual narratives and compare 

engagement results with control groups, and quantify the increase 

in engagement levels, and verify the statistical significance. 
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