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Preface

Configuration problems have always been subject of interest for the application and the development of advanced Artificial Intelligence techniques. The selection of papers of this year's workshop demonstrates the wide range of applicable AI techniques including contributions on configuration knowledge representation, algorithms, theoretical approaches, and real-world configuration problems & applications.

The workshop is of interest for both, researchers working in the various fields of Artificial Intelligence as well as for industry representatives interested in the relationship between configuration technology and the business problem behind configuration and mass customization. It provides a forum for the exchange of ideas, evaluations, and experiences especially related to the use of Artificial Intelligence techniques in the configuration context.

As such, this year's Configuration Workshop again aims at providing a stimulating environment for knowledge exchange among academia and industry and thus building a solid basis for further developments in the field.

*Alexander Felfernig, Cipriano Forza, and Albert Haag*
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Using Answer Set Programming for Feature Model Representation and Configuration

Varvana Myllärniemi¹ and Juha Tiihonen¹ and Mikko Raatikainen¹ and Alexander Felfernig²

Abstract. Feature models are a wide-spread approach used for expressing variability in software product lines. Answer set programming (ASP) is nowadays an increasingly popular approach to configuration knowledge representation. In this paper, we study the similarities between feature modeling and configuration knowledge representation with ASP. We define the feature configuration problem utilizing ASP, and show two different ways using an example of translating the basic feature modeling concepts embodied in the graphical feature models into ASP programs. This way we want to emphasize the role of ASP as a means to tackle the feature configuration problem.

1 Introduction

Features and feature models [11, 17, 18] have been proposed as a means to represent the variability of a software system. Variability in software is defined as the ability of a system to be efficiently extended, changed, customized or configured for use in a particular context [27]. Correct and efficient management of variability is especially important for software product lines. A software product line is a set of products that share a common, managed set of features, a common architecture and a set of reusable assets, thus enabling the preplanned production of products with slightly varying capabilities [7, 10]. In fact, feature modeling has become the de facto means to represent and reason about variability in software product lines in academia [6]. Within software product lines, feature models can be used for two purposes: to manage and reason about commonality and variability at the domain engineering level, and to support the derivation of valid products at the application engineering level.

Software product line variability, and consequently, feature models, can grow large and complex. Due to the combinatorial explosion, analyzing feature models and finding a valid feature configuration is infeasible to do manually with large-scale feature models [3]. Thus, there is a need for automated analysis and reasoning of feature models [3]. However, it seems that current feature model analysis focuses on the analysis of the variability, that is, analysis at the domain engineering level, rather than on analysis of the derivation or configuration task. Out of the feature analysis operations listed in [3], only a few analyses are related to derivation: whether a given feature configuration is a valid product, and the operation to enumerate all possible valid configurations [3]. The problem of feature configuration has been studied to some extent, for example, for staged feature configuration [12] that elaborates several stages of making selections and pruning the variability space. Within this paper, we are interested in the simple configuration problem: given a set of requirements for a product, what are the valid feature configurations?

In the field of mechanical and physical products, configuration has a long and successful history as a basis for mass-customization, see, e.g., [15]. The variability of the product is captured in a configuration model that represents the taxonomy and compositional structure of a product along with relevant constraints. The configuration task for a configuration model results in a configuration, a specification of a product individual [19, 30, 23] that meets the customer requirements.

As a supporting tooling, Answer Set Programming (ASP) is an increasingly important formalism for the representation of configuration models. Configuration is one of the first applications of ASP solving; the requirements of configuration problems were taken into account already in the development of the early ASP tool Smoodels [25]. On the one hand, ASP programs have been applied directly to model configuration [24, 28] and reconfiguration [13, 24] problems in research systems. On the other hand, another approach is to model configuration models with a high-level language and to translate the resulting model into a corresponding ASP program [31, 29].

The two disciplines of software product lines and configurable products have similar goals and challenges in the variability management [16, 4]. A major goal of this paper is to show in an easily accessible manner and through concrete examples how ASP can be applied in the context of feature modeling. Previous work has described these aspects on a higher level of abstraction. Therefore, our research problem is to study the similarities between feature modeling and configuration knowledge representation with ASP. For this purpose, the following research questions are set:

- RQ1: How can the feature configuration problem be stated
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Figure 2. Example feature model slightly extended from [3].

through ASP?
• RQ2: What are the different ways to represent a feature model diagram as an ASP program?
• RQ3: What are the synergies in the variability management between feature modeling and product configuration?

Figure 1 illustrates the strategy that this paper utilizes to answer the research problem and questions. In particular, it shows how the graphical feature diagrams are represented with textual languages, and these textual languages are then automatically translated to ASP programs. Since the same graphical feature model can be represented both with the textual feature modeling language (Kumbang) as well as with the product configuration language (PCML), it is possible to compare and identify conceptual similarities and differences between software variability management and product configuration. Moreover, the figure illustrates the strategy of utilizing intermediate level languages: this omits the need to manually write ASP programs directly, and consequently, any inherent cognitive difficulties.

The contributions of this paper are the following. Firstly, we adapt the existing work [26] to define the feature configuration problem based on answer sets and stable model semantics. Secondly, we show how the basic concepts of feature models can be represented as ASP programs utilizing a concrete running example. This enables the use of existing ASP solvers to efficiently solve the feature configuration problem. Thirdly, for translating the feature models to ASP programs, we utilize two existing intermediate level languages; these languages enable the product line engineer to operate on domain-specific modeling constructs. Since these two languages originate from different paradigms, this highlights the conceptual similarities between software product line engineering and product configuration.

The remainder of this paper is organized as follows. Section 2 lays out the background as a previous work. Section 3 defines the feature configuration task and problem with ASP. Section 4 shows how graphical feature models can be represented as ASP programs by translating them through a textual feature modeling language called Kumbang (cf. Figure 1). Section 5 demonstrates that the same graphical feature model can be represented by Product Configuration Modeling Language (PCML) and its translation to ASP. Section 6 discusses the similarities of the software variability and traditional product configuration. Section 7 concludes.

2 Background

2.1 Feature modeling

A feature in a feature model can be seen as a characteristic of a system that is visible to the end-user [17]. For example, for a software product line for mobile phones, feature MP3 might represent the capability to listen to and store audio files in MP3 format (see Figure 2). Since features can be used to capture also technological or implementation decisions [18], the definition of a feature has been extended to be a system property that is relevant to some stakeholder and is used to capture commonalities or discriminate among product variants [11].

Given a set of features, a feature model represents the variability and relations of those features. A feature model is represented as a hierarchically arranged set of features that consists of relations between a parent (or compound) feature and its child features (or subfeatures) and cross-hierarchy constraints [3]. Typically, feature models are presented as graphical diagrams. An example feature model for mobile phones is illustrated in Figure 2.

At least four basic relations between parent and child features can be identified [3]. Firstly, a child feature can be mandatory in relation to its parent feature: the child feature must be included in all products that include the parent feature. For example, feature Calls is mandatory in relation to feature Mobile Phone (see Figure 2). Secondly, a child feature can be optional in relation to its parent feature, for example, feature GPS can either be selected or left out for all mobile phones. Thirdly, a set of child features can be alternative in relation to their parent feature, which means that exactly one of the child features must be selected when the parent feature is in the product. As an example, exactly one of features Basic, Colour, and High resolution must be present in the product that has feature Screen. Fourthly, a set of child features can be in or relation to their parent feature, which means that one or more of them are present in the product that has the parent feature; this is exemplified by features Camera and MP3 in Figure 2.

Additionally, there can be cross-hierarchy constraints. For example, features GPS and Basic are mutually exclusive, which means they cannot be in the same product, whereas feature High resolution must always be included in a product that contains feature Camera. These constraints are presented as annotations in Figure 2.

Various feature models and extensions to basic feature models have been proposed, as discussed in [3].

Firstly, there can be feature models with attributes [12, 5], as illustrated in Figure 2. Feature Storage has been characterized with an attribute that describes the size in gigabytes, with an enumerated value range. Attributes are typically defined by stating a name and a specific range of values. Typically, a variation point that has a finite number of variants can be represented both as a set of features and as an attribute in a feature.

Secondly, there can be feature models with cardinality [11, 12]. It has been argued that cardinalities can be used to express similar relations as with basic feature relations. For example, Figure 3 illustrates
how a part of the model in Figure 2 is represented with cardinalities.

The usage of feature models varies from an informal documentation or visualization to more rigorous usages enabling even automatic analysis. Respectively, the research has matured from the early notations [17] to various formalizations and analyses [3]. One possible usage of feature models is with configurable software product lines [8]: a product can be derived without further development [8] by configuring features, resulting in a model of a product individual.

2.2 Answer Set Programming

As summarized in [14], Answer Set Programming (ASP) has become a popular approach to declarative problem solving. The attractiveness of ASP stems from a combination of a rich and yet simple modeling language and the availability of high-performance solvers. The roots of ASP include knowledge representation, logic programming, (non-monotonic) reasoning, databases, and Boolean constraint solving.

ASP makes it possible to express the problem as a theory consisting of logic program rules with clear declarative semantics, and the stable models, i.e., the answer sets of the theory correspond to the solutions to the problem [25].

Programs that follow the Answer Set Programming paradigm are a generalization of normal logic programs. A generalized and unified syntax of ASP programs called ASP-Core-2 has been defined [9]. This input language has been adopted by many ASP solvers [1]. Optimality criteria, variables and built-in functions can be defined. The syntax of ASP programs is close to Prolog, but the computation method via model generation is different [14].

There are a number of ASP solvers available, see [33], that can tackle a number of complex problems. The best ASP solvers perform well for a range of hard problems; see, for example, problems and results of the Fourth Answer Set Programming Competition [1]. The competition tasks included 3 problems in complexity class P, 15 problems in NP, 3 problems Beyond-NP ($\sum_2^P$), and 5 optimization problems; the domains of the tasks include combinatorial, database, diagnosis, graph, planning and scheduling problems. An example of current, well performing set of tools is Potassco, the Potsdam Answer Set Solving Collection [14], available from [22].

The authors of this paper have applied weight constraint rule language (WCRL) that is almost a genuine subset of ASP-Core-2. The languages ASP-Core-2 and WCRL are compatible enough so that the concrete WCRL logic programs generated by our tools are valid in ASP-Core-2. This was verified with Clingo version 4.3, available from [22]. Thus, when describing WCRL, we actually describe a part of ASP-Core-2 that is sufficient for this paper. We can do this in a slightly more intuitive yet compact way than we could describe the full ASP-Core-2.

In the following, we describe the basic concepts of weight constraint rules focusing on the concepts needed in the rest of the paper. Instead of explaining the concepts utilizing a running example, these concepts are exemplified for Kumbang in Section 4 and for PCML in Section 5. For further details and examples, please see [25, 9].

Cardinality constraints are used as the primary basic building blocks of the product configuration rules. Cardinality constraints are of the form

$$l(a_1, \ldots, a_n, \text{not } b_1, \ldots, \text{not } b_m)u$$

where $l$ and $u$ are the lower and upper bounds of the constraint. Basic atoms are the smallest lexical units, for example $a$, or $b$. A literal is an atom $b$ or a not-atom $\text{not } b$. A cardinality constraint is satisfied by a set of atoms $S$ if the number of those literals in \{a_1, \ldots, a_n, \text{not } b_1, \ldots, b_m\} that are satisfied by $S$ is between the bounds $l$ and $u$.

A constraint rule is an expression of the form

$$C_0 :: C_1, \ldots, C_n$$

where the body of the rule consists of a number of cardinality constraints $C_i$, and the head $C_0$ cannot contain negated atoms. A program $P$ is then a set of constraint rules.

For product configuration, the following rules are often useful. Firstly, in choice rules the number of satisfied atoms in the head must be between $l$ and $u$:

$$l(a_1, \ldots, a_n)u :: C_1, \ldots, C_n$$

Secondly, a rule with an empty head yields an integrity constraint $C_1, \ldots, C_n$, that is, an unsatisfiable constraint that allows specifying inconsistent situations where finding the answer is not possible. Finally, a rule with an empty body is called a fact. For example, a fact $C_0$ states that $C_0$ is always true.

Given a set of atoms $S$, a rule $C_0 :: C_1, \ldots, C_n$ is satisfied iff $S$ satisfies $C_0$ whenever $S$ satisfies each of $C_1, \ldots, C_n$. A program $P$ is satisfied by $S$ if each rule in $P$ is satisfied by $S$. A stable model or answer set of a weight constraint rule program is defined as a set of atoms that 1) satisfies the program (is a classical model of the program) and 2) every atom in a stable model is justified (grounded) by the rules in the program. For example, consider the logical formula $b \land (b \land \neg c \rightarrow a)$ that has three (classical) models \{b, c\}, \{a, b\} and \{a, b, c\}. The answer set program

$$b. a :: b, \text{not } c.$$ has one stable model \{a, b\}. For the formalization of this definition, refer to [25].

Variable-free ground weight constraint rules discussed up to now become more practical by allowing the use of variables, function symbols, and predicates. A rule with variables is treated as a short hand for all its ground instantiations with respect to the Herbrand universe of the program. Decidability is retained by allowing only domain-restricted rules. Ignoring the details, each variable in a rule must appear in a domain predicate which occurs positively in the body of the rule. For example, $p(X) :: q(X)$ over constants \{a, b, c\} is an abbreviation of

$$p(a) :: q(a), p(b) :: q(b), p(c) :: q(c).$$

Given predicates and domains, rules with the so called conditional literals are frequently applied in product configuration. For example, a fact with predicate $\text{chair}$ and domain predicate $\text{member}$ states that every board must have exactly one chair that must also be a member:

$$1 \{\text{chair}(X) : \text{member}(X)\} 1.$$ 3 Feature Configuration Problem Utilizing ASP

Research question RQ1 identified the need to address the feature configuration problem with ASP. In order to utilize ASP and existing solvers (see Section 2.2), one needs to define the basic concepts of the feature configuration problem. Figure 4 defines the feature configuration problem. Here, we adapt the definition of [26] to the domain of feature models in a straightforward manner. We describe each key concept in the definition informally and through examples from the domain of feature models. For further information about the configuration problem in more general terms, see [26].
4 Representing Feature Models as ASP Programs through Textual Feature modeling Language

Section 3 presented the feature configuration problem utilizing ASP programs and identified the need to represent a given feature model as an ASP program. In the following, we show how the graphical feature model in Figure 2 and the basic feature modeling concepts can be represented as ASP programs. This is done in two phases, as illustrated in Figure 1: firstly, Section 4.1 shows how the textual model in Kumbang is translated to WCRL automatically with the Kumbang tool. Thus, for the purpose of this paper, we utilize WCRL as an example language to construct ASP programs (see also Section 2.2).

4.1 Representing the Feature Model in Kumbang

In order to enable the feature configuration with ASP, the feature model in Figure 2 needs to be represented in a form that is both understandable to a product line engineer, and can be unambiguously translated to an ASP program. For this purpose, we utilize Kumbang language [2], which is a modeling language and an ontology for modeling variability in software product line architectures from the perspective of Textual Feature modeling Language.
feature type MobilePhone {
    Calls calls;
    GPS gps;
    Storage storage;
}

feature type Calls {
    constraint: not has_instances (Basic);
}

feature type Screen {
    constraint: has_instances (HighResolution) type;
}

feature type Camera {
    constraint: has_instances (HighResolution);
    feature type MP3 {}
}

feature type Basic {}

feature type HighResolution {}

feature type Media {
    constraint: Camera
    constraint: MP3
    constraint: apps[1-2] (different);
}

attribute type Size { 8, 16, 32, 64 }

Figure 5. Feature model from Figure 2 represented with the Kumbang language.

Forfamel model mobilephone
root feature MobilePhone
feature type MobilePhone {
    Calls calls;
    GPS gps;
    Storage storage;
}

feature type Calls {
    constraint: not has_instances (Basic);
}

feature type Screen {
    constraint: has_instances (HighResolution) type;
}

feature type Camera {
    constraint: has_instances (HighResolution);
    feature type MP3 {}
}

feature type Basic {}

feature type HighResolution {}

feature type Media {
    constraint: Camera
    constraint: MP3
    constraint: apps[1-2] (different);
}

attribute type Size { 8, 16, 32, 64 }

Figure 5. Feature model from Figure 2 represented with the Kumbang language.

feature type MobilePhone {
    Calls calls;
    GPS gps;
    Storage storage;
}

feature type Calls {
    constraint: not has_instances (Basic);
}

feature type Screen {
    constraint: has_instances (HighResolution) type;
}

feature type Camera {
    constraint: has_instances (HighResolution);
    feature type MP3 {}
}

feature type Basic {}

feature type HighResolution {}

feature type Media {
    constraint: Camera
    constraint: MP3
    constraint: apps[1-2] (different);
}

attribute type Size { 8, 16, 32, 64 }

Figure 5. Feature model from Figure 2 represented with the Kumbang language.

feature type MobilePhone {
    Calls calls;
    GPS gps;
    Storage storage;
}

feature type Calls {
    constraint: not has_instances (Basic);
}

feature type Screen {
    constraint: has_instances (HighResolution) type;
}

feature type Camera {
    constraint: has_instances (HighResolution);
    feature type MP3 {}
}

feature type Basic {}

feature type HighResolution {}

feature type Media {
    constraint: Camera
    constraint: MP3
    constraint: apps[1-2] (different);
}

attribute type Size { 8, 16, 32, 64 }

Figure 5. Feature model from Figure 2 represented with the Kumbang language.

feature type MobilePhone {
    Calls calls;
    GPS gps;
    Storage storage;
}

feature type Calls {
    constraint: not has_instances (Basic);
}

feature type Screen {
    constraint: has_instances (HighResolution) type;
}

feature type Camera {
    constraint: has_instances (HighResolution);
    feature type MP3 {}
}

feature type Basic {}

feature type HighResolution {}

feature type Media {
    constraint: Camera
    constraint: MP3
    constraint: apps[1-2] (different);
}

attribute type Size { 8, 16, 32, 64 }

Figure 5. Feature model from Figure 2 represented with the Kumbang language.

feature type MobilePhone {
    Calls calls;
    GPS gps;
    Storage storage;
}

feature type Calls {
    constraint: not has_instances (Basic);
}

feature type Screen {
    constraint: has_instances (HighResolution) type;
}

feature type Camera {
    constraint: has_instances (HighResolution);
    feature type MP3 {}
}

feature type Basic {}

feature type HighResolution {}

feature type Media {
    constraint: Camera
    constraint: MP3
    constraint: apps[1-2] (different);
}

attribute type Size { 8, 16, 32, 64 }

Figure 5. Feature model from Figure 2 represented with the Kumbang language.

feature type MobilePhone {
    Calls calls;
    GPS gps;
    Storage storage;
}

feature type Calls {
    constraint: not has_instances (Basic);
}

feature type Screen {
    constraint: has_instances (HighResolution) type;
}

feature type Camera {
    constraint: has_instances (HighResolution);
    feature type MP3 {}
}

feature type Basic {}

feature type HighResolution {}

feature type Media {
    constraint: Camera
    constraint: MP3
    constraint: apps[1-2] (different);
}

attribute type Size { 8, 16, 32, 64 }

Figure 5. Feature model from Figure 2 represented with the Kumbang language.

feature type MobilePhone {
    Calls calls;
    GPS gps;
    Storage storage;
}

feature type Calls {
    constraint: not has_instances (Basic);
}

feature type Screen {
    constraint: has_instances (HighResolution) type;
}

feature type Camera {
    constraint: has_instances (HighResolution);
    feature type MP3 {}
}

feature type Basic {}

feature type HighResolution {}

feature type Media {
    constraint: Camera
    constraint: MP3
    constraint: apps[1-2] (different);
}

attribute type Size { 8, 16, 32, 64 }

Figure 5. Feature model from Figure 2 represented with the Kumbang language.

feature type MobilePhone {
    Calls calls;
    GPS gps;
    Storage storage;
}

feature type Calls {
    constraint: not has_instances (Basic);
}

feature type Screen {
    constraint: has_instances (HighResolution) type;
}

feature type Camera {
    constraint: has_instances (HighResolution);
    feature type MP3 {}
}

feature type Basic {}

feature type HighResolution {}

feature type Media {
    constraint: Camera
    constraint: MP3
    constraint: apps[1-2] (different);
}

attribute type Size { 8, 16, 32, 64 }

Figure 5. Feature model from Figure 2 represented with the Kumbang language.

feature type MobilePhone {
    Calls calls;
    GPS gps;
    Storage storage;
}

feature type Calls {
    constraint: not has_instances (Basic);
}

feature type Screen {
    constraint: has_instances (HighResolution) type;
}

feature type Camera {
    constraint: has_instances (HighResolution);
    feature type MP3 {}
}

feature type Basic {}

feature type HighResolution {}

feature type Media {
    constraint: Camera
    constraint: MP3
    constraint: apps[1-2] (different);
}

attribute type Size { 8, 16, 32, 64 }

Figure 5. Feature model from Figure 2 represented with the Kumbang language.
Thirdly, the compositional structure of the features must be defined. For each part definition, a rule with the following format is added: 
\[ n \{ \text{haspart}(X_1, X_2, P) : \text{ppart}(X_1, X_2, P, I) \} m : F(X_1), \text{in}(X_1). \]
where \( F \) and \( P \) are replaced with feature and part names, and \( n, m \) replaced with the lower and upper bounds of the cardinality. Predicate \text{haspart} is used to indicate that a feature instance is instantiated as a part in the configuration, whereas predicate \text{ppart} is merely stating the possible parts. Together, these predicates justify the inclusion of a feature instance through composition: 
\[ \text{in}(X_2) : \text{haspart}(X_1, X_2, N), \text{ppart}(X_1, X_2, N, I). \]

Fourthly, attribute definitions are captured with the following rule: 
\[ 1 \{ \text{hasattr}(X, A_d, V) : A_v(V) \} 1 : \text{in}(X), F(X). \]
where \( A_d \) is replaced with the name of the attribute definition, \( A_v \) with the name of the attribute value type, and \( F \) with the name of the defining feature type.

Finally, the configuration model must also define the identifiers for each feature instance. This enables, for example, to state requirements \( R \) about the features that must be present in the configuration (see Figure 4). In Figure 6, the feature instances are given identifiers by enumerating all possible instances in the configuration, for example, \text{fact featMobilePhone(i0)}. gives identifier \( i0 \) to feature \text{MobilePhone}. Additionally, the identifiers are used to state the possible compositional relations between the instances with the predicate \text{ppart}. Using these identifiers, it is possible to state the requirements about the feature instances that must be in the configuration, for example, \text{in(i8)}. requires that feature \text{Camera} must be present in the configuration.

5 Representing Feature Models as ASP Programs through Product Configuration modeling Language

In this Section, the example feature model of Figure 2 is represented with a configuration modeling language designed to model the variability of physical products. We also exemplify the corresponding ASP presentation.

5.1 Representing the Feature Model in PCML

For illustrating the application of a configuration modeling language, we apply PCML, Product Configuration Modeling Language [21].

PCML is used by the WeCoTin configurator [29] as the language for representing configuration models. PCML is object-oriented, declarative and has formal implementation-independent semantics.

The main concepts of PCML are feature types, their compositional structure, attributes, and constraints. Feature types define the subfeatures (parts) and attributes of their individuals that can appear in a configuration. In a configuration, subfeatures (parts) of a feature individual are realized with feature individuals. The realizing feature individual(s) “fill the role” created by the subfeature definition. If the cardinality includes 0, an empty realization is possible. A configuration is a non-empty tree of feature individuals and individuals representing attribute values. In addition, the compositional structure is explicitly presented.

The main modeling mechanism of this example is the compositional structure. Feature type \text{MobilePhone} in 7 serves as the root of the compositional structure ‘configuration type’. see Figure 7. An individual of the type serves as the root of the configuration.

Feature type \text{MobilePhone} defines its compositional structure through a set of subfeature definitions. A subfeature definition specifies a subfeature name, a non-empty set of possible subfeature types (allowed types for brevity) and a cardinality indicating the valid number of subfeatures. Note that the example of Figure 7 applies a naming convention where the names of feature types end with \( _t \) and names of subfeatures (parts) with \( _p \).

A mandatory subfeature is represented by specifying cardinality 1 and by specifying exactly one allowed type. An example is the mandatory feature \text{Calls}_. \( _p \). An optional subfeature is modeled with a subfeature definition whose cardinality is 0 to 1, e.g., the feature \text{GPS}_. \( _p \). Alternative features are modeled with cardinality 1 and more than one allowed type. E.g., feature \text{Screen}_. \( _p \). Or-subfeatures are not directly supported by PCML, because with large cardinalities individuals of the same type would be allowed. Therefore for modeling \text{Media}_. \( _t \), further subfeatures were defined and a constraint added that enforces the presence of at least one subfeature.

The only attribute of the example is \text{Storage}_. \( _t \) defining an enumerated integer attribute \text{SizeGB}.

5.2 Representing the PCML Model in WCRL

Figure 8 shows a partial WCRL/ASP representation of the example feature model. When studying the WCRL/ASP presentation of Figure 8, it is visible that early versions of PCML and WeCoTin applied terminology where feature types were called component types and subfeatures were called parts.

Figure 8 shows the corresponding WCRL presentation (partial). The comments explain the predicates. For a more complete explanation, see [29].

Figure 9 shows one of the 52 answer sets. It represents a configuration with \text{Colour}, \text{Calls}, \text{Storage}, \text{SizeGB=16 GB}.

Figure 7. The feature model of Figure 2 represented with PCML.
6 Discussion

In this paper, we showed two ways to represent feature models as ASP programs by utilizing existing textual modeling languages designed for feature modeling and product configuration modeling. The use of an intermediate, textual language between the graphical feature models and logic programs is not that common: it seems typical that graphical feature diagrams are directly translated, e.g., to propositional logic [3], rather than utilizing an intermediate textual language.

The benefit of using such intermediate languages and models is that they may be more approachable to product line engineers: they utilize modeling concepts that more or less directly correspond to the concepts used to represent software variability. Such intermediate languages can serve a multitude of purposes: they can be represented graphically and modelled with the aid of graphical tools; they can be created or edited directly if need arises; and they can be automatically translated to ASP programs.

Another option would have been to directly represent or encode the entities and relations in feature models as ASP programs. The benefit of writing directly ASP programs is that the resulting ASP programs most probably are more compact and directly human-readable. The drawback is that logic programming even in the form of ASP programs might be challenging for a product line engineer not trained in computational logic programming.

For simplicity, our representation in this paper covered some basic concepts of feature models. Nevertheless, the languages discussed in Sections 4 and 5 cover much richer sets of modeling constructs. For example, the capability to represent feature inheritance was not utilized in the examples. Similarly, the literature contains numerous proposed extensions of feature models. Some of them are included in our conceptualizations and corresponding tools (e.g., attributes, cardinalities) while some are not. In any case, a detailed discussion about the needed modeling concepts is a future work item.

By mapping the feature modeling notation to both Kumbang and PCML, we demonstrated that both approaches, one tailored for feature modeling and one for product configuration, can be utilized for modeling software variability. A specific addition to the traditional feature modeling concepts done in this paper is to differentiate between feature instances and feature types. This dichotomy, however, parallels with domain and application engineering in software product families and is, therefore, quite natural for software variability although it has not been applied explicitly in feature modeling.

The product configuration community has applied configuration modeling and configuration techniques in full-scale production use for decades. It may be that some modeling constructs and approaches related to managing variability could be carried over to describe and analyze feature models. In such a case, existing analyses and respective tools could be readily utilized.

However, the derivation of product lines is not just about configuration: feature models are applicable to a wide range of settings, not just to configurable software product lines. Because of this, the tools intended for product configuration do not necessarily support all the relevant activities in the application engineering phase of software product lines.

In general, due to the availability of a variety of different efficient ASP solvers, it seems beneficial to represent feature models as ASP programs. Despite the fact that the theoretical computational complexity inherent in the feature configuration problem is NP-hard, the current ASP solvers are efficient in calculating the stable models even for programs that represent real-life feature models. We believe that it is more important to find and utilize real problems in testing scalability instead of generated random problems. Consequently, we have configured real problems interactively, without any noticeable delay: see the configuration model with slightly less than 500 variation points [29] and the configuration model with dozens of different types [2] as examples.
7 Conclusions

This study shows how feature models can be represented as ASP programs by means of two different mappings of a graphical feature diagram through intermediate languages. The representation of feature models as ASP programs enables utilizing existing inference engines that are efficient for practical problems. Moreover, the mapping shows significant similarities between feature modeling and product configuration, in particular demonstrating how a feature model diagram can be presented using a product configuration language. This is one concrete step towards better unification between these two similar disciplines of research.
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Integrating Distributed Configurations with RDFS and SPARQL

Gottfried Schenner and Stefan Bischof and Axel Polleres and Simon Steyskal

Abstract. Large interconnected technical systems (e.g. railway networks, power grid, computer networks) are typically configured with the help of multiple configurators, which store their configurations in separate databases based on heterogeneous domain models (ontologies). In practice users often want to ask queries over several distributed configurations. In order to reason over these distributed configurations in a uniform manner a mechanism for ontology alignment and data integration is required. In this paper we describe our experience with using standard Semantic Web technologies (RDFS and SPARQL) for data integration and reasoning.

1 INTRODUCTION

Product configuration [9] is the task of assembling a system from predefined components satisfying the customer requirements. Large technical systems are typically configured with the help of multiple configuration tools. These configurators are often specific to a technology or vendor and therefore use heterogeneous domain models (ontologies).

For large interconnected systems (e.g. railway networks, power grid) the configuration of the overall system may be stored across separate databases, each database containing only the information for a sub-system.

The domain models and databases of these configurators are a valuable source of information about the deployed system. But there must be a way to access the information in an uniform and integrated manner in order to exploit this.

Figure 1 shows a typical scenario from the railway domain. The individual stations of a network are built by different vendors (A, B, C). Vendors A and B use proprietary configurators (A, B) and store the configurations of these stations in separate projects. Vendor C does not use a configurator, therefore there is no (digital) data available to integrate.

In the railway scenario the railway company owning the railway network wants to obtain information about the whole network in a vendor-independent way. To achieve this, some form of ontology and data integration is necessary. We can identify three steps: (i) create a vendor-independent ontology, (ii) map or align the vendor-specific ontologies or schemas to the vendor-independent ontology, and (iii) provide the vendor-specific data in terms of the vendor-independent ontology.

This paper investigates, how to use standard Semantic Web technologies (RDFS, SPARQL and OWL) for data integration. Our approach uses SPARQL CONSTRUCT queries to generate a linked system view of the distributed configurations as depicted in Figure 2. This system view can then (i) be queried in a uniform manner, (ii) be checked for contraint violations taking all relevant configurations into account and (iii) be used for reasoning and general consistency checks (cf. Figure 3).

The remainder of this paper is structured as follows: Chapter 2 discusses the preliminaries of this paper, especially the used Semantic Web technologies. Chapter 3 introduces the working example of this paper. Chapter 4 shows how to derive an integrated view of the system from the individual configurator specific databases, in Chapter 5 we...
discuss, how to reason about the overall system with SPARQL queries and we discuss related work in Chapter 6. Finally, we conclude our paper in Chapter 7.

2 PRELIMINARIES

The proposed approach builds heavily on Semantic Web standards and technologies. Instance data is represented as RDF triples, domain models are mapped to domain dependent ontologies/vocabularies and queries are formulated in SPARQL.

2.1 Data representation with RDF

The Resource Description Framework (RDF) [15] is a framework for describing and representing information about resources and is both human-readable and machine-processable. These abilities offer the possibility to easily exchange information in a lightweight manner among different applications.

In RDF every resource is identified by its URI and represented as subject - predicate - object triples, where subjects and predicates are URIs and objects can either be literals (strings, integers, . . .) or URIs as shown in Figure 4. Additionally, subjects or objects can be defined as blank nodes, these blank nodes do not have a corresponding URI and are mainly used to describe special types of resources without explicitly naming them. For example the concept mother could be represented as a female person having at least one child.

2.2 Querying with SPARQL

SPARQL Protocol And RDF Query Language (SPARQL) [14] is the standard query language for RDF, which has become a W3C Recommendation in version 1.1 in 2013. Its syntax is highly influenced by the previous introduced RDF serialization format Turtle [1] and SQL [4] a query language for relational data.

Besides basic query operations such as union of queries, filtering, sorting and ordering of results as well as optional query parts, version 1.1 extended SPARQL’s portfolio by aggregate functions (SUM, AVG, MIN, MAX, COUNT, . . . ), the possibility to use subqueries, perform update actions via SPARQL Update and several other heavily requested missing features [23].

Furthermore, it is possible to create entirely new RDF graphs based on the variable bindings constituted in graph patterns which are matched against one or more input graphs, using SPARQL CONSTRUCT queries. Using such CONSTRUCT queries offers the possibility to easily define transformations between two or more RDF graphs/ontologies, which serves as a basic building block for the present paper.

2.3 Semantic heterogeneity

In order to be able to integrate two or more ontologies into one integrated knowledge base, it is mandatory to define correspondences between the elements of those ontologies to reduce semantic heterogeneity among the integrated ontologies [8].

The problem of semantic heterogeneity can be caused by several facts, e.g. that different ontologies model the same domain in different levels of precision or use different terms for the same concepts [26] (e.g. a concept Computer is equivalent to another concept Device). Such “simple” differences can be detected by most of the current state-of-the-art ontology matching systems like YAM++ [21] or LogMap [18]. However more complex heterogeneities (e.g. a concept Subnet is equivalent to the union of the concepts Computer and Switch; or a property hasPort, which links a Computer to its Port, is equivalent to an attribute ownsPort, which contains the respective port as string representation) are not only more difficult to detect but also not supported by the majority of ontology matching tools [13, 27], although a few approaches to tackle those problems exist [5, 6, 26]. A slightly different approach was followed by [24], where the authors propose a framework which defines executable semantic mappings between ontologies based on SWRL [16] rules and string similarity.

Nevertheless, based on the absence of ontology matching tools which are capable of detecting such complex correspondences, we assume the presence of already known correspondences between entities of the ontologies for our integration scenario.

3 WORKING EXAMPLE

As working example a fictitious computer network is used and represented as UML class diagrams. Figure 5 shows the customer view (system view) of the network.

The following additional constraints hold for the system view:

- In the computer network every computer has a unique address
- A computer can be part of 1-2 subnets
- A computer is part of exactly one project

3 All listings within this paper are serialized in Turtle syntax.
4 The example ontologies and queries are available upon request from the first author.
• A project is some arbitrary subdivision of the whole network (e.g. building)
• A subnet can be part of multiple projects

In the example there are 2 vendors (A and B), each providing their own configurator. A project can be configured either with configurator A or configurator B. In both cases there is one configurator database for every project. None of the domain models contains the concept of a subnet as found in the system view.

Figure 6a shows the domain model of configurator A. In the domain model of configurator A computers are called devices. Internal devices are the devices configured in the current project. External devices are devices of other projects that are directly connected to a internal device. These are needed to configure the network cards of the internal device.

Figure 7a shows the domain model of configurator B. Vendor B realizes the computer network with switches. Computers can have 1 or 2 ports, which must be connected to a port of an switch. The attribute external is set to ‘true’ for elements that are external to the current project.

3.1 Converting object-oriented models to ontologies

Although using Description Logics for configuration has a long history in our experience large scale industrial configurators mostly use some form of UML-like object-oriented formalisms. For this paper we use the approach for converting object-oriented data models and their instance data into RDF/OWL shown in Table 1. Because of the clear correspondence between UML class diagrams and OWL ontologies we depict ontologies also as UML class diagrams.

This conversion captures the bare minimum that is required for our data integration approach. See [29] for a more elaborate approach for representing product configurator knowledge bases in OWL.

Listing 1: Ontology A with instance data

<table>
<thead>
<tr>
<th>object model</th>
</tr>
</thead>
<tbody>
<tr>
<td>ontoA:Device rdf:type owl:Class .</td>
</tr>
<tr>
<td>ontoA:InternalDevice rdf:type owl:Class ; rdfs:subClassOf ontoA:Device .</td>
</tr>
<tr>
<td>ontoA:Device_slot2Connected rdf:type ontoA:Device .</td>
</tr>
</tbody>
</table>
| for every tuple(O1,O2) in assoc A

3.2 Unique Name Assumption and Closed World Assumption

When converting the instance data of a configurator to RDF an identifier (URI) for every object must be generated. Most product configurators impose the Unique Name Assumption, i.e. objects with different object-ID refer to different objects of the domain. In the example above we therefore know that ontoA:A1 and ontoA:A2 refer to different Devices.

RDF/OWL does not impose the Unique Name Assumption. This is a desirable feature when reasoning about linked data. If one wants to integrate instance data from different sources using heterogeneous ontologies, these ontologies will often refer to the same entity under different URIs. The same can happen, when we integrate multiple interconnected configurations into one configuration.

Figures 6b and 7b show the configurations of two projects (A and B). Although every computer/device is only represented once in each configuration, some computers/device are known in both projects.

For the sake of simplicity, we omitted owl:DatatypeProperty and respective project definitions.
i.e. the ExternalDevice ontoA:B1 and the Computer ontoB:B1 are referring to the same real world object under different URIs.

As a pragmatic solution for the Unique Name Assumption for this paper all URIs are treated as different, unless explicitly stated by owl:sameAs.

Similar considerations apply to the Closed World Assumption. In a configurator database one assumes that all components relevant to the current context are known. For instance in our example all the computers in the current project are known and one can use the Closed World Assumption to conclude that there are no other internal computers. The same applies to external computers that are directly connected to an internal computer. But we cannot apply the Closed World Assumption to the whole computer network, since we have no information about how many projects and computers there are in total.

4 DATA INTEGRATION WITH SPARQL

We followed an approach proposed in [7] which motivates the use of SPARQL CONSTRUCT queries to perform data integration (i.e. based on known correspondences between ontologies, we are able to translate their instance data to be conform with the structure of the integrated ontology).

4.1 Creation of the system view

As a first step in our data integration approach a system view of the configurator specific instance data is created. This system view reflects the view of the owner of the configured system and is completely self contained i.e. does not contain any URIs of the domain specific ontologies. To derive the system view from the proprietary configurator data we use SPARQL CONSTRUCT queries. Figure 6(b) shows a configuration of configurator A, Figure 7(b) shows a configuration of configurator B. The projects of the two configurations are connected via the subnet containing A1(C1), B1(C4) and B2(C5).

4.1.1 Creating instances

To map an instance of the source ontology to a new instance of the target ontology we can either generate a new URI in the namespace of the target ontology or use blank nodes.

The following example (cf. Listing 2) creates a computer in the system ontology for every device of the source ontology A by creating a new unique URI using a unique identifier of the target object (in this case the attribute address).

As a pragmatic solution for the Unique Name Assumption for this paper all URIs are treated as different, unless explicitly stated by owl:sameAs.

Similar considerations apply to the Closed World Assumption. In a configurator database one assumes that all components relevant to the current context are known. For instance in our example all the computers in the current project are known and one can use the Closed World Assumption to conclude that there are no other internal computers. The same applies to external computers that are directly connected to an internal computer. But we cannot apply the Closed World Assumption to the whole computer network, since we have no information about how many projects and computers there are in total.

4 DATA INTEGRATION WITH SPARQL

We followed an approach proposed in [7] which motivates the use of SPARQL CONSTRUCT queries to perform data integration (i.e. based on known correspondences between ontologies, we are able to translate their instance data to be conform with the structure of the integrated ontology).
executing the CONSTRUCT queries does not matter.

**Listing 2: Instance creation with new URI**

```turtle
CONSTRUCT {
  _computer rdf:type ontosys:Computer .
  _computer ontosys:computer_address _addressN .
} WHERE{
  ?device ontoa:Device_address _addressN .
  BIND(URI(CONCAT(urisys,STR(?address))) AS _computer)
}
```

If in contrast blank nodes are used, every CONSTRUCT query generates a new blank node for a source object. Therefore we use blank nodes only, when it is not possible or inconvenient to create a unique URI for an instance. In our example, since there is no identifier for projects in the source ontology, new projects can be created with the CONSTRUCT query shown in Listing 3.

**Listing 3: Instance creation with blank node**

```turtle
CONSTRUCT {
  _:p rdf:type ontosys:Project .
  _:p ontosys:origin ?project .
} WHERE{
  ?project rdf:type ontoa:Project .
}
```

By using the special object-property ontoSys:origin, we can keep track what led to the construction of the blank node. This information can then be reused in subsequent CONSTRUCT queries.

### 4.1.2 Complex mapping

Sometimes it is more convenient to use multiple URIs for the same instance, especially if there is no explicit representation of the concept of the object in the source ontology. These multiple URIs will then be related using owl:sameAs.

In our example the concept of a subnet is not directly represented in ontology A. To create the subnets for instance data of ontology A a more complex query is necessary as depicted in Listing 4.

**Listing 4: Creating subnets from instance data**

```
# C = abbreviation for URI of Computer
# SIRI = abbreviation for URI of subnets
CONSTRUCT {
  ?sub1 rdf:type ontoSys:Subnet .
  ?sub2 rdf:type ontoSys:Subnet .
  ?sub1 owl:sameAs ?sub2 .
} WHERE{
  ( ?d1 ontoa:Device_slot1Connected ?d2 .
    ?d1 ontoa:Device_address ?a1 .
    BIND(CONCAT(STR(?a1),"_1") AS ?sid1))
  UNION{
    ?d1 ontoa:Device_address ?a1 .
    BIND(CONCAT(STR(?a1),"_2") AS ?sid1) .
      ?d2 ontoa:Device_address ?a2 .
      BIND(CONCAT(STR(?a2),"_1") AS ?sid2))
  UNION{
    ?d2 ontoa:Device_address ?a2 .
    BIND(CONCAT(STR(?a2),"_2") AS ?sid2) .
    BIND(URI(CONCAT(C,STR(?sid1))) AS ?c1)
    BIND(URI(CONCAT(C,STR(?sid2))) AS ?c2)
    BIND(URI(CONCAT(SIRI,STR(?sid1))) AS ?sub1)
    BIND(URI(CONCAT(SIRI,STR(?sid2))) AS ?sub2)
  }
```

### 5 USING THE INTEGRATED MODEL

The data of the different systems is available and expressed in terms of a common ontology. We can now access the data in a uniform manner and perform different kinds of operations. This section presents two classes of use cases, namely posing queries over the whole system and checking constraints concerning several systems.
5.1 Queries

After the data-integration the former heterogeneous data can now be queried in a uniform manner using only concepts of the system ontology.

**Listing 5:** Example Quering the system model

```sparql
PREFIX ontoSys: <http://w3.org/2005/05/ontosys#>
SELECT ?p ?address
WHERE {
  ?c ontoSys:Computer_address ?address .
}
```

5.2 Checking constraints

If one wants to query information specific to a domain ontology, this data is still accessible via the ontoSys:origin link. One use case for using the ontoSys:origin property, is to detect inconsistencies in the source data. For example if a subnet is part of two projects, for every computer in that subnet, there must be two representations in the source ontologies (In one of these projects the computer is external). The following query checks this property.

**Listing 6:** Checking constraints

```sparql
SELECT ?c ?o
WHERE {
  ?project ontoSys:Project_computers ?c .
  ?sub ((owl:sameAs|^owl:sameAs)*?other .
  ?project2 ontoSys:Project_subnets ?other .
FILTER(?project!=?project2)
}
```

So far we checked the integrity of the instance data by writing special SPARQL queries. Whenever these queries are not empty a constraint violation is detected. Alternatively SPARQL CONSTRUCT queries can be used to derive a special property ontoSys:constraintviolation and record the reason for the inconsistencies.

**Listing 7:** Constraint violations

```sparql
CONSTRUCT {
  _:cv ontoSys:constraintviolation ?c .
  _:cv ontoSys:description "inconsistent data".
}
```

5.3 Special treatment of owl:sameAs

As discussed in Chapter 5.2 OWL does not impose the unique name assumption (UNA). Therefore it is common to have different names (URIs) refer to the same real-world object. In that case they can be linked via owl:sameAs. SPARQL is unaware of the special semantics of owl:sameAs. This can be a problem, especially when using counting aggregates, since one usually wants to count the number of real-objects and not the number of URIs referring to it. Take for example a query counting the number of subnets. Our construction of subnet-URIs creates a URI for every connected port of a computer (Figure 8). A naive SPARQL query would count all distinct URIs that refer to the same subnet (ontoSys: S1, ontoSys: S2, ontoSys: S3) i.e. resulting in 3 instead of the expected answer 1. To fix this, one has to choose one representative for every element equivalence class induced by owl:sameAs and count the number of representatives. In our approach this is done by choosing the lexicographically smallest element.

**Listing 8:** Example counting predicates

```sparql
SELECT (COUNT(DISTINCT ?subnet) AS ?numberofsubnets)
WHERE {
  ?subnet a ontoSys:Subnet .
  # first subquery
  { SELECT ?subnet ?first
    WHERE {
      ?subnet ((owl:sameAs|^owl:sameAs)*?first .
      OPTIONAL {
        ?notfirst ((owl:sameAs|^owl:sameAs)*?first .
      FILTER (STR(?notfirst) < STR(?first)))
      FILTER (!BOUND(?notfirst)))
    }
  }
  # result: numberofsubnets = 6
}
```

An alternative approach would be to replace all cliques of the RDF-graph linked by owl:sameAs with a new unique URI. We did not consider that because it requires a proprietary implementation and by replacing URIs, one loses information about the source of information. For instance, if the instance data of two different configurators refer to the same real-world object but have conflicting data-values for that object, both values and their sources must be communicated to the end-user.

6 RELATED WORK

In order to successfully perform data or information integration using Semantic Web technologies two main issues have to be addressed, namely:

**Ontology Mapping** Tackling the difficulties of Ontology Mapping (i.e. defining alignments between ontologies) extensive studies have been taken out over the last couple of years \[5, 11, 13, 19\], mainly focusing on resolving heterogeneity among different ontologies or data sources by detecting similarities amongst them.

**Ontology Integration** Two main approaches can be identified for integrating different ontologies \[22\], (i) define an upper ontology which contains general concepts and properties for those in the underlying more specific ones and define mappings between them and (ii) define alignments directly between underlying ontologies and use query rewriting for query support \[3, 25\].

With its W3C Recommendation for version 1.1 in 2013 \[14\], introducing e.g. UPDATE queries and a revised entailment regime, SPARQL has become more feasible to be used within information integration scenarios and not only as query language for RDF data.
Our approach can be used for data integration of distributed configurations and for reasoning about the consistency of the integrated system. It can not be used to solve (distributed) configuration problems. For a CSP-based approach on how to solve distributed configuration problems see [7].

7 CONCLUSIONS

When we started writing this paper, we were looking for a lightweight approach for data integration for distribute configurations using standard Semantic Web technologies.

In the present paper we show that using solely SPARQL and RDFS is sufficient for an approach that relies only on standards and makes it easy to introduce new concepts and individuals on the fly using SPARQL queries. This is especially important for practical use cases, where it is unpredictable which information a customer will request about the configured system.

We tested our approach with real-world data. On a standard Windows-7 laptop with 8 GB using the SPARQL-AP of JENA 2.11.1 a large database (>500000 instances) can be integrated in less than 5 minutes resulting in a RDF-graph with more than 500000 triples.

We also considered using OWL reasoners but could not find a solver-independent way of creating new individuals. Nevertheless, for future work we plan to look into using richer OWL ontologies, which as part-subpart, resource, (hardware-)component etc. can be seen as the example SPARQL queries in this paper, some queries (especially the ones that take into account owl:sameAs properties), are only understandable for a SPARQL expert. One approach for making queries more accessible for a SPARQL beginner would be to hide the special treatment of owl:sameAs from the inexperienced user by using query rewriting.
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Configuring Decision Tasks

Martin Stettinger\(^1\) and Alexander Felfernig\(^1\) and Michael Jeran\(^1\) and Gerald Ninaus\(^1\) and Gerhard Leitner\(^2\) and Stefan Reiterer\(^3\)

Abstract. In most cases, decision tasks are individual and different decision tasks require different combinations of features. Features can be, for instance, special preference visibilities during the decision process or specific heuristics that support the recommendation of decisions. To find the right features for a decision task it is essential to offer a corresponding configuration functionality. In this paper we illustrate how the design of a decision task can be represented as a configuration problem. The underlying configuration knowledge is already integrated in a tool called CHOCLA.

1 Introduction

Decisions have to be taken in different situations - for example a decision about the destination for the next holidays or a decision about which restaurant to choose for a dinner with friends. Decision scenarios can differ from each other in terms of their process design. Some decision scenarios rely on a preselected decision heuristic that defines the criteria for taking the decision, for example, a group decides to use majority voting for deciding about the next restaurant visit. Furthermore, the visibility of the preferences of other users is an important feature that can be configured by the creator of a decision task.

In this paper we show how the design of decision tasks (the underlying process) can be defined as a configuration problem. The major advantage of this approach is that making the process design of decision tasks configurable introduces the flexibility that is needed due to the heterogeneity of decision problems. This way we are able to build a model that is flexible with regard to the implementation (generation) of problem-specific decision applications. The knowledge representations introduced in the following are included in the CHOCLA decision support environment (see www.choicla.com).

The remainder of this paper is organized as follows. In the next section (Section 2) we discuss features that are essential to the design of a decision task. In Section 3 we introduce dependencies that exist between features. In Section 4 we provide insights into group recommendation approaches integrated in the CHOCLA environment. We then discuss related and future work and thereafter conclude the paper.

2 Configuring a decision task

In the following we discuss different features that are relevant when designing (configuring) a decision task. On a formal level, we represent a decision task configuration problem as a constraint satisfaction problem [12] and [5] (CSP – see Definition 1).

Definition 1 (Constraint Satisfaction Problem). A CSP consists of (1) a set of finite-domain variables \(X = \{x_1, x_2, ..., x_n\}\) and (2) a set of constraints \(C = \{c_1, c_2, ..., c_m\}\). For each variable \(x_i\) out of \(X\) there exists a finite set \(D_i\) (domain of the variable) of possible assignments. Possible variable assignments can be limited via constraints. A complete assignment (every variable has a corresponding value) which is consistent with the constraints in \(C\) is denoted as a solution for a CSP.

For the purpose of better understandability we use a feature model notation to express variability properties of decision tasks. A feature model (FM) represents a set of possible features and relationships between them. Features are arranged hierarchically which is basically a tree structure with one root feature [2]. Within this tree structure the nodes are the features and the edges are the relationships (constraints). A more detailed discussion of different feature model representations can be found in [1], [2] and [3].

Six different types of constraints (relationships) are typically used for the construction of feature models ([1], [2]): mandatory, optional, alternative, or, requires and excludes. Feature models are representing configurable products which can be formalized in the form of a CSP. A feature \(f\) is included if the value is set to 1 - otherwise it is said to be excluded. We will exemplify this formalization on the basis of feature model depicted in Figure 1. Figure 1 shows a fragment of the CHOCLA feature model 4.

The CSP representation of the feature model depicted in Figure 1 is the following:

\[
V = \{f_1, f_2, ..., f_{21}\}
\]

\[
\text{dom}(f_1) = \text{dom}(f_2) = ... = \text{dom}(f_{21}) = \{0, 1\}
\]

\[
c_1 : f_1 \leftrightarrow f_2
\]

\[
c_2 : f_1 \leftrightarrow f_3
\]

\[
c_3 : f_1 \leftrightarrow f_4
\]

\[
c_4 : f_1 \leftrightarrow f_5
\]

\[
c_5 : f_6 \rightarrow f_1
\]

\[
c_6 : (f_7 \leftrightarrow (\neg f_8 \land f_3)) \land (f_9 \leftrightarrow (\neg f_7 \land f_3))
\]

\[
c_7 : (f_9 \leftrightarrow (\neg f_{10} \land \neg f_{11} \land f_4)) \land (f_{10} \leftrightarrow (\neg f_9 \land \neg f_{11} \land f_4))
\]

\[
\land (f_{11} \leftrightarrow (\neg f_9 \land \neg f_{10} \land f_4))
\]

4 A more in-depth discussion of the CHOCLA decision support environment can be found in [18].
We will now discuss different basic properties of decision task configuration problems. In this context we explain the individual features and constraints depicted in Figure 1.

**Basic properties.** Each decision task is characterized by a name, a corresponding description, and a picture that represents the decision task (summarized in the feature Basic Properties for simplification purposes).

**Management of alternatives.** There are different possibilities to support alternative management within the scope of a decision task. First, only the creator of a decision task is allowed to add alternatives – this could be the case if a person is interested to know the opinions of his/her friends about a certain set of alternatives (e.g., alternative candidates for the next family car). Another related scenario are so-called “Micro-Polls” where the creator is only interested in knowing the preference distribution of a larger group of users. Second, in some scenarios it should be possible that all decision makers can add alternatives – a typical example of such a scenario is the group-based decision regarding a holiday destination or a hotel [10]. In this context, each user should be allowed to add relevant alternatives. An example scenario of the third case (only external users can add alternatives) is the support of group-based personnel decisions – in this context it should be possible that persons apply for a certain position (the application itself is interpreted as the addition of a new alternative to the decision task).

**Scope.** The scope of a decision task denotes the external visibility. The scope “private” allows only invited users to participate, i.e., the task is not visible for other users except those who have been invited. If the scope is “public”, the decision task is visible to all users – this is typically the case in the context of so-called Micro-Polls. The selection of the scope has an impact on other features – related aspects will be discussed in Section 3.

**Preference visibility.** The visibility of individual preferences of the other participants involved in a decision process can have an impact on decision quality (see [6], [10], and [11]). There occur some decision scenarios where all participants should exactly know which person articulated a rating of an alternative. If, for example, a date for a business meeting is the topic of the decision task it is very essential to find a date where all division managers can attend the meeting and therefore it is important to know the individual preferences of the participants in that case. But there are of course decision scenarios where preference visibility can lead to disadvantages for some participants but still some kind of transparency of the preferences is helpful to come to the best decision. In such cases a summary of all given preferences of an alternative is a good way to support the participants best during the decision process. A summary prevents all participants from statistical inferences but still can help participants who are not sure about which rating to select.

**Email notification.** If this feature is set, emails can be used to exchange information about the current state of the decision process.
For example, the status update interval specifies in which intervals participants of a decision process receive a summary of the current status of the decision process. The active participation reminder is a feature which helps to trigger need for closure. If this feature is set, a maximum inactive time (without looking at the current status of the decision task) for the participants can be set. After this time is elapsed an email will be sent to the corresponding participants to encourage an active participation at the decision task.

**Recommendation support.** In context of group decision tasks another very essential aspect is the aggregation function (recommendation heuristic). Aggregation functions can help to foster consensus in a group decision process, furthermore, user studies show that these functions also help to increase the degree of the perceived decision quality (see, for example [6]). Preferences of individual users can be aggregated in many different ways and there exists no standard heuristic which fits for every decision scenario. To support groups of users in different scenarios the selection of recommendation heuristics is a necessary feature which has to be configured by the creator of a decision task. Some basic aggregation heuristics which can be used in such cases are described below. For an in-depth discussion of basic types of aggregation heuristics see, for example, the overview of Masthoff [14]. The example given in Table 1 represents the individual ratings of the participants for the defined alternatives. The results of applying the decision heuristics discussed below are depicted in Table 2.

\[
GDIS(s) = \min_{d \in \{1, 5\}} \left( \sum_{u \in Users} |eval(u, s) - d| \right)
\]

Finally, Ensemble Voting (see Formula 5) determines the majority of the results of the individual voting strategies \(H = \{MAJ, LMIS, MPLS, GDIS\}\). For example, the ensemble-based majority voting for Clocktower is 5.

\[
ENS(s) = \max_{d \in \{1, 5\}} \left( \sum_{h \in H} eval(h, s) = d \right)
\]

<table>
<thead>
<tr>
<th>solution</th>
<th>MAJ</th>
<th>LMIS</th>
<th>MPLS</th>
<th>GDIS</th>
<th>ENS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clocktower</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>H&quot;auserl im Wald</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>La Botte</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>El Gaucho</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2. Results of applying the aggregation functions to the user preferences shown in Table 1. MAJ = Majority Voting; LMIS = Least Misery; MPLS = Most Pleasure; GDIS = Lowest Group Distance; ENS = Ensemble Voting. This example is based on the preference information in Table 1.

**Explanations.** Explanations can play an important role in decision tasks since they are able to increase the trust of users in the outcome of a decision process [4]. When configuring a decision task in CHOICLA, explanations can be selected as a feature of the decision process. In the current version of CHOICLA, explanations are supported by simply allowing the creator of the decision process to include textual arguments as to why a certain decision alternative has been selected as "the final decision". If this feature is selected, the administrator of a decision task has to enter some explanatory text, if not, the entering of such a text remains just an option.

### 3 Dependencies among features

We now discuss examples of constraints that restrict the combinations of features as shown in the feature model of Figure 1. The constraint-based representation of these constraints is shown in the CSP definition of the feature model given in Section 2.

**Scope of a decision.** If a decision task is public, there are restrictions regarding the support of message interchange (e.g., via email) and the visualization of the preferences of other users. In the case that a decision task is private, it is in both cases possible to choose. Preferences can (but must not) be made visible to other users and the type of possible message interchange can be specified. The differentiation between public and private decision tasks also has an impact on other system properties. For example, if a decision task is defined as private, the corresponding decision application can not be reused by other users, i.e., found as a result via the CHOICLA search interface.

**Preference visibility.** A dependency of type 'requires' exists between the feature preference visibility and the corresponding notion of visibility. Preference visibility denotes a functionality where the individual preferences of other users are made visible for the current user. The type of visualization can only be selected in the case that the preference visibility feature is has been selected by the designer of a decision task.
Email notification. Similar to the visibility of preferences, the type of supported message exchange (e.g., via email) can only be specified in the case that the creator of the decision task decided to support email notifications. As already mentioned, email communication is only supported if the scope of the decision task is private.

These simple examples already show the need to manage decision task related variability in a structured fashion. Our knowledge representation approach allows for a product line oriented development of decision support functionalities and makes systems much more flexible for future requirements and corresponding extensions.

4 Configuring decision tasks in CHOICLA

In the following we give an example of how a decision task can be configured in the CHOICLA decision support environment (www.choicla.com). The application knowledge base of CHOICLA is currently rule-based. For reasons of easier maintenance and adaptability we apply reasoning and CSP for future versions of CHOICLA.

Parts of the user interface that supports a creator of a decision task are depicted in Figure 2. The possible parametrizations correspond to the features in the model of Figure 1. If, for example, a specific feature A depends on the inclusion of another feature B, this is taken into account in the user interface, i.e., such a feature (feature A) can only be selected, if the other feature (feature B) is also selected. In the example of Figure 2, the scope of the decision task is private (only invited users can participate), all decision makers are allowed to add alternatives, and for all participants of the decision process the preferences of other users are visible (names as well as preferences). Note that in the CHOICLA environment there are many additional features that can be selected within the scope of a decision task configuration process.

For understandability reasons we kept our working example simple and focused on aspects that give the reader an impression of the basic underlying configuration problem. The user interface for the inclusion of alternatives is depicted in Figure 2.

Figure 3 shows how the decision alternatives can be added by a five-star scale. The tab Places shows the geographical distribution of the decision alternatives (if available). In tab Group Preferences the actual group recommendation as well as the individual preferences of the other users (if feature f14 is set) is presented to the users. The process where the "final decision" can be set is triggered by the button Finalize Choicla.

5 Related and Future Work

There exist a couple of online tools which support different types of decision scenarios. The Decider\textsuperscript{5} is a tool that allows the creation of decision scenarios.

---

\textsuperscript{5} labs.riseup.net.
issues and decision alternatives – the corresponding recommendation is provided to users who are articulating their preferences regarding the given decision alternatives. Rodríguez et al. [17] introduce Smartocracy which is a decision support tool which supports the definition of tasks (issues or questions) and corresponding solutions. Solution selection (recommendation) is based on exploiting information from an underlying social network which is used to rank alternative solutions. Dotocracy⁶ is a method for collecting and visualizing the preferences of a large group of users. It is related to the idea of participatory decision making – it’s major outcome is a graph type visualization of the group-immanent preferences. Doodle⁷ focuses on the aspect of coordinating appointments – similarly, VERN [19] is a tool that supports the identification of meeting times based on the idea of unconstrained democracy where individuals are enabled to freely propose alternative dates themselves. Compared to CHOICLA these tools are not able to customize their decision processes depending on the application domain and are also focused on specific tasks. Furthermore, no concepts are provided which help to improve the overall quality of group decisions, for example, in terms of integrating explanations, recommendations for groups, and consistency management for user preferences.

The support of group decision processes on the basis of recommendation technologies is a new and upcoming field of research (see, e.g., Masthoff et al. [14]). The application of group recommendation technologies is still restricted to specific domains such as interactive television [13], e-tourism [9, 15], software requirements engineering [6], and ambient intelligence [16].

Future Work. Our future work will focus on the analysis of further application domains for the CHOICLA technologies. Our vision is to make the design (implementation) of group decision tasks as simple as possible. The resulting decision task should be easy to handle for users and make group decisions in general more efficient. Within the scope of our work we will also focus on the analysis of decision phenomena within the scope of group decision processes. Phenomena such as decoy effects [7] and anchoring effects [8] are well known for single-user cases but are not investigated in group-based decision scenarios. Finally, we will also focus on the development of further group recommendation heuristics.

In this context, our major goal is to make the CHOICLA datasets available to the research community in an anonymized fashion for experimentation purposes.

6 Conclusions

In this paper we have shown how to represent the design of decision tasks as a configuration problem. In this context, we gave a short introduction to the CHOICLA group decision environment which supports the flexible design and execution of different types of group decision tasks. Compared to existing group decision support approaches, CHOICLA provides an end user modelling environment which supports an easy development and execution of group decision tasks.
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A backtrack-free process for deriving product family members

Homero M. Schneider1

Abstract. In this paper, we present a new approach for the customisation of product families. It is based on a knowledge framework for representing product families that combines a generic product structure and an extension of the classical constraint network model by the attachment of design functions to the variables. We also present a method for deriving family members from this framework, which consists of a two-stage process. First, a solution to the constraint network is found which is consistent with the set of customer requirements. Second, the solution is used to transform the generic structure into a specific one corresponding to a product family member that meets the customer requirements. One major outcome of the design functions is the establishment of instantiation patterns that guide the problem-solving process. Moreover, if a few modelling conditions are satisfied, it can be proved that finding solutions becomes a backtrack-free process. As a practical example, this approach is used for the implementation of a prototype configurator for a solar powered pumping system.

1 INTRODUCTION

Since the proposal made by Mittal and Frayman [1] to represent product configuration as a CSP problem, many extensions have been put forward to cope with the specificities of configuration problems [2]. Moreover, to improve the efficiency of the product configuration process, it is a practice to use knowledge about the problem domain to guide the search process [3]. Following this rationale, this paper presents an approach to derive members of a product family that exploits the specificities intrinsic to this concept.

It is well known that the design of a product family is a "difficult and challenging task" [4], for it requires the development of multiple products at the same time. However, after the product family is designed, it should not be a surprise that the process of deriving its members can be turned into a routine design task. This claim follows from the fact that during the design process, designers acquire a great amount of knowledge regarding the product family architecture, how the variable aspects depend on each other and their range of variability.

The approach presented in this paper is based on a knowledge framework which combines two general models. A generic product structure (GPS) that represents the product family architecture, and a constraint network model extended with design functions (CN-F) to complement the GPS in the definition of the product family members. The CN-F model is an extension of the classical constraint network (CN) model by the attachment of design functions to its variables. The primary role of these functions is to generate the values for the variables to which they are attached during the customisation process. However, design functions are also used to elicit the dependencies between the variables to form dependency patterns.

In our approach, members of the product family are derived from the knowledge framework as instantiations into two stages. First, a solution to the CN-F model has to be found from the customer requirements. This process is guided by dependency patterns. Then, the solution obtained is used to transform the GPS into a specific physical model that corresponds to a product family member, one that meets the customer requirements.

Although the instantiation patterns can restrict the design space to relatively few variables, they cannot avoid backtracking. Thus, another important contribution of this work is the setting up of modelling conditions such that if the CN-F model satisfies them, the instantiation process becomes backtrack-free. These conditions eliminate the sources of inconsistencies during the execution of the instantiation algorithm proposed for the CN-F model.

In contrast to other approaches that claim to be backtrack-free [5, 6], which typically resort to a pre-processing stage and to computational power, our approach resort to the structuration of the customization process of product families. As a result, it is possible to implement very efficient configurators based on the data flow principle.

As for the remaining of this work, in the next section we review the related literature. In Section 3, we present the SPPS system, which will be used along the paper as our practical example, the solar powered pumping system. In Section 4, we introduce our knowledge framework, by defining the elements of the GPS and CN-F models. In Section 5, we introduce our method for deriving product family members. First, we present our instantiation algorithm. After that, we introduce the conditions for which this algorithm is backtrack-free. Then, we present the method for transforming the GPS into a specific product model. In Section 6, we present the implementation of our prototype configurator. Finally, in Section 7, we make our concluding remarks.

2 RELATED WORK

One early proposal to extend the CSP model was made by Mittal and Falkenhainer [7], who proposed a dynamic constraint satisfaction problem (DCSP) to deal with the fact that the set of variables that are relevant for the solution of a configuration problem may change dynamically during the problem solving. To deal with the structural aspect of configuration problems, Sabin and Freuder [8] proposed a composite CSP. In their approach, the variables are allowed to represent an entire sub problem, such as

---
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the constituent parts of the final product or the internal structure of components. In [2], Veron et al. proposed to model the configurable product as a tree with internal nodes representing sub-configurable components and leaf nodes corresponding to elementary configurable or standard components. The attributes of the configurable components are represented as variables and each component is associated to a state variable. The configuration process works on two levels. First, the state variables are used to manage the tree structure. Then, the CSP problem is addressed to define the attributes of the active components. The user expresses his choices by adding/retracting unary constraints.

The CSP approaches have been focused mostly on discrete variables and binary constraints. However, in the configuration of engineering products, it is quite common to have continuous variables and constraint on multiple variables. Thus, Gelle et al. [9] introduced local consistency methods to handle discrete and numerical variables and in the same framework to address engineering products represented as a CSP.

With a few exceptions, dependencies have been largely neglected in product configuration approaches. In [10], Xie et al. proposed the Dependent CSP. In this approach, the variables can be related by dependencies or constraints and are divided into independent and dependent by means of the relation of dependency. The independent variables are assigned values from their associated domains, while the values of the dependent variables are assigned values from the values of the independent variables through the relations of dependency. A solution is an assignment to the variables such that all dependencies and constraints are satisfied. The search for solutions is made by a backtracking method of the type "backjumping". The updating of values and the verification of constraints is organized by a directed acyclic graph. This graph is defined based on the dependencies between variables and in constraints in relation to the independent variables. Heuristics are used to establish the order in which variables are considered.

To avoid response delay and dead-ends associated to search-based methods, some recent works resorted to a two-stage process, by precompiling all the solutions using some form of efficient representation. Although these methods still have to solve a hard problem to find all the solutions, this is done offline and only once. Then, the interactive part of the configuration process can be done efficiently. For instance, Hadzic et al. [5] proposed a method to compile all the solutions of the problem using binary decision diagrams. Although they claim that the method has very good practical results, depending on the size of the configuration problem it may run out of space. A different pre-processing method is proposed by Freuder et al. in [6]. Unlike other conventional approaches that add constraints to the problem, thus making them susceptible to space limitation, they remove values from the domain of the variables to make their representation of the problem backtrack-free. The disadvantage of this method is that solutions are lost.

3 THE SOLAR POWERED PUMPING PRODUCT FAMILY

At the core of a solar powered pumping system (SPPS) product family, there is a water pump system and a photovoltaic (PV) array, which provides power to the pump. To improve the pump performance, a pump controller is used to condition the power and to control the pump. A float switch ($S_T$) is used to turn the pump off when the water tank is full, and another switch ($S_W$) is used to turn the pump off when the water level at the well is low, thus avoiding that it runs dry. The components of an SPPS are connected by wires to transmit power and control signals. The water is carried from the well to the tank through a piping system. A battery bank may be added to the system if the customer requires the system to have some autonomy, so that water may be pumped at night or during heavily clouded days. A charge controller is used to manage the charging of the battery bank.

Although a typical SPPS is composed of a few components, the product family may have a very large number of variants. For example, the water pump may have many options, each one operating optimally within a narrow window of water head and flux with a specified power, and the PV array can be configured in many ways, based on the choice of the PV model and the arrangement of the components.

Hence, configuring an SPPS to meet the customer requirements and optimizing its performance and cost is far from trivial, demanding a lot of expertise. This precludes most of the potential customers of participating interactively on the decision making along the configuration process, except for providing the application requirements at the beginning of the process.

4 THE PRODUCT FAMILY KNOWLEDGE FRAMEWORK

In the following subsections, we will present our knowledge framework for representing product families. In this approach we assume that the product family has already been developed. However, with this framework we will abstract all the relevant knowledge about the product family for deriving its members.

4.1 The generic product structure

The GPS is a modular architecture composed of component types, which stands for classes of components with the same functionality. In our approach, component types belong to four possible categories: common/generic, optional/generic, common/specific and optional/specific. Figure 1 illustrates schematically the concept of component types and their classification. A component type is specific if the corresponding class has only one component. However, if the corresponding class has two or more components, then the component type is generic.

![Classification of component types](image-url)
If all members of the product family have a component in the corresponding class, the component type is common. Otherwise, if at least one member of the product family does not have a corresponding component in the class, it is optional. Note that the component types form a partition on the set of components that is used to derive all the members of the product family.

In Figure 2, it is shown the GPS for the SPPS product family. The PV array, Pump system, Sensors, Wiring and Piping systems are common component types, i.e., they are present in every member of the SPPS product family. However, the Battery bank and Charge controller are optional component types. The Well and Tank sensors are assumed to be specific component types, i.e., they do not vary among applications. All the other components are of the generic type, i.e., they can vary among applications and have two or more variants. It should be noted that, according to our classification, to be a common component type in the product family architecture does not imply that it is fixed. Actually, in our example, most of the product family variability happens on the common part of the GPS. Hence, although the optional components in a product family are one main source of variability, another important source of diversity can be the common part of the product family GPS. This is the case only if it is composed of generic components types.

Formally, we say that a GPS represents the architecture of a given product family if and only if the architecture of each member of that family is isomorphic to a substructure of the GPS and collectively the members of the product family are coherent to the classification of the component types on the GPS.

Hence, given a sample of SPPS, the GPS can be used to decide which of them belong to the product family. On the other hand, the GPS is not enough to determine which configuration of components can lead to a member of the product family, and let alone, which specific configuration will meet the requirements of a given application. To achieve this goal, we combine the GPS with the CN-F model.

### 4.2 The Constraint Network Extend with Design Functions

The CN-F model used in our approach can be regarded as an extension of the traditional CN model. It is defined by the tuple $\langle V, C, F \rangle$, where $V$ is a set of variables, $C$ is a set of constraints on subsets of $V$, and $F$ is a set of design functions (which will be abbreviated as $\delta$-function), such that, every variable in $V$ has at least one $\delta$-function attached to it that can generate its values. In what follows, we will define each of these elements and show how they apply to the SPPS product family in complement to the GPS.

**Variables** – Variations between the members of the product family are identified by variables in $V$. Consequently, these variables can be mapped on the GPS. Their scope of variation can vary widely, since they may be related from a specific feature to a whole component. For example, the configuration of the PV array is completely specified by three variables: PV module model, PV modules in series and PV module strings in parallel. The pump is associated only to the variable Pump model. The range of values that can be assigned to a variable is called its domain. For example, the domain for the variable Pump model is composed by the set of pumps $\{HR-03, HR-03H, HR-04, HR-04H, HR-07, HR-14, HR-20, C-SJ5-8, C-SJ8-7\}$.

Since all the variability of the product family is related to optional and generic components, only these types of components are associated with variables. These variables will be referred to as output variables because after their values are assigned, a product family member is specified. A special type of output variable is the inclusion variable associated to optional component types (e.g., Battery inclusion). These are binary variables that define if the component is included or not in the derived product.

However, variations can also be related to the application environment. For the SPPS example, the amount of Daily water needed, the Well yield, the Tank capacity, the System autonomy, etc., are variables that express the customer requirements and are referred to as input variables. Input and output variables are not necessarily disjoint subsets of $V$. Besides these two classes, the set $V$ may contain auxiliary variables, which are neither input nor output variables. For example, the variable Total dynamic head is defined in terms of input variables, and although it is an essential variable for the choice of the pump system, it is not used to specify directly any of the components in the GPS. Therefore, it is classified as an auxiliary variable. In the SPPS example, we have identified 32 mixed discrete and continuous variables. In Figure 3, they appear as nodes of the constraint network, numbered from 1 to
Some of these variables have been named explicitly within the text. As it will be discussed below, for convenience, variables can be grouped to form a composite variable. The encircled nodes in Figure 3 represent composite variables.

**Constraints** – Constraints define how subsets of variables in \( V \) are related to each other, thus restricting the possible combinations of values that can be assigned to them simultaneously. For example, the following sample of constraints describes how the auxiliary variable *Total dynamic head* is related to some variables in \( V \):

- **C7**: *Total dynamic head* (22) is equal to the sum of the *Water level* (1), *Water drawdown* (2), *Tank elevation* (6) and the friction loss of the piping system.
- **C8**: *Total dynamic head* (22) must be less or equal than the head of the pump system (defined by the combination of the pump and its controller).
- **C18**: If there is a *Battery inclusion* (10), the *Daily water* (4) requirement must be equal or less than 24 hours of pumping with the maximum available *Pump output flux* (32) at the required *Total dynamic head* (22).

Note that while the constraint C8 is defined over one variable, the other two relate four variables. Actually, in our approach, constraints can involve any subset of variables in \( V \). To satisfy a constraint, the values assigned to the variables in the expression defining it must render the expression true. However, if a constraint involves an inclusion variable and the corresponding optional component will not be included in the custom product, it can be disregarded.

Figure 3 depicts the complete constraint network for the SPPS product family. Note that, when nodes are the composition of variables, they may involve more than one constraint, each one relating a different subset of those variables.

**Design Functions** – The d-functions have been introduced as an extension to the CN model to capture the necessary knowledge to generate the values for the variables in \( V \). Generically, d-functions will be represented by \( f_x(y,z,\ldots,w) \), where \( x \) is the depended variable to which the d-function is attached and \( y,z,\ldots,w \) are the independent variables from which the value for \( x \) is generated. As an example, Figure 4 shows the specification of d-function F4, which generates the values for *Total dynamic head* as a function of *Water drawdown*, *Water level* and *Tank elevation*.

As we shall see in more details below, an important consequence of d-functions is the dependency relation between variables that they establish. However, if the value generated by a d-function is to be consistent with the values of the variables it depends on, it must incorporate all the constraints involving these variables. We say that a d-function incorporates a constraint if and only if every combination of the values of the independent variables (for which the d-function is defined) and the value generated from them, satisfy that constraint. For example, from lines 1, 2, 3 and 4, it can be verified that constraints C7 and C8 are incorporated by F4.

In general, not all the variables related (by constraints) to the variable which a d-function is attached to will be involved in the dependency. For example, the variables *Daily water*, *Battery inclusion* and *Pump output flux* are related to *Total dynamic head* by the constraint C18 but are not required for the generation of its values. Consequently, C18 is not incorporated by F4. If a d-function does not incorporate a constraint involving the variable to which it is attached, we say that the constraint is free regarding that d-function. However, a free constraint may be incorporated by another d-function attached to the same variable or to a related variable.

Input variables are attached with special d-functions that request the user to assign a value chosen from a delimited range of values, which may be generated dynamically as a function of values assigned to other variables. Hence, except possibly for the input variables, all variables in \( V \) will necessarily depend on some other variable due to the d-function attached to them, forming a network of dependencies on \( V \), as discussed in more detail below.

The d-function F4 specified in Figure 4 is relatively simple. The CN-F model for the SPPS also contains much more complex ones. For example, to define the values of the variables that specify the component type PV array (related above), the d-function F16 finds the best module arrangement to cope with the power requirements of the SPPS without violating the voltage and current restrictions imposed by the pump or battery controller. As another example, the d-function F12 selects the pump system from a performance table which correlates the total dynamic head, the output flux and the input power for the optimal performance of the pump systems.

If a set of variables is strongly coupled, i.e., the value of any one variable cannot be assigned independently of the others, as in the two cases just discussed, they are be grouped together to form a composite variable and the same d-function will generate the values for all of them. Otherwise, attaching a single d-function to each of those variables would form dependency loops between them, a condition that is undesirable in our approach.

Since only values generated by the d-functions are taken into account in the configuration process, in our approach the domain of a variable in \( V \) can be defined as the set of all values that can be generated by the d-functions attached to it. An important consequence of this definition is that the domains need not to be defined explicitly. Moreover, they can be either discrete or continuous without distinction.

Before introducing the instantiation process for the CN-F model, we note that the dependency between variables in \( V \) induces a dependency between d-functions in \( F \). For example, the d-function F4 attached to *Total dynamic head* depends on the d-functions that generate the values to variables *Water drawdown* and *Water level*, *Tank elevation*.

### 5 DERIVING PRODUCT FAMILY MEMBERS

Members of the product family are derived from the knowledge framework. This process is divided into two stages. First, a solution to the CN-F model is found from the values of the input variables.

---

**Figure 4.** The d-function F4 attached to *Total dynamic head*
Second, this solution is used to transform the GPS into a specific model representing the desired product family member.

### 5.1 Finding solutions to the CN-F model

An assignment of values to all the variables in $V$ such that no constraint in $C$ is violated is said to be a solution to the CN-F model. The set of all solutions will be denoted by $S$. As we will argue below, solutions in $S$ correspond to members of the product family.

The instantiation process begins with the assignment of values to the input variables and proceeds towards the output variables, through the auxiliary variables. This process is guided by the dependencies established over $V$ by the $d$-functions. In Figure 5, we present an instantiation algorithm to carry out this process. In that algorithm, a $d$-function is enabled if all the variables it depends on have been assigned their values. The set $G$ represents the variables for which the values have already been generated and $L(f)$ represents the set of free variables in relation to $f$. For this algorithm to work properly, it is necessary to rule out loops between $d$-functions. Thus, we assume that $F = \{f_1, f_2, ..., f_k\}$ can be order by the dependency relation induce over $F$, that is to say, for $i = 1, 2, ..., k$, the element $f_i$ is an input $d$-function or all $d$-functions it depends on precedes it in order.

Every time a $d$-function $f_d(y, z, ..., w)$ from $F$ is executed (line 2 of the instantiation algorithm), a value is assigned to variable $x$ from the values of the variables $y, z, ..., w$. If we represent this dependency by a directed graph, with arrows from the independent variables toward the dependent one, the execution of the instantiation algorithm can be represented by a dependency graph as the one shown in Figure 6. The nodes represent variables (single or composite), the same ones shown on the constraint network in Figure 3. Near to each node, it is indicated the $d$-function that was used to set its dependency (the incoming arrows). The dependency graph can be organized into dependency levels. At level 0 are the input variables whose values have been assigned by the customer and that do not depend on other variables. In general, a variable is localized at level $n$ if it depends on at least one variable at level $n-1$. Note that the input variables Daily water and System autonomy, represented by nodes 4 and 5, appear at levels 2 and 3, respectively. Although it is the customer who assigns their values, they also depend on other variables for checking the consistency of the values assigned by the customer.

Now, every instantiation graph can be associated to a subset of $F$, composed of exactly those $d$-functions used to generate it. Since the same set of $d$-functions can be elicited for a variety of inputs, we will call this set an instantiation pattern, represented by $P$. More specifically, every subset $P \subseteq F$ satisfying the ordering condition and such that, for every $x \in V$, there is only one $f_x \in P$ is an instantiation pattern. If a variable in $V$ is attached with more than one $d$-function, the CN-F model will be associated to more than one instantiation pattern. However, in general, one should not expect many instantiation patterns. In the modelling of the SPPS example, there is only one instantiation pattern composed of 17 $d$-functions, number from F1 to F17 in Figure 6.

As indicated in Figure 5, there are only two points during the execution of the instantiation algorithm where it can terminate without finding a solution. Each one is associated to a different type of inconsistency. Type I arises when the $d$-functions attached to a variable cannot generate its value. The inconsistency of type II arises if there is a free constraint in $L(f)$ that is violated by the values assigned to the variables in $G$. If the values assigned to the input variables are not part of a solution in $S$, then there is some inconsistency embedded in the input and the algorithm will fail.

As it is well known, local consistency in a CN model does not guarantee global consistency [11]. Therefore, although the values generated by the $d$-functions are locally consistent, the instantiation pattern does not guarantee that an input without an embedded inconsistency will lead to a solution. Thus, in what follows we will introduce two consistency conditions to the CN-F model such that our instantiation algorithm will always be able to find a solution.

**Consistency condition 1** – For every $x \in V$, there is at least one $f_x \in F$ which is defined for every instantiation of the variables it depends on.

**Consistency condition 2** – Let $P \subseteq F$ be an instantiation pattern. Every constraint in $R$ is incorporated by some $d$-function belonging to $P$.  

![Figure 5. The instantiation algorithm to find solutions to the CN-F model](Image)

![Figure 6. The instantiation graph for the SPPS product family](Image)
It can be proved that, if the CN-F model satisfies the Consistency conditions 1, no inconsistency of type I will arise during the execution of the instantiation algorithm, and if all its instantiation patterns satisfy the Consistency condition 2, no inconsistencies of type II will arise. However, if the CN-F model satisfies the two conditions, lines 4-12 of the algorithm in Figure 5 can be eliminated, since the inconsistency testing is no longer required. Therefore, the resulting instantiation algorithm becomes extremely simple.

The CN-F model for the SPPS satisfies the second condition state above; however, it fails the first one. The problem is with the \( d \)-function attached to Total dynamic head shown in Figure 4. According to its specification, only after all three inputs variables it depends on have being assigned their values is that the Total dynamic head is calculated and the result is compared to the head of the available pumps. If the condition on line 4 is not satisfied, there is no solution to the application and the configuration has to be aborted. To satisfy the Consistency condition 1, an alternative approach is to restrict the range of values for the input variable Water level dynamically, so that the resulting total dynamic head of the application is always within the range of the available pump systems. Nevertheless, this restriction is equivalent to the abort condition in a disguised form. On the other hand, because the decision to abort is taken at the very start of the configuration process, we can give explanations for why the configuration process cannot proceed, this modelling approach was preferred. However, to cope with this abort condition, it was necessary to add a control mechanism in the implementation of the instantiation algorithm, not present in its description in Figure 5. Note that the risk of having to abort the configuration is reduced as the maximum head of the available pumps is increased.

5.2 Transforming the GPS into physical models

Once the solution to the CN-F model has been found, all the output variables on the GPS have their values assigned, and its transformation into a specific physical model can start. This process is carried out in two steps. First, it is necessary to remove the optional components types from the GPS that are not required in view of the customer requirements. For example, if the customer does not require any system autonomy, there is no need for batteries in the SPPS. To determine if an optional component type have to be removed we refer to the value of the associated inclusion variables. In our example, if the value is 0, the component is removed. Otherwise, if it is 1 the component is kept in the structure. After the GPS has been stripped of the unnecessary components, the second step of the transformation process is carried out with the substitution of the generic components by specific ones from their correspondent class of components. The definition of which component will be selected is made based on the values of the output variables on the generic component type. For example, besides the inclusion variable, the Charge controller is associated to three other variables. One of these variables specifies the model of the charger, and the other two the configuration of two switches to set the output voltage of the charger. After all the generic component types have been substituted by specific ones, a physical model of the custom SPPS will emerge from the GSP.

Based on the transformation process described above, every solution in \( S \) leads to a specific physical model. Obviously, the resulting physical model is isomorphic to the GPS of the product family and is coherent to the component types by construction. Now, if every relevant design constraint has been elicited and introduced in the CN-F model, we can conclude that every solution in \( S \) corresponds to a member of the product family.

6 IMPLEMENTATION OF THE CONFIGURATOR

The SPPS configurator has been conceived as a tool to support the sales force of a company that provides water pumping solutions to the rural area. The configurator requires the sales force to have only enough technical knowledge about SPPS to make some assessments at the customer site to input the customer requirements. This process is interactive with the configurator requesting specific information. To avoid inconsistencies embedded in the input, the configurator makes a few checks, suggesting appropriate corrections if necessary. But in case no solution can be provided to the customer, the configurator notifies the impossibility as early as possible.

In Figure 7, it is shown the implementation of SPPS configurator using LabVIEW. At the centre, it can be seen the \( d \)-functions (numbered F1 to F17), each one representing a subVI (a kind of routine in LabVIEW), with the variables to which they are attached at the right of the diagram. The variables to which the \( d \)-functions depend on are indicated by the lines coming from below. Thus, this diagram arrangement clearly reveals the dependency between the \( d \)-functions. At the left of the diagram, it can be seen the control structure which operates in conjunction with the loop structure (the outer structure encompassing the whole program). Initially, only the first four \( d \)-functions will be executed. If the abort condition in the \( d \)-function F4 (specified in Figure 4) is true there is no solution for the configuration problem and the program ends. Otherwise, the abort variable is set to false and the other \( d \)-functions are executed. As the \( d \)-functions are executed, the values for the correspondent variables are generated, and they are set to inactive. The \( d \)-functions attached to variables (other than the inclusion variable) on optional component types, which will not be included in the custom product, can be set to inactive without generating values. When no abortion happens and all the functions are inactive (which is equivalent to \( F = 0 \) in the control algorithm in Figure 5), a solution has been found and the program ends. This happens in exactly three iterations of this configurator program.

It is interesting to note that, if the CN-F model satisfies the two consistency conditions, the configurator can be implemented a data flow program by the concatenation of \( d \)-functions. Moreover, if it were not for the abort condition, the iteration structure in Figure 7 could have been dismissed.

7 CONCLUSIONS

In this paper, we have proposed a new approach to the customisation of product families. It is based on a knowledge framework which combines a GPS and a CN-F model to represent product families. Members of the product family are derived from this knowledge framework by a two-stage process. First, a solution to the CN-F model is found from the customer requirements through an instantiation process. Then, in the second stage, the solution is used to transform the product family GPS into a specific model which represents the desired product family member.
A number of contributions to the area of product configuration are introduced by this approach. It is provided a formal definition for the product family GPS and an extension to the classical CN model by attaching $d$-functions to the variables to generate their values. Since the domains of the variables are defined through the $d$-functions, their values need not to be predefined explicitly. As a consequence, we can deal with mixed discrete and continuous variables.

Moreover, the $d$-functions provide a method to establish the dependency between variables as part of the modelling of the customisation process. Dependency patterns can reduce the design space for finding solution considerably. However, despite their local consistent, they do not avoid backtracking. To achieve this goal we have set up a few conditions for the CN-F model, such that, if satisfied, deriving product family members becomes a backtrack-free process. The remarkable aspect about this

Figure 7. A view of the SPPS configurator program implemented in LabVIEW
achievement is that it does not depend on pre-processing, but can be obtained by the systematization of the knowledge about product families.

It is also interesting to note that through the \( d \)-functions it may be possible to design components during the customization process, thus providing great flexibility to the customization process. However, this is a capability which requires further investigation, because making changes to components without the proper delimitation of the design space can compromise the manufacturability or performance of the product being derived.

Our approach is suited for the configuration of complex product families for which the customers do not have the necessary expertise to participate directly during all the configuration process. It can deal with configuration problems for which the constraints between the variables are highly complex, since they are incorporated by the \( d \)-functions and dealt with in the form of procedures. The complexity of the configurator is not particularly affected by the number of variables, since this amounts to adding more than one \( d \)-function, this will generate multiple instantiation patterns. However, the proposed instantiation algorithm is enough to deal with this condition, since at every moment only one instantiation pattern is being followed. As for the verification of the compliance to the consistency conditions, this is largely an analysis of the \( d \)-function individually. (The same is true for maintenance, because \( d \)-functions are high modular.)

Now, if the CN-F model satisfies our assumption on the ordering of the set of \( d \)-functions and the two consistency conditions, the configurators can be implemented in the form of dataflow programs by the concatenation of the \( d \)-functions.

Despite the advantages related above, to exploit all the potential of our approach in practical applications, there are a number of issues that must be further developed. For example, concerning the integration of our approach into a mass customisation system, it will be necessary to have a more elaborate representation of the GPS to support the generation of customer quotations and production orders [13]. However, at least for a mass customisation systems based on 3D printing, we have shown that our approach can be integrated with CAD tools, and that the generation of 3D models for the custom products can be made automatically, in a seamless way [14].
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Optimization based framework for transforming automotive configurations for production planning

Tilak Raj Singh 1 and Narayan Rangaraj 2

Abstract. A product (e.g. automobile, computer) can be configured using different combinations of its available attributes (features). However, selection of attributes may not be independent of the selection of other attributes. In practice, each attribute implies a selection rule (dependency) for other sets of attributes in order to generate a valid configuration. Due to dynamic changes in the product design, miniaturization, legislation etc., product attributes and their selection rules get changed. This implies that variants produced in the past may not be valid for future product design. Nevertheless, customer history contains important information related to customer buying behaviour which is an essential input for future planning activities. In order to achieve efficient adaption of past customer orders to a changed product design, we propose a fully automated optimization based framework. The methodology is demonstrated using an industry size example.

1 Introduction

Manufacturing companies are currently focusing on mass customization. In this environment customer mix and match different available product attributes to get desired configurations. Selection of any attribute implies certain conditions on other set of attributes. For example, if driving assistance system is selected in a car then the customer may only be able to select steering types which have required control options. These engineering dependencies are available in the product’s technical documentation (e.g. Bill-Of-Material) and each valid configuration must satisfy these restrictions in order to be producible [13]. Manufacturers enable their customers to select and order constructible product variants by offering sales manuals and web-based product configurators. The product configurator guarantees that attributes selected by the customer must satisfy all dependency rules at the time configuration is created. If any combination of attributes violates the product configuration rules (constraints), then, this will be an invalid configuration and cannot be produced [5]. We will use the term configurations rule (or rules in short) in the meaning of all restrictions imposed on configuration problem and by fulfilling all rules configuration will be considered feasible for production.

In order to provide short lead time for complex engineering products (e.g. Automobiles, Computers) often hybrid manufacturing philosophies like assemble-to-order is used. The production is setup based on forecast demand and final assembly is done for the real customer orders. The effectiveness of this method depends upon the quality of the forecasted demand. Most manufacturers use data about product variants produced in the past to get suitable estimates for the future customer demand [10]. Continuous changes in product design and market conditions imply that product variants which have been produced in the past may not be valid according to the changed product. However, changes are incremental in nature which means that past variants can be upgraded (by dropping and/or adding some features) to new changed model once the required changes are incorporated [4]. In this paper our aim is to develop methods to upgrade base configuration (configuration produced in the past) in such a way that 1) new configuration satisfies required product configuration rules 2) new configuration should be as similar as possible to the base configuration. The similarity measure can be monitored by using some distance (e.g. Hamming distance) or cost function.

In contrast to the above problem, another requirement to transform existing configuration to the new configuration arises from the Reconfiguration problem [11]. In this case the previously selected base configuration is still valid with respect to configuration model however the customer may want to make some explicit changes with respect to the earlier choice - for example, adding or dropping some of product’s features. Most of these reconfiguration problems are motivated by the customer’s request to change the previously selected variants. This is not an uncommon situation in premium customizable products. However, the reconfiguration problem can also be driven from the manufacturer point of view. For example due to capacity limitations, production of customer orders may be shifted from one country/plant to another. Then the production feasibility need to be checked as configuration rules may vary between production plants and counties.

In this paper we propose an integrated solution framework where: 1) user can update any given configuration by changing configuration variables (adding or removing product attributes) 2) Feasibility
of desired configuration can be checked at any point of time 3) In case of conflicts with underlying configuration rules, the solution is computed through solving an optimization model which ensures that the modification to the base configuration is done with minimal change cost. In section 2 and section 3 we will discuss characteristics of the problem and the available data. Section 4 will focus on the development of an optimization based configuration transformation model. In section 5 the solution procedure will be discussed with initial computational results.

2 The planning problem

A product can be configured using different combinations of its attributes (features). In case of automobiles, attributes could be: body style, transmission type, sunroof, parking assistance etc. If we describe a product as an exhaustive list of attributes then the product configuration can be expressed as a 0-1 vector over the attribute set, where 0 (zero) represents the absence of any attribute and 1 (one) represents its presence in the configuration. A feasible configuration can be achieved by satisfying predefined set of rules (Boolean formulas) monitoring interdependencies among attributes.

Let us define our product configuration problem as per [7, Definition 1]: the configuration problem $C$ can be expressed through a triple $(X, D, F)$, where:

- $X$ is a set of product attributes (configuration variables) lets say $\{1, \ldots, n\}$. Where $n$ is the total number of attributes.
- $D$ is the set of attributes finite domains $d_1, d_2, \ldots, d_n$.
- $F = \{f_1, f_2, \ldots, f_m\}$ is set of propositional formulas (rules or restrictions) over attribute set $X$.

In this paper the configuration variables $X$ are boolean, hence domain $d_i \in \{0, 1\}, \forall i \in X$. A configuration is said to be feasible if an assignment for all attributes ($i \in X$) is found which fulfills each and every propositions in $F$. For configuration problem $C$ a solution space $S(C)$ can be built by finding all assignment of configuration variable $X$ which satisfy rules $F$. The problem we have in hand, the size of solution space $S(C)$ could be in the ranges of thousands of billion [6].

For a customizable product which changes with respect to time (due to introduction of new attributes, discontinuation of existing attributes or change in attributes dependencies) the configuration problem at any given time $t$ can be expressed as $C_t = (X_t, D_t, F_t)$, where $X_t, D_t$ and $F_t$ are configuration variable, its domain and underlying propositional formulas respectively at time $t$. In this paper the domain $D_t$ is fixed (boolean for all variables/attributes) so changes in configuration problem are possible by changing configuration variables $X$, changing rule set $F$ or both.

In the scenario shown in Figure 1, let us assume that at time $t$ the manufacturer wants to make some planning estimate for time $t + T$ (mid to long term planning, typically $T = 6$ months - 3 years) to support various planning activities such as production planning, capacity planning, material requirement, supplier selection. At time $t$ the manufacturer has information about its current and past product configurations data $(C_t, C_{t-1}, \ldots, C_0)$, and order history $O_t$, which is an 0-1 assignment of attributes. At any time $t$ the validity of the product configurations will be checked according to rules written in $C_t = \{X_t, F_t\}$. As the product changes with respect to time, for every time instance we will have a corresponding product configuration problem instance. In practice, process of engineering change starts much before (typically 5-7 years) the start of production. This gives possibility to know the product configuration data for future time i.e. $C_{t+T} = \{X_{t+T}, F_{t+T}\}$ at given time $t$.

Now, for given set of configurations $(O_t)$, will also be called base configuration which are derived from configuration model $C_t = (X_t, F_t)$ we are required to validate their feasibility with respect to $C_{t+T} = (X_{t+T}, F_{t+T})$. In case of infeasible configurations we are required to find the new configuration in the solution space of $S(C_{t+T})$ with the minimal change to its base configuration. As the configurations variables are Boolean in nature, change in the configuration can be performed either by adding new attributes, or removing old attributes. The distance between two configurations (base and transformed) can be expressed through sum of the changes in the attribute assignment, which can be expressed through the Hamming distance. However, changing any arbitrary attribute in the base configuration in order to make them feasible may not be practically desired. For example, some of the product attributes may have high cost of change such as engine, special body style or sophisticated optional equipment, and changing these attributes may be difficult to handle as compared to changes in some simple options such as cup holder or some alarm features. Thus, a change cost can be associated with each attribute and transformation of base configuration to new configuration can be sought to be achieved by minimizing the total change cost. Change cost will only be associated to configuration if certain attribute is either added or removed in the configuration. One may consider two different quantities of change cost for an attribute such as attribute addition cost and attribute removal cost.
In case of Reconfiguration problem, some attributes are fixed by customer (attributes on which modification is asked) or may have very high change cost as they may be customer’s most preferred attributes. Then the solution is sought only by changing the remaining set of attributes. The reconfiguration problem can be defined as a special case of configuration problem where certain configuration variables are set to predefined values (true or false). The aim is to fix certain attributes in base configuration (either by replacing some previously selected attribute or adding new) and then look for a new configuration which has minimal changes with respect to the base configuration.

In our case, the changes in the configuration can only be made either by adding new attributes or removing previously selected attributes from the configuration. As configuration changes are associated with change in attributes thus a change cost can be associated with each attribute to measure the impact of change.

In our work we propose an optimization model for transforming invalid configurations to valid ones as well as transforming configurations with predefined settings over attributes (Reconfiguration). We develop a framework which can incorporate information from different data sources such as configuration rules, sales program (cost associated with attributes) and planning expert’s knowledge (to change configuration in some guided way). As most of the information is available or can be converted in the form of logical propositional formulas, we develop an optimization based framework after a required transformation of the logical propositions. In the next section we discuss various input data for the planning problem.

### 3 Input Data and its characteristics

#### 3.1 The configuration data

A variant rich customizable product can be defined on the basis of attributes (features) in order to facilitate aggregate level of planning for components and modules [14]. Customer configurations can be created by combining different attributes that are permitted by the corresponding configuration data. It is important that while combining different attributes, we must fulfill the interdependencies between attributes, so that a feasible product configuration can be generated [13]. For instance, if in the USA some engines require special transmission types, this condition must hold while configuring a car of that type. A product document captures the technical, market and legal restrictions and provides an important data source for the configuration feasibility check.

Interdependencies among attributes are documented and maintained in the configuration data by a rule system. These rules are basically Boolean expressions imposed against each attribute. Selection of attributes in a configuration is done through evaluating the respective Boolean expression. Table 1 shows an example of such a data.

A customer configuration consists of a list of attributes. Each attribute is represented as a Boolean variable in the configuration data.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Name</th>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Automatic climate control</td>
<td>((2) \land (3 \lor 4))</td>
<td>attribute 1 only when attribute 2 is present and either attribute 3 or 4 is present</td>
</tr>
<tr>
<td>2</td>
<td>Air condition</td>
<td>TRUE</td>
<td>must be present in every variant</td>
</tr>
<tr>
<td>3</td>
<td>Comfort package</td>
<td>(\neg(4))</td>
<td>attribute 3 is not with attribute 4</td>
</tr>
<tr>
<td>4</td>
<td>Performance package</td>
<td>(\neg(3))</td>
<td>attribute 4 is not with attribute 3</td>
</tr>
</tbody>
</table>

Table 1: Example: Rule based configuration data

The value of the attribute will be set to TRUE, if particular attribute is selected by the customer. The selection of the attribute is controlled by the logical rule system as shown in rule column of table 1. The logical rule system is built from usual Boolean operators \(\lor\) (OR), \(\land\) (AND), \(\neg\) (NOT) and an attribute serving as a proportional variable. The customer order processing is controlled by evaluating the rule's formulae under the variable assignment induced by the customer order and executing suitable actions based on whether the formula evaluates to TRUE or FALSE.

As discussed in section 2 configuration problem \((C)\) can be defined by triple \((X, D, F)\). For configuration data shown in table 1. \(X = \{1, 2, 3, 4\}, D \in \{0, 1\} \forall X, \text{and } F = \{f_1, f_2, f_3, f_4\}\) where

\[
\begin{align*}
 f_1 &= \{1 \to (2) \land (3 \lor 4)\} \\
 f_2 &= \{2\} \\
 f_3 &= \{3 \to \neg(4)\} \\
 f_4 &= \{4 \to \neg(3)\}
\end{align*}
\]

where \(a \to b\) means attribute \(a\) implies attribute \(b\), if \(a\) is selected (or set to true) then \(b\) has to be selected in the configuration. Propositional formulas in \(F\) can also be expressed as \(F = \{(2) \land (3 \lor 4)\} \lor \neg(1), 2, \neg(4) \lor \neg(3), \neg(3) \lor \neg(4)\)\. In the given example, associated rule with \(f_3\) and \(f_4\) have the same boolean expression so only one can be evaluated and also \(f_2 = \{2\}\) says that attribute 2 will be the part of every configuration. As all rules written in the configuration rule set \(F\) has to be satisfied. All element of \(F\) can be combined with AND operator, \(\varphi = \land_{f \in F} f\). Thus \(\varphi\) will be the boolean formula whose Truth value will represent a configuration. \(\varphi\) is also called as product overview formula [9]. Our configuration variable set \(X\) contains all possible attributes which can be the part of the product configuration either from customer point of view of manufacturer. For example, some plant and production related attribute may not be relevant to the customer but is required to handle feasibility of production at certain planning stage. In the next section we discuss different changes in the configuration data which may result in modification or upgradation of configurations.

#### 3.2 Changes in the configurations

As a customizable product can be defined based on different features offered by the manufacturer, product changes can be studied based on
the change in the offered product attributes. In this section we will outline various changes in product attributes which can make certain product variants to invalid. The changes in the product attributes can be cause by one or more of reasons described below:

1. Deletion of old attributes: All past configurations containing attributes which are discontinued will become invalid according to changed product. If discontinued attributes have no dependencies with remaining attributes we can simply remove these attributes to restore the validity (feasibility) of the product variant. For a complex engineering product this is very unlikely. In general, product attributes have complex dependencies among each other and modification of one attribute needs to be validated with the remaining set of attributes.

2. Change in rule: The technical rules pertaining to an attribute that are expressed in configuration data may get changed due to various reasons such as design modification, legal changes. For some practical product instances, a single attribute may depend on hundreds of other attributes by a complex Boolean expression. Change in some part of a rule may affect feasibility of certain attribute combinations.

3. Inclusion of new attributes: As a product evolves, some new features get added. These may not have been present in the past, but a customer may select them in the future. As newly introduced features may have some dependencies with other available attributes, variants produced in the past have to be modified in such a way, that transformed configurations also contain new features (according the estimate of new feature).

4. Attribute fragmentation/atomization: In some cases an attribute is split into more attributes. For example, let us assume that a car was produced with the option off-road package which includes features as high battery capacity, heavy duty suspension, hi-fi music system and a sunroof. Customers were not allowed to select above features individually but selection can be made through package. Now, due to some change, the manufacturer has decided to divide the off-road package into two new packages. The first package includes the features high battery capacity and heavy duty suspension, the second package includes the hi-fi music system and sunroof. Both new packages can be selected individually, which means that the customer has more choice than before which may effect the distribution of packages from the past. Some input form sales in-terms of demand estimates of new package may help here to adapt past configurations according to new product offerings.

5. Replacement of attributes: Most often due to technology and other changes, some old attributes are replaced by new attributes. For example, some old telematic features are replaced by the new generation touchscreen based systems. Therefore historic product variants should also be upgraded to the new generation to use them for planning of a future production system.

Apart from the above changes there also exists some desire to change attributes of a past product variant according to new product offerings. For example, due to market changes, the demand for a certain engine type may decrease in comparison to other available engines. In this case the changes in the engine distribution across all transformed historic orders have to be considered in the transformation process. This information is not documented in the configuration rules but can be accessible through planning experts or through some sales forecast. During the development of the automatic configuration transformation system we try to accommodate these kinds of requests.

3.3 Customer history

Let a product be defined by a set of 4 attributes \( \{1, 2, 3, 4\} \). According to Table 1, the configuration can be listed as described in Table 2 and 3. As shown in Table 3, customer configuration can be presented as a 0/1 vector over attributes, any change in the configuration can be made by changing attributes from 0 to 1 and vice-versa. While transforming the configuration, one objective will be to be as close as possible to the old configuration. This can be done by minimizing the Hamming distance between the old and new configurations.

Table 2: Configuration based on attributes set

<table>
<thead>
<tr>
<th>No.</th>
<th>Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>1,2,3</td>
</tr>
<tr>
<td>ii</td>
<td>1,2,4</td>
</tr>
<tr>
<td>iii</td>
<td>2,3</td>
</tr>
<tr>
<td>iv</td>
<td>2,4</td>
</tr>
</tbody>
</table>

Table 3: Configuration as 0/1 matrix over attributes

<table>
<thead>
<tr>
<th>No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>ii</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>iii</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>iv</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

4 Formulation of the optimization model

During the transformation of product configurations, we need to evaluate each rule written in the corresponding configuration data. At the same time, we also need to ensure, that the changes in the given product variant are done with minimal cost. Cost can vary based on deviation from the base configuration and the type of changes done. In this section we explore an optimization based framework to find a solution for the above problem. To create an optimization based transformation procedure, all information included in the product configuration process need to be considered in the model. To do this, in the following section we first transform rules from the configuration data to the corresponding 0-1 discrete programming equivalent forms.

4.1 Transformation of logical rules to linear inequalities

Constraint programming approach is a well-used methodology inside the many product configuration systems [2]. Restrictions on product configurations are modelled as constraints and a solution is a total assignment satisfying each of the constraints. Most of the proposed framework rely of the transformation of boolean formulas to special structure such as conjunctive normal form (CNF) before writing the
final constraint set [3]. We developed an alternate method to avoid the initial conversion of the input to CNF. Our formulas are so large that naive CNF conversion by applying the distributive law failed for lack of memory and time. Also, CNF conversion steps involves introduction of large number of new variables which increases the complexity of the problem.

4.1.1 Data structure for configuration rules

Using the normal precedence operators and the conventional evaluation of expressions, the logical rule from configuration data (F) can be presented in form of a tree structure. For example, let’s say selection of an attribute 1 is controlled by following Boolean expression:

\[ f_1 = (2) \land (3 \lor 4) \]  

(1)

The tree representation of above expression can be shown as Figure 2. We used Stack for storing binary tree for implementation of algorithm for transforming logical rules to algebraic inequalities [12].

```
Figure 2: Representation of attribute selection rule in a binary tree
```

```
\begin{array}{|c|c|}
\hline
index & Elements \\
\hline
0 & \land \\
1 & 2 \\
2 & \lor \\
3 & 3 \\
4 & 4 \\
\hline
\end{array}
```

```
Figure 3: Rule in a stack
```

4.1.2 Transforming propositional formula’s to 0-1 LP

In this section we describe the transformation of logical propositions to its equivalent linear integer constraint through an example. The procedure to obtained required transformation is discussed in [12] and [1]. Linear inequalities over Boolean variables are a widely used modelling technique. The main task during transformation of an attribute selection rule into a system of linear constraints is to maintain the logical equivalence of the transformed expressions. The resulting system of constraints must have the same truth table as the original statement. For every attribute we introduce a binary decision variable, denoted by \( x_i \). The connection of these variables to the propositions is defined by the following relations:

\[ x_i = \begin{cases} 
1 & \text{iff attribute } i \text{ is TRUE} \\
0 & \text{otherwise} 
\end{cases} \]  

(2)

Imposition of logical conditions linking the different actions in a model is achieved by expressing these conditions in the form of linear constraints connecting the associated decision variables.

Let us assume that a product is defined by five different attributes as shown in table 4. Our task is to write a set of linear constraints which represents same information as described for configuration problem. In this example attribute 1, 2 and 3 imposes a selection rule criteria while attribute 4 and 5 do not have explicit dependencies.

```
Table 4: Example: attributes and their selection rule
```

```
<table>
<thead>
<tr>
<th>Attribute</th>
<th>Name</th>
<th>Selection Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rear-view camera</td>
<td>( 1 \implies (4 \lor 5) \land (\neg 6) )</td>
</tr>
<tr>
<td>2</td>
<td>Parking assistant system</td>
<td>( 2 \implies (1) \land (\neg (4 \lor 5)) )</td>
</tr>
<tr>
<td>3</td>
<td>Cruise control</td>
<td>( 3 \implies (1 \lor (4 \land 5)) )</td>
</tr>
</tbody>
</table>
```

```
Table 4: Example: attributes and their selection rule
```

Our approach, in principle, involves identification of precise compound attribute rules of the problem and then processing it with identified equations. The logical rule is represented by a tree graph (as per Section 4.1.1), where attributes are associated with their common operator node. We traverse through the tree and prune it in such a way, that the standard transformation equation can be applied [12]. Figure 4 shows the final expression tree for configurations rule written in Table 4.

```
Figure 4: Example: Final expression tree for (a) Attribute 1 (b) Attribute 2 (c) Attribute 3
```

```
\[
\begin{pmatrix}
3 & 0 & 0 & 1 & 1 & 2 & 0 \\
-1 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & -2 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 & -1 & 0 & 2 \\
0 & 0 & 0 & 0 & 1 & 1 & -1
\end{pmatrix}
\times
\begin{pmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6 \\
x_7
\end{pmatrix}
\leq
\begin{pmatrix}
4 \\
2 \\
0 \\
0 \\
1
\end{pmatrix}
\]  

(3)

Where: \( B \) = Coefficient matrix over attributes and \( b \) is the right-hand side values. In order to transform the given Boolean expressions to liner constraints we introduced new variable \( x_7 \) corresponding to attribute 3. Attribute \( x_7 \) controls boolean expression \( 4 \lor 5 \). Resulting constraint system is shown in Eq. 3.

4.2 The configuration transformation model

In this section we present a mathematical model for the transformation of a base configuration (configuration produced in past) to the new configuration. The new configuration should satisfy all restrictions imposed by product document and should have maximum correlation with its base configuration.

Let \( i \) be \( i^{th} \) attribute, \( i \subseteq \{1\ldots n\} \), where \( n \) is the total number of attributes
Data

\[ a_i = \begin{cases} 
1 & \text{if } i^{th} \text{ attribute is present in base configuration} \\
0 & \text{otherwise}
\end{cases} \]

\[ c_i = \text{Change cost associated with attribute } i. \text{ We assume that } c_i \]

given as input either from user or derived from sales
planning data (e.g. cost of attribute)

Decision variables

\[ x_i = \begin{cases} 
1 & \text{if } i^{th} \text{ attribute is in transformed configuration} \\
0 & \text{otherwise}
\end{cases} \]

Objective Function

\[ Z = \text{Minimize } \sum_i c_i \times |a_i - x_i| \quad (4) \]

Subject to

\[ B^i[x] \leq b \quad (5) \]

The Hamming distance between base and new configuration for
attribute \( i \) calculated by \( |a_i - x_i| \). Constraints in Eq. 5 is the set of lin-
er inequalities derived from configurations rules (restrictions). Ob-
jective function \( Z \) is used to minimize the mismatch cost associated
with each attribute so that the transformed configuration will match
the base (old) configuration as close as possible. Change cost asso-
ciated with each attribute is assumed here as an input data provided
either by planning experts (sales) or by user. Usually for automobile
change cost for complex attributes such as power train, production
country is high compare to other attributes. In this case user can spec-
ify relative cost (such as weight factor or priorities) among attributes.
Constraint 5 is a set of linear constraints originating by transforming
logical conditions written in the product document to linear inequal-
ities using the procedure described in Section 4.1. Any new config-
uration \([x]\) from the above optimization model will guarantee that
the configuration is feasible according to the product document and
the objective function will ensure its minimum cost deviation from
the base configuration. As the configuration transformation model
transforms one configuration at a time, for every transformation of
non-feasible (according to given product document) configuration,
this model needs to be run. A typical practical instance of this prob-
lem contains around 500-1000 decision variables and some tens of
thousands of constrains.

5 Solution framework

Our aim is to provide an automated system which can interpret in-
formation from configuration data and planning experts. The system
should consider given information in the best possible way while
transforming the base (given) product variants to new (upgraded)
variants. For this, we will create a knowledge database, where in-
formation from planning experts can be stored and used during the
configuration transformation. The term planning experts is used to
present collective information/rules specified by engineers/product
managers or the user of the our application. For the reconfiguration
problem, change information can be described by the customer and
same can be applied during updating the base configuration. The ex-
pert database will collect the changes of attributes from one stage of
product to another. Table 5 shows an excerpt of such a knowledge
database. In the expert database we want to maintain an explicit set
of rules which can be applied in a guided way to base configura-
tion. For example, in the past, a car was produced only with one type
of entertainment system. Due to some enhancement in the product,
the manufacturer now provides three different entertainment systems.
The challenge will be to distribute new entertainment systems over
configurations produced in the past. In this case, the knowledge of
the planning expert plays an important role in achieving a realistic
transformation of past products.

<table>
<thead>
<tr>
<th>Situation</th>
<th>in Past</th>
<th>in Future</th>
</tr>
</thead>
<tbody>
<tr>
<td>An old attribute is replaced by new attribute (one to one mapping)</td>
<td>( i )</td>
<td>( j )</td>
</tr>
<tr>
<td>An attribute has been replaced by number of new attributes (one to many mapping)</td>
<td>( i )</td>
<td>( i = j ) for 70% configurations produced in past; ( i = k ) for 30% configurations</td>
</tr>
<tr>
<td>Group of individual attribute replaced by new Package (many to one mapping)</td>
<td>( i, j, k )</td>
<td>( p ) = ([i,j,k]) add package ( p ) if at least two attribute from {( i, j, k )} is present</td>
</tr>
<tr>
<td>An old package is divided in more than one packages</td>
<td>( p = [i,j,k,l] )</td>
<td>( p_1 = [i,j], p_2 = [k,l] )</td>
</tr>
</tbody>
</table>

Table 5: An excerpt of expert’s knowledge database

Knowledge from the expert database is applied to every configu-
ration that we want to transform. It may happen that the modific-
ations from the expert database do not suffice to meet all the config-
uration rules. In that case, we use the configuration transformation
model presented in section 4.2. A solution is sought automatically
that is valid under the new model, but which differs minimally (in
the “Hamming distance”) from the “old” configuration. The flow di-
agram in Figure 5 shows the solution framework.

The configuration transformation process starts with analyzing the
product configuration rules. In this step, we can get the list of all
available attributes and attribute dependencies in terms of logical
rules. These rules can be converted into a set of linear inequalities
as discussed in Section 4.1. Once the configuration rules are mod-
elled as constraints, we will look into the expert database and apply
all possible attribute mappings described in the expert database. All
discontinued attributes will be removed from the base configuration
because they will not be valid for the new model. At this stage, we
will check if this configuration is feasible according to given config-
uration rules. If the answer is YES, we proceed with transforming
the next configuration. If the answer is NO, we call the configuration
transformation model as defined in Section 4.2. We repeat the above
procedure till all configurations are transformed.

Figure 5: Flow diagram for transformation of product variants from past to given document information

5.1 Computational Experiments

We have tested our solution approach with various industry size problems. In this section, we will present two different experiments created out of practical scenarios in the automotive industry.

<table>
<thead>
<tr>
<th>Sr</th>
<th>Scenario</th>
<th>total attributes</th>
<th>total base configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp1</td>
<td>Transforming past configurations as per changes in configuration rules</td>
<td>695</td>
<td>2200</td>
</tr>
<tr>
<td>Exp2</td>
<td>Upgrading base configurations with new Engine</td>
<td>705</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 6: Excerpt of computational scenarios

Table 6 shows the computational set up for two experiments. In the first experiment (Exp1) our aim is to utilize customer orders produced in the past for future production planning. For this, 2200 past configurations are taken which are 6 months old from new production date. As the product has undergone engineering changes, our aim is to upgrade the given configurations as per the new configuration rules. The new configurations are defined with 695 different attributes.

Figure 6 shows the plot of time versus Hamming distance for transformed configurations. The transformation is done after analysing new configurations rules which results in information such as discontinuation of some old attributes. Removing of barred attributes and application of information from expert’s knowledge as discussed in section 5, we found that a large number of configurations become feasible (Hamming distance zero in figure 6) . For other configurations, solutions are found by solving the optimization model as discussed in section 4.

Figure 7: Experiment2 Hamming distance vs time plot of engine upgradation problem

In experiment 2, we solved the reconfiguration problem by upgrading the engine type. Given 1000 configurations were upgraded to a new engine type. First, attributes related to the old engine type were replaced with the new engine and some related attribute replacements were done through expert’s knowledge base. For example, associating the right gear box for the new engine. After user’s modification, we transformed the given configurations as per the model shown in Figure 7. A large number of given configurations are transformed with minimal changes (4-8 attributes) to its original values. The optimization model out of configuration rules has a few thousand decision variables and thousands of linear constraints.

We used the optimization solver IBM Ilog Cplex 12.2 to solve the order transformation model. For simplicity, the following assumptions were made: 1) the attribute change cost is assumed to be one in Experiment1, 2) In Experiment2 we used a relatively high change cost for new engine and in all transformed configurations, the attributes related to new engine remained unchanged. On applying expert knowledge and the mathematical model that we have developed, the initial computational results shows that the given configurations can be transformed as per the desired objective in reasonable computation time (a few seconds).
6 Related work

Product configuration systems have been a key enabler for mass customization. One main contribution of configurations system is to support mass customization at various key processes such as product configuration, product data management (PDM) and customer relationship management (CRM) for effective product and process variation management [5]. The effect of configuration process can be seen on the customization responsiveness when information from sources such as customer requirements, product characteristics, production process and logistics network are considered in the configuration systems [8].

In a variant rich customizable product, finding customer focused configurations out of enormous choices is a challenging task [16]. Failing to access market needs has an adverse effect in product quality of product configurations [15]. Enabling production planning with customer historical demand (configurations produced in the past) may help to retain aspects of customer buying behaviour. However, to use past configurations for future production planning, an upgradation is required. Richter et al. [4] considered some of the product change conditions in their work of transforming configurations between two different product document rules. They proposed a knowledge based framework to transform invalid product variants according to change of rules in a configurator. However, in their heuristic approach it is not clear whether the transformed configuration has small deviation (minimal cost/distance) from original configuration. Walter et al. [17] have discussed MaxSAT based approach for reconfiguration problem. In our paper we translated configurations propositional rules to set of linear constraints and the configuration transformation problem. An optimization based model has some advantages and the results of this formulation can be extended to support the generation or the transformation of sets of configurations [12].

7 Conclusion

In order to adapt the customer configurations produced in the past to the latest engineering design and market conditions we have discussed an optimization based framework. Design related changes are captured in our optimization model by transforming the product configuration rules to a set of linear inequalities. Market and expert knowledge during configuration transformation are captured by maintaining a knowledge database to transform configurations according to the best available information. The method will facilitate future planning activities based on consistent and constructible configuration sets (order sets), which will have maximum correlation with the past customer demand. For a complex product which changes dynamically with respect to time, production planning activities will improve gradually with the effective adaption of design and market changes.
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Testing Configuration Knowledge-Bases

Franz Wotawa and Ingo Pill

Abstract. Writing tests for configuration knowledge-bases is a difficult task. One not minor reason is the huge search space. For exhaustive testing, all possible combinations of configuration parameters must be considered. In practice, exhaustive testing is thus often impossible, due to the sheer, exponential, number of combinations. Consequently it becomes necessary to focus on the most important configurations first. This abstract challenge is well known in the testing community, and can be addressed by exploiting combinatorial testing. Combinatorial testing deals with reducing the number of test inputs by aiming at exhaustive combinations of parameter subsets. That is, ensuring that a test-suite contains tests covering all value combinations for all parameter subsets for (or up to) a given size. In this paper, we formulate the configuration-testing problem and show how combinatorial testing can be used in a corresponding test case generation process, in order to achieve a huge reduction in the number of required test cases.

1 INTRODUCTION

A configuration, i.e., something that results from a particular arrangement of parts or components (according to the Merriam Webster dictionary¹), can be considered as a system aggregating specific parts in order to implement a desired functionality or behavior. In model-based configuration, we use a knowledge-base in order to represent those components’ functionality, given user requirements, and any other knowledge that is necessary for defining or constructing the system. Such additional knowledge encompasses, for instance, constraints prohibiting physically impossible (and thus conflicting) arrangements. Obviously, the outcome of any configuration algorithm depends heavily on the model’s quality. In some sense, quality in this case can be considered as being “as close as necessary (and possible) to reality”, so that we need to capture the “appropriate” knowledge and do that in the right way.

In case of faults in the knowledge base, e.g., when we miss some constraint that prohibits some impossible configuration, a derived configuration might be incorrect for at least some specific scenarios or corner cases. Thus, testing, which is basically unavoidable for verification and validation problems, is not only essential for hardward and programs, but also for knowledge-bases. We certainly have to ensure that a configuration behaves as desired. The evidence is even stronger when moving from static configuration, e.g., configuring a product based on user needs, to dynamic configurations where the system might adapt itself for a certain situation. For example, a robot might adapt its control behavior in case of a broken wheel, that is, on its view of the world that it stores in an internal knowledge-base as foundation for its reasoning. In such cases, a reliable and, to a certain degree, expected and “safe” behavior has to be ensured.

In this paper, our focus is on such faults in configuration knowledge-bases an their consequences. Of course, another source for failure is in the configuration algorithm’s implementation, i.e., the reasoning engine, itself. While such faults are outside our paper’s focus, the generated tests can also be used to test the reasoner.

Regarding fault detection and isolation, the size of a knowledge-base is of certain interest. That is, if the knowledge-base itself, or the configuration space, is very small, exhaustive testing might even be feasible and a valid option for specific situations. However, in case of huge knowledge-bases or huge configuration spaces, exhaustive testing is practically impossible. For instance, and without loosing generality, let us assume the example application of parameter configuration. There the purpose is to find a value assignment to all available system parameters, in order to receive a setup that implements a desired functionality. If we have parameters $p_1, \ldots, p_n$, each taking values from a domain $D$ with size $k$, an exhaustive search would require us to test $k^n$ possible configurations, which, for the obvious reasons, is most likely infeasible for those values for $k$ and $n$ experienced in practice. Therefore, we require effective alternatives that allow us to systematically focus our testing efforts.

In system testing, where we often have to test in the context of alternative “environments”, we suffer from a similar problem. For instance, if we want to test a web page, we have to consider various hardware platforms from PCs to smart phones and tablets, a variety of operating systems, a set of web browsers commonly used, and so on. Testing the web page in the context of all the possible “configurations” is of course an achy task that requires a lot of resources. An empirical study (see e.g., [12]) showed, however, that not all combinations of parameter value assignments are necessary for revealing a bug. Rather, it seems sufficient to consider local parameter configurations. Implementing the concept of combinatorial testing (see also Section 4), we aim to cover all local parameter combinations up to, or of, a given size in a test suite. That is, all the combinations for (all possible) chosen “local” subsets of parameters, which allows us to dramatically reduce the number of required tests. Of course the choice of the subset size directly influences the “locality” of the test case generation process.

In this paper, we discuss the testing problem for configuration knowledge-bases and propose the use of combinatorial testing for automated test input generation. We introduce our preliminary definitions using a simplified example from the e-vehicle domain, and furthermore discuss two different testing aspects. First, we consider testing of different configurations. And second, when considering the desired functionality as being changeable, there arises the question of whether there actually is a valid configuration for a certain combination of functionalities.

Our paper is organized as follows. First, we discuss some related research with a focus on testing of knowledge-based systems in general. Afterwards, we introduce the foundations of configuration using

1 Technische Universität Graz, email: {wotawa,ipill}@ist.tugraz.at
2 http://www.merriam-webster.com/dictionary/configuration
a running example. We then use the same example to discuss combinatorial testing. After the introduction into combinatorial testing, we discuss testing of configuration knowledge-bases in more detail. Finally, we conclude the paper and outline future research directions.

2 RELATED RESEARCH

Knowledge-based systems are used for various purposes like configuration, diagnosis, and also decision support, e.g., for high-level control of systems. For all these application areas, systems have to be predictable, that is, they have to behave as expected and do not cause any trouble leading to a loss of resources or even harm people. Despite this fact, it is interesting to note that there has not been a huge number of papers dealing with testing, verification, and validation of knowledge-based systems. Robert Plant [17, 18] was one of the first dealing with verification, validation, and testing of expert systems and knowledge-based systems in general. There is also an earlier survey available (see [13]) that deals with tools for validation and verification of knowledge-based systems.

Regarding testing of knowledge-based systems, it is also worth mentioning El-Korany and colleagues’ work [5], where their focus is on the testing methodology. There the authors distinguish different cases where testing is required, i.e., inference knowledge testing and task knowledge testing. The objective behind their work was to increase the level of correctness of knowledge-based systems. Other work includes [9], where Hartung and Häkansson discuss test automation for knowledge-based systems. Their approach works for production rules that are extracted from the knowledge-bases.

Hayes and Parzen [10] focused more on the question of “to what degree a knowledge-based systems fulfills its purpose”, that is, as indicated in the title of their publication, on achieving the desired behavior. In order to answer the question about the quality of decisions coming from a knowledge-based system, Hayes and Parzen introduced a special metric (QUEM) to judge the quality of the solutions. The proposed approach is essential for measuring the overall performance of a knowledge-based system.

To the best of our knowledge, there is only little work on testing configuration motors or motors that make use of configuration methods like recommenders. Felfernig and colleagues [8, 7] discuss the use of testing, i.e., white-box testing, and development environments in the context of recommender applications. Other work from Felfernig and colleagues [6] mainly focuses on the second step of debugging, i.e., fault localization and correction, but still requires test cases for finding inconsistencies between the behavior coded in a knowledge base and the expected behavior, which originates from knowledge engineers or customers of the configuration system.

Tiihonen and colleagues [20] described a rule-based configurator and also introduced a more or less model-independent testing method. In their approach the configurator is tested using randomly generated requirements given to the configurator. Besides discussing the underlying methodology Tiihonen et al. also presents empirical results gained from 4 different configuration models. In contrast to Tiihonen and colleagues the testing approach proposed in this paper is not a random testing approach. Moreover, our focus is more on testing the configuration knowledge-base and not the whole configurator. Although, the obtained tests can be used later for testing concrete implementations.

In our paper, we rely on previous research in the domain of testing knowledge-based systems, but focus on the specific case of knowledge-based systems for configuration. We distinguish different cases for testing and suggest to use a specific testing methodology, i.e., combinatorial testing, which seems to suit configuration very well.

3 THE CONFIGURATION PROBLEM

For illustration purposes, let us consider the following simplified example from the domain of vehicle configurations. In Figure 1, we illustrate an example comprising an electric vehicle that contains an electric motor, electric consumers like an air-condition, and a battery that delivers the required electricity. Battery size and other factors, like the driving mode, substantially influence the range of the vehicle.

The configuration knowledge base for our example comprises four components, i.e., an air-condition, a motor, the driving mode, and the battery - each of them offering some options, which then vary from configuration to configuration. Let us now assume that there are two engine types (standard and powerful), three types of air-condition (none, manual, and electronic), two driving modes (leisure and race), and three different batteries (type1, type2, type3), each providing a different electric capacity. Clearly, the configured vehicle’s range depends heavily on the battery and actual power consumption. That is, for instance, if there is too much power consumption, some particular range can never be achieved. The range, however, reflects an important part of a customer’s needs. While customer A is satisfied when she can drive the car for one day in a city for no more than 100 km, customer B expects his car being able to cover more than 200 km before it has to be recharged. Other customer requirements might concern air-conditioning, or the availability of a particular driving mode.

In the following, we discuss the formalization of our e-vehicle configuration example, but let us introduce the definition of a configuration problem first.

Definition 1 (Configuration problem) A configuration problem is a tuple \((SD \cup REQ, PARTS, MODES)\) where \(SD\) is the system description, \(REQ\) are the requirements, and \(PARTS\) are the configurable parts that are allowed to be set to particular modes from \(MODES\).

We assume that \(SD\) and \(REQ\) are first order logic formulae. Other formalisms might also be used requiring the existence of consistency.
The standard engine provides slow acceleration
value, mode for our running example. In the system description, we make use
Air-condition: If there is no air-condition, then there is no power
tances up to 250 km, and over, a user might specify the maximum distance before recharging,
ments. Regarding the latter, we assume that we want to distinguish
PARTS , i.e., PARTS = { emot, ac, dm, bat }.
What is missing, is the configuration knowledge and the require-
Driving mode: The three battery types have varying capacities.

\[
\text{avpow}(\text{bat}, B) \land \text{cons}(\text{emot}, E) \land \text{cons}(\text{ac}, A) \land \\
\text{cons}(\text{dm}, D) \lor B > (E + A + D)
\]
Finally, we have to map power consumption and available power to the vehicle’s maximum distance (without recharging) class.

\[
\text{avpow}(\text{bat}, B) \land \text{cons}(\text{emot}, E) \land \text{cons}(\text{ac}, A) \land \\
\text{cons}(\text{dm}, D) \land B > (E + A + D) > 99 \rightarrow \text{city}
\]
\[
\text{avpow}(\text{bat}, B) \land \text{cons}(\text{emot}, E) \land \text{cons}(\text{ac}, A) \land \\
\text{cons}(\text{dm}, D) \land B - (E + A + D) > 200 \rightarrow \text{interurban}
\]
\[
\text{avpow}(\text{bat}, B) \land \text{cons}(\text{emot}, E) \land \text{cons}(\text{ac}, A) \land \\
\text{cons}(\text{dm}, D) \land B = (E + A + D) > 400 \rightarrow \text{max}
\]
It is worth noting that the above definition allows to derive different maximum distances at the same time. If the distance is larger than 400 city, interurban, and max become valid. This could be avoided via integrity constraints or chaining to constraints, in order to get non-overlapping definitions. However, this definition is intended such as to allow to specify a minimum capability.

Now let us define formally what we understand about a config-
configuration. Intuitively, a configuration has to do with a mode assign-
ment, which corresponds to choosing a certain part, e.g., setting the battery to type1 means that we want this battery in our configuration.

Definition 2 (Configuration)
Let (SD \cup \text{REQ}, \text{PARTS}, \text{MODES}) be a configuration problem. A config-
configuration is an assignment of a particular mode to each of the parts, i.e., a set \( C \) is a configuration, if and only if \( |C| = |\text{PARTS}| \) and
\[
\forall p \in \text{PARTS} : \exists \text{mode}(p, m) \in C \text{ where } m \in \text{MODES}.
\]
As this definition ignores \text{REQ} and \text{SD}, it induces the whole con-
figure space. Being interested only in valid configurations, i.e., those that do not contradict \text{REQ} and \text{SD}, we define them as follows:

Definition 3 (Valid configuration) Let \( C \) be a configuration for the config-
configuration problem (SD \cup \text{REQ}, \text{PARTS}, \text{MODES}). Configuration \( C \) is valid if and only if \( \text{SD} \cup \text{REQ} \cup C \) is satisfiable.

Clearly Definition 3 does not ensure that a valid configuration meets the requirements. Hence, we define a suitable configuration.

Definition 4 (Suitable configuration) Let \( C \) be a valid config-
configuration for the configuration problem (SD \cup \text{REQ}, \text{PARTS}, \text{MODES}), \( C \) is suitable iff the requirements \text{REQ} can be derived from the system description and the configuration, i.e., \( \text{SD} \cup C \models \text{REQ} \).

The user requirements have a direct impact on the space of suit-
able configurations. Clearly, \text{REQ} = \{ \text{city} \} has more suitable config-
definitions than the requirements \text{REQ} = \{ \text{city}, \text{cooling} \}. The given
definitions of configurations are close to those of reconfiguration and parameter configuration, e.g. from [19, 15]. However, to some extent, generative configuration, e.g., [19], can also be handled, when assuming a boundary for involved components and connections. Each potential component and connection has to be defined in the system description having two modes. One is for indicating the use of a component or connection in a configuration, and the other for stating that the component or connection is not used. In addition, some integrity constraints have to be specified, in order to ensure that in a
final configuration there is no connection without the corresponding components. Note that for larger systems and configurations such a bounded variant might lead to a description that cannot be used for computing configurations in reasonable time, which does not contradict the observation that the given definitions - in principle - allow for specifying different configuration problems.

Let us come back to our running example and the definition of suitable configurations. When stating \( \text{REQ} = \{ \text{city, cooling} \} \) we can obtain the suitable configuration

\[
\{ \text{mode(emot, standard), mode(ac, manual), mode(dm, leisure), mode(bat, type1)} \}
\]

but also

\[
\{ \text{mode(emot, powerful), mode(ac, electronic), mode(dm, leisure), mode(bat, type2)} \}
\]

among others. The configuration

\[
\{ \text{mode(emot, powerful), mode(ac, none), mode(dm, leisure), mode(bat, type1)} \}
\]

would be a valid one, but is not suitable as cooling is not established. For computing configurations meeting requirements, we refer the interested reader to [19] or [15].

What remains now, is the question whether the formalized configuration problem represents reality and results in the desired configurations. Hence, we need to test the configuration knowledge-base. To this end, in the next section we introduce a certain testing methodology suitable for this task.

## 4 COMBINATORIAL TESTING

Combinatorial testing is a method for the algorithmic computation of tests and in particular test input data for a system under test (SUT).

An answer to the question of how much test input data we should generate in order to reveal undetected faults is of great practical importance. As mentioned before, for \( n \) inputs with \( k \) possible values, an exhaustive approach would require us to test \( k^n \) combinations. When missing an important combination, so that a fault remains in the source code, the consequences might be catastrophic, especially for safety-critical systems. Recently, researchers suggested not to consider all input value combinations, but only certain ones focusing on an exhaustive “local” search (see e.g. [3, 23, 24]). The underlying idea is that while input combinations might be required in order to reveal a bug, in practice, we can restrict the size of considered combinations and consider multiple “local” combinations in a test case.

Combinatorial testing formalizes this idea of considering a certain combination of inputs - in our case parameter subsets of size \( \leq 2 \), e.g., 2 or 3, where all possible value combinations are tried. Regarding the considered combination of inputs we distinguish the strength of combinatorial testing, e.g., strength 2 or 3. Each strength \( t \) (where \( t \geq 2 \)) requires that each \( t \)-wise tuple of values of the different system parameters is covered at least once in the test suite, which reduces the necessary number of test cases substantially. Of course, the strength \( t \) could also be set to the maximum in order to do an exhaustive search. The natural question is then if this method is sufficient. In [12], for example, the authors report on an empirical study considering various programs from different domains and showed that it was enough to consider six-way interactions in order to detect all faults.

We now illustrate combinatorial testing in the context of our running example, where we restrict our focus purely on the testing methodology. Even more details are offered in the next section. For brevity let us consider the component modes as inputs:

<table>
<thead>
<tr>
<th>input</th>
<th>values</th>
</tr>
</thead>
<tbody>
<tr>
<td>emot</td>
<td>standard, powerful</td>
</tr>
<tr>
<td>ac</td>
<td>none, manual, electronic</td>
</tr>
<tr>
<td>dm</td>
<td>leisure, race</td>
</tr>
<tr>
<td>bat</td>
<td>type1, type2, type3</td>
</tr>
</tbody>
</table>

When searching for all two-way combinations, i.e., combinations of values for two particular inputs, we would obtain results similar or equivalent to the one depicted in Table 1. There for each combination of two inputs, all possible value combinations are given, which results in 9 test cases. For comparison reasons, we also depict the test cases for strength 3 in Table 2. It is worth noting that, when considering all combinations, we would finally obtain 36 test cases.

<table>
<thead>
<tr>
<th>emot</th>
<th>ac</th>
<th>dm</th>
<th>bat</th>
</tr>
</thead>
<tbody>
<tr>
<td>powerful</td>
<td>none</td>
<td>race</td>
<td>type1</td>
</tr>
<tr>
<td>standard</td>
<td>none</td>
<td>leisure</td>
<td>type2</td>
</tr>
<tr>
<td>powerful</td>
<td>none</td>
<td>leisure</td>
<td>type3</td>
</tr>
<tr>
<td>standard</td>
<td>manual</td>
<td>race</td>
<td>type1</td>
</tr>
<tr>
<td>powerful</td>
<td>manual</td>
<td>leisure</td>
<td>type2</td>
</tr>
<tr>
<td>standard</td>
<td>manual</td>
<td>race</td>
<td>type3</td>
</tr>
<tr>
<td>powerful</td>
<td>electronics</td>
<td>leisure</td>
<td>type1</td>
</tr>
<tr>
<td>standard</td>
<td>electronics</td>
<td>race</td>
<td>type2</td>
</tr>
<tr>
<td>powerful</td>
<td>electronics</td>
<td>race</td>
<td>type3</td>
</tr>
</tbody>
</table>

Table 1. All two-way interactions for the e-vehicle example

The significant advantage of combinatorial testing is that the number of test cases can be reduced while still considering combinations of input values. In order to implement combinatorial testing as a test case generation method, the following steps are required:

1. First, someone has to write a model of the input space, comprising the inputs and their value domains.
2. The combinatorial design procedure takes this input space and generates an array where each row is simple a test case describing the value for each input considering the given strength \( t \).
3. Every row is delivered back as a single test case describing potential input data (but not the expected output).

Another benefit of combinatorial testing is that Steps 2 and 3 can be automated completely. There are tools available for computing the test cases, e.g., the ACTS combinatorial test generation tool [16]. ACTS has been developed jointly by the US National Institute Standards and Technology (NIST) and the University of Texas at Arlington and currently has more than 1,400 individual and corporate users. A drawback of combinatorial testing is that only test input data is generated. Hence, the oracle problem, i.e., classifying the computed output as being correct or not, still remains for combinatorial testing. However, at least, combinatorial testing offers a structured and well defined method for test input data generation that can be effectively used in practice.

Regarding an algorithm for computing test cases using combinatorial testing, we refer the reader to the available literature. The underlying data structure for computing the test is the mixed-level covering array which can be defined as follows (see [4]).

**Definition 5** A mixed-level covering array which we will denote as \( \text{MCA}(t, k, (g_1, \ldots, g_k)) \) is an \( k \times N \) array in which the entries of
the $i$-th row arise from an alphabet of size $g_i$. Let $\{i_1, \ldots, i_k\} \subseteq \{1, \ldots, k\}$ and consider the subarray of size $t \times N$ by selecting rows of the MCA. There are $\prod_{i=1}^{k} g_i$ possible $t$-tuples that could appear as columns, and an MCA requires that each appears at least once. The parameter $t$ is also called the strength of the MCA.

The mixed level covering array defines all possible combinations of $t$ inputs having a finite value domain of $g_i$ for an input $i$. It is worth noting that in combinatorial testing we have to have finite domains (which is perfectly fine in case of configuration knowledge-bases). We might also remark that the technique for discretizing the parameter values is referred to as input parameter modeling in combinatorial testing [11]. After discussing combinatorial testing, we show how combinatorial testing can be effectively used for testing configuration knowledge-bases in the next section.

## 5 TESTING KNOWLEDGE-BASES

The obvious purpose of testing is to reveal a SUT's faults. To this end, the SUT is executed using certain input values, and the resulting behavior is logged. This behavior is compared with the expected one. In case of deviations, a fault is detected and we certainly get interested in the corresponding root causes. In his ACM Turing Lecture 1972, Edsger W. Dijkstra mentioned that "program testing can be a very effective way to show the presence of bugs, but is hopelessly inadequate for showing their absence". Hence, someone might be interested in efficiently detecting deviations, i.e., finding the right input that causes the misbehavior. Finding such an input might be like finding a needle in a haystack. Testing methods like combinatorial testing help in this respect.

For a more detailed view on testing, we recommend Myers book [14], where he - aside covering other issues - introduces 10 testing principles. In the 5th one, Myers mentions that "test cases must be written for input conditions that are invalid and unexpected as well as for those that are valid and expected". Hence, there is a requirement not only to test for expected results, but also to execute a SUT using input values for which the SUT was not designed. In case of a configuration knowledge base, this means that we have to use also queries where we expect no solution due to inconsistencies arising during resolution.

Testing is based on test cases. We formalize test cases in a simplified form appropriate for our purposes.

**Definition 6 (Test case)** A test case for a SUT is a tuple $(\text{IN}, \text{OUT})$ where $\text{IN}$ is a formalization of the input values, and $\text{OUT}$ defines the expected output when executing the SUT using $\text{IN}$.

We say that a test case $(\text{IN}, \text{OUT})$ is a passing test case for a SUT if the execution of SUT using $\text{IN}$ returns an output that is not in contradiction with $\text{OUT}$. Otherwise, we say that the test case is a failing test case. A test suite is a set of test cases. In order to test a SUT, we are interested in having a test suite that comprises at least one failing test case. If there is no such test case, we assume the SUT to be correct with respect to the test suite.

After discussing some basic testing principles, the question remains of how to actually test configuration knowledge-bases. According to Definition 1, the formalized knowledge covers the system description $\text{SD}$ and the requirements $\text{REQ}$. What we actually want to ensure is that when querying the knowledge-base using a certain request, we obtain the expected result. Hence, for testing purposes, we are interested mainly in testing $\text{SD}$ and not $\text{REQ}$.

There are some additional aspects when discussing testing configuration knowledge-bases. For testing ordinary programs, the role of input and output variables is well known. For configuration problems, someone might, however, also consider $\text{REQ}$ as input and the set of suitable configurations $\text{SCONF}$ as output. It might also be desirable to ask for the requests to be obtained when assuming a certain configuration. In terms of configurations, most likely there are some valid configurations that are not suitable. Others are not even valid. According to Myers 5th testing principle, however, we also have to check the invalid and unexpected cases.

We now formalize these two testing problems. Let us assume a system description $\text{SD}$ that describes configuration knowledge regarding $\text{PARTS}$ and $\text{MODES}$. The first testing problem is for checking whether the derived suitable configurations are the correct ones.

**Definition 7 (Testing configuration)** The testing configuration problem concerns testing the knowledge-base in its capabilities for deriving the expected configurations, and can be characterized as follows:

**Input:** $\text{SD}$, $\text{PARTS}$, and $\text{MODES}$

**Objective:** Finding test cases of the form $(\text{REQ}, \text{SCONF})$, where $\text{REQ}$ are requirements, and $\text{SCONF}$ is a set of expected configurations for the configuration problem $(\text{SD}, \text{REQ}, \text{PARTS}, \text{MODES})$. Note that $\text{SCONF}$ might be empty in case of inconsistencies. Otherwise, $\text{SCONF}$ is expected to comprise suitable configurations only.

The second testing problem is related to checking whether given configurations lead to the derivation of the correct requirements, if there are any.

**Definition 8 (Testing requirement derivation)** The testing requirement derivation problem captures the case where we are interested in testing the capabilities of the knowledge base to derive requirements from conflicts. It can be characterized as follows:

**Input:** $\text{SD}$, $\text{PARTS}$, and $\text{MODES}$

**Objective:** Finding test cases, of the form $(C, R)$, where $C$ is a configuration and $R$ is the expected result. Obviously, $R$ might be $\bot$ (in case the configuration itself lead to an inconsistency, i.e., $\text{SD} \cup \downarrow C \models \bot$). $R$ might comprises all requests for which $C$ is a suitable configuration, or might be empty if there are no requests for which $C$ is suitable.

Table 2. All three-way interactions for the e-vehicle example

<table>
<thead>
<tr>
<th>emot</th>
<th>ac</th>
<th>din</th>
<th>bat</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>standard</td>
<td>none</td>
<td>leisure</td>
</tr>
<tr>
<td>2</td>
<td>powerful</td>
<td>none</td>
<td>race</td>
</tr>
<tr>
<td>3</td>
<td>standard</td>
<td>none</td>
<td>race</td>
</tr>
<tr>
<td>4</td>
<td>powerful</td>
<td>none</td>
<td>leisure</td>
</tr>
<tr>
<td>5</td>
<td>standard</td>
<td>none</td>
<td>leisure</td>
</tr>
<tr>
<td>6</td>
<td>powerful</td>
<td>none</td>
<td>leisure</td>
</tr>
<tr>
<td>7</td>
<td>standard</td>
<td>manual</td>
<td>race</td>
</tr>
<tr>
<td>8</td>
<td>powerful</td>
<td>manual</td>
<td>leisure</td>
</tr>
<tr>
<td>9</td>
<td>standard</td>
<td>manual</td>
<td>leisure</td>
</tr>
<tr>
<td>10</td>
<td>powerful</td>
<td>manual</td>
<td>leisure</td>
</tr>
<tr>
<td>11</td>
<td>standard</td>
<td>manual</td>
<td>race</td>
</tr>
<tr>
<td>12</td>
<td>powerful</td>
<td>manual</td>
<td>leisure</td>
</tr>
<tr>
<td>13</td>
<td>standard</td>
<td>electronics</td>
<td>leisure</td>
</tr>
<tr>
<td>14</td>
<td>powerful</td>
<td>electronics</td>
<td>race</td>
</tr>
<tr>
<td>15</td>
<td>standard</td>
<td>electronics</td>
<td>race</td>
</tr>
<tr>
<td>16</td>
<td>powerful</td>
<td>electronics</td>
<td>race</td>
</tr>
<tr>
<td>17</td>
<td>standard</td>
<td>electronics</td>
<td>leisure</td>
</tr>
<tr>
<td>18</td>
<td>powerful</td>
<td>electronics</td>
<td>race</td>
</tr>
</tbody>
</table>
In order to solve both configuration specific testing problems, we need a method for computing input values, i.e., requirements respectively configurations, and the resulting values. For the first part, we can easily make use of combinatorial testing with the advantage of a reduced number of test cases to be computed while retaining the capabilities for revealing a faulty behavior. Computing the expected outcome in an automated fashion, however, is not directly possible, because of a missing specification. Hence, we have to rely on the knowledge engineer to provide this information. In the testing community, this problem is referred to as the oracle problem. There are some related methods like model-based testing (e.g., see [22, 21]) or metamorphic testing (e.g., see [1, 2]). The latter uses symmetries in the functions or systems to be tested in order to gain information about the correct behavior. For example, when testing the sinus function implementation, we can make use of the property \( \sin(x) = \sin(2\pi + x) \). If available, such techniques can also be used for testing configuration knowledge-bases. However, in the following we discuss the overall testing process ignoring metamorphic testing.

Algorithm 1 TEST_CONF \((SD, PARTS, MODES, CM)\)

**Input:** A system description \(SD\), its component set \(PARTS\), their modes \(MODES\), and a combinatorial testing model \(CM\) for requirements.

**Output:** A test suite \(TS\) where also the result of the test is stored for each test case

```plaintext
1: \( TS := \emptyset \)
2: \( t := 2 \)
3: \( \text{flag} := \text{FALSE} \)
4: repeat
5: Call the combinatorial testing algorithm using \(CM\) and \(t\) and store the result in \(T\).
6: for all \(t \in T\) do
7: Convert \(t\) to its corresponding requirements representation \(R\).
8: Call the configuration engine on \((SD \cup R, PARTS, MODES)\) and store the result in \(SCONF\).
9: Present \(R\) and \(SCONF\) to the user for obtaining a classification \(UC \in \{\text{PASS}, \text{FAIL}, ?\}\).
10: if \(UC = \text{FAIL}\) then
11: Ask the user for \(SCONF\)
12: \(\text{flag} := \text{TRUE}\)
13: end if
14: \(TS := TS \cup \{(R, SCONF, UC)\}\)
15: end for
16: \(t := t + 1\)
17: until \(\text{flag or no more } t\text{-way combinations are possible}\)
18: return \(TS\)
```

In the proposed testing methodology for configuration knowledge-bases, we make use of combinatorial testing for generating the inputs for both problems, the testing configuration as well as the testing requirement derivation problem. We use these inputs, and a configuration engine (respectively a theorem prover) for generating the current output. The input and the corresponding output is given to the user (e.g., the knowledge engineer) for classifying the result as \text{FAIL} or \text{PASS}. Note that we also have to consider that the user has no clear understanding of the expected outcome. In this case, the classification inconclusive (i.e., \(?\)) can be used. This test input generation and classification process that keeps the user in the loop, is started considering 2-way combinations. If no \text{FAIL} is obtained, the process can be continued for 3-way combinations or even stronger ones, of course re-using previously obtained classifications. The process can definitely stop when strength \(t\) in combinatorial testing (for obtaining \(t\)-way combinations) reaches the number of variables used. Experimental surveys suggest that it seems enough to consider 6-way combinations (see [12]).

Algorithm 1 summarizes the steps necessary for computing a test suite in order to solve the testing configuration problem. The algorithm for solving testing requirement derivation problem is very similar. Algorithm 2 shows the necessary steps. The only differences are in the for-loop of the algorithm, where we have to take care of the different situations. Both algorithms terminate assuming a finite set of requirements and configurations. When ignoring the time required for theorem prover, computing a configuration, and user interaction, the time required for executions is mainly bound by the time required for combinatorial testing.

Algorithm 2 TEST_REQ \((SD, PARTS, MODES, CM)\)

**Input:** A system description \(SD\), its component set \(PARTS\), their modes \(MODES\), and a combinatorial testing model \(CM\) for configurations.

**Output:** A test suite \(TS\) where also the result of the test is stored for each test case

```plaintext
1: \( TS := \emptyset \)
2: \( t := 2 \)
3: \( \text{flag} := \text{FALSE} \)
4: repeat
5: Call the combinatorial testing algorithm using \(CM\) and \(t\) and store the result in \(T\).
6: for all \(t \in T\) do
7: Convert \(t\) to its corresponding configuration representation \(C\).
8: if \(SD \cup C \models \bot\) then
9: \(R := \bot\).
10: else
11: Call the the theorem prover with input \(SD \cup C\) and store the derivable requirements in \(R\).
12: end if
13: Present \(C\) and \(R\) to the user for obtaining a classification \(UC \in \{\text{PASS}, \text{FAIL}, ?\}\).
14: if \(UC = \text{FAIL}\) then
15: Ask the user for \(R\)
16: \(\text{flag} := \text{TRUE}\)
17: end if
18: \(TS := TS \cup \{(C, R, UC)\}\)
19: end for
20: \(t := t + 1\)
21: until \(\text{flag or no more } t\text{-way combinations are possible}\)
22: return \(TS\)
```

Finally, it is worth discussing the computation of combinatorial tests in Algorithm 1 and Algorithm 2. For Algorithm 2, we already computed the test cases in the previous section. See, for example, Table 1 for all two-way combinations. There, test case 4 would lead to an inconsistency when calling the theorem prover, because the \text{standard} motor would lead to \text{slowacc} which contradicts the rules \(\neg (\text{mode}(dm, race) \land \neg \text{fastacc})\) in combination with \(\neg (\text{slowacc} \land \text{fastacc})\). Hence, we would be able to detect the case
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where a knowledge-base is missing some of the mentioned rules.

For obtaining the combinatorial tests for Algorithm 1, the situation is a little different (but not much). There, we are interested in requirement combinations. As discussed before, there might be cases where we do not want to specify all requirements. Hence, we have to find a model for the combinatorial testing algorithm where we are able to take not care on a certain requirement. For our e-vehicle example, we have three different requirement categories: cooling, driving distance, and acceleration, each of them with the following possible values:

<table>
<thead>
<tr>
<th></th>
<th>values</th>
</tr>
</thead>
<tbody>
<tr>
<td>cooling</td>
<td>true, false, false,</td>
</tr>
<tr>
<td>driving distance</td>
<td>city, interurban, max,</td>
</tr>
<tr>
<td>acceleration</td>
<td>slowacc, fastacc, false</td>
</tr>
</tbody>
</table>

Note that the value _false_ is used to indicate that this requirement is currently not active. When using this model as input to the ACTS tool, we are able to obtain 12 combinatorial tests of strength 2 depicted in Table 3. Each row comprises requirements for our configuration model. Some of the requirements may lead to suitable configurations, some may not. This clarification has to be considered when considering the test cases in Algorithm 1.

**Table 3.** All two-way interactions for the requirements of the e-vehicle

<table>
<thead>
<tr>
<th></th>
<th>driving distance</th>
<th>acceleration</th>
<th>cooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>city</td>
<td>slowacc</td>
<td>false</td>
</tr>
<tr>
<td>2</td>
<td>city</td>
<td>fastacc</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>city</td>
<td>-</td>
<td>true</td>
</tr>
<tr>
<td>4</td>
<td>interurban</td>
<td>slowacc</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>interurban</td>
<td>fastacc</td>
<td>true</td>
</tr>
<tr>
<td>6</td>
<td>interurban</td>
<td>-</td>
<td>false</td>
</tr>
<tr>
<td>7</td>
<td>max</td>
<td>slowacc</td>
<td>true</td>
</tr>
<tr>
<td>8</td>
<td>max</td>
<td>fastacc</td>
<td>false</td>
</tr>
<tr>
<td>9</td>
<td>max</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>-</td>
<td>slowacc</td>
<td>true</td>
</tr>
<tr>
<td>11</td>
<td>-</td>
<td>fastacc</td>
<td>false</td>
</tr>
<tr>
<td>12</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

From the results obtained using our running example we are able to conclude that combinatorial testing – in principle – can be used to solve the two testing problems, which correspond to configuration knowledge-bases. These two problems correspond to the two different questions someone would ask during and after the development of configuration knowledge-bases. The first question, deals with the challenge of ensuring whether a knowledge-base is able to derive expected configurations. The second question is related to the evaluation whether a knowledge-base allows for deriving configurations that fulfill the given requirements. Both questions have to be addressed within the development of configurators and their knowledge-bases in order to gain trust in their correctness.

### 6 CONCLUSION

In this paper, we raised the question of how to test configuration knowledge-bases. We focused on model-based configuration and defined two testing problems. One for checking whether obtained configurations are in line with the requirements, and the other for testing whether the correct set of configurations is returned for given requirements. The proposed testing method relies on combinatorial testing for computing input data needed. We argued that combinatorial testing is very well suited for configuration testing, because of ensuring a good fault detection capability while still reducing the number of input combinations to consider. In practice, limited combinations, i.e., five- to six-way combinations have turned out to be sufficient for revealing faults that have not been found before. The question whether, e.g., six-way combinations are enough for configuration knowledge-base testing, will have to be addressed by future research and corresponding experiments.

In future research also the proposed approach has to be empirically evaluated. For such an evaluation, large configuration knowledge-bases should be used. Moreover, by introducing faults in the knowledge-bases someone would be able to check, whether the proposed approach is capable of detecting faults. Ideally, the fault detection capabilities should be compared with other approaches, e.g., random testing. Another interesting question is due to the testing capabilities of existing knowledge-based configuration tools. Do they support testing? Which testing strategies do they suggest? These two questions among others can be answered, when carrying out a case study with the objective of evaluating existing configuration solutions. It is worth noting that we focussed more on the principles of testing configuration knowledge-bases in this paper and provided a solution. We leave a detailed empirical analysis of the proposed approach for future research.
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Calpinator: A Configuration Tool for Building Facades

Andrés F. Barco and Elise Vareilles and Michel Aldanondo and Paul Gaborit

Abstract. Reducing energy consumption of residential and commercial buildings is a major challenge nowadays. One of the strategies to achieve a significant reduction lies on building renovation. On this regard, a project targeting the industrialization of high performance thermal renovation for apartment buildings is been executed. The renovation is based on an external envelope composed by rectangular wood-made panels that cover the whole building. Two concurrent configuration tasks within the project have been identified: The configuration of each one of the panels w.r.t. to the facade and the configuration of the entire facade using a set of these panels. We focus our efforts on the development of a decision support system for the configuration of panels and facades. In this paper we introduce Calpinator, a Java-based configuration tool which is the heart of the decision support system for the project. The tool uses the notion of Constraint Satisfaction Problems as underlying model and implements a smart greedy-recursive algorithm to find a feasible configuration. In this communication we present the tool’s design, its features and its implemented algorithm. We use a real-world scenario to illustrate the kind of facades the system can deal with.

1 INTRODUCTION

Energy consumption of residential and commercial buildings is constantly growing and currently it exceeds industry and transport sectors. It represents more than a third of the energy consumption in developed countries: 44% in France\(^1\), 37% in Europe [19], 36% in North America [7] and 31% in Japan [5]. The increase in population, the enthusiasm for new technologies and the improvement of living comfort combined with the domestic habits creates an energy demand of buildings that will continue to increase in the coming years. Therefore, reducing energy consumption of buildings is now a priority in national and international levels.

According to Falcon et al. [8] one of the strategies to achieve a significant reduction lies on thermal building renovation. However, old methods involving by hand configuration, human scheduling and craft assembly, are expensive both in time and costs (bill of materials). It is therefore essential to assist this massive renovation of buildings with decision support systems [13].

Our work is part of project called CRIBA (for its acronym in French of Construction and Renovation in Industrialized Wood Steel) [8]. This project focuses on the industrialization of energetic renovation for residential buildings. The challenge, very ambitious, is to have a building energetic performance under 25kW\(\text{h}/m^2/\text{year}\) after the renovation. To do this, the building is completely covered with a new envelope composed of rectangular panels that are prefabricated in factories. The core of our work lies on the two concurrent configuration tasks that have been identified: To configure each one of the panels w.r.t. to the facade and to configure the entire facade using a set of these panels [23, 24]. We focus our efforts on the development of a decision support system for the configuration of panels and facades.

In this paper we introduce Calpinator, a Java-based configuration tool which is the heart of the decision support system for the CRIBA project. The tool uses the notion of Constraint Satisfaction Problems as underlying model and implements a smart greedy-recursive algorithm to find one feasible configuration of panels and facades. In this communication we present the tool’s design, its features and briefly describe the implemented algorithm. It is worth noting that the algorithm, whose details can be found in [2], is not part of the contribution of the present work. Instead, we focus our efforts on the implementation of the algorithm.

1.1 Related work

Layout synthesis, also known as space planning, techniques have been used within different contexts and scenarios. For instance, finding solutions for room configurations [25], apartment layouts [15] and activities within a business office [12]. Also, some tools have been implemented using different approaches, here we name a few of them. For example, in [22] Shikder et al. present a prototype for the interactive layout synthesis of apartment buildings including design information and an iterative design process. In [4] is introduced WRIGHT, a constraint-based layout generation system that exploits disjunctions of constraints to manage the possibilities on positioning two-dimensional objects in a two-dimensional space. Another system, LOOS [9], is able to configure spaces using rectangles that can not be overlaped but that may have holes. It uses test rules applied by steps to the rectangles in order to reach a good configuration based on its orientation and relation with other rectangles. The same authors have developed SEED [11]: A system based on LOOS used for early stages on architectural design. A comparison between WRIGHT and LOOS can be found in [10]. The system HeGel [1] (for Heuristic Generation of Layouts) is yet another space planning tool that simulates human design based on experimental cases. Finally, Medjdoub et al. presents in [17] the system ARCHIPLAN which integrates geometrical and topological constraints to apartment layout planning.

2 PROBLEM CONTEXT

In order to achieve the CRIBA project goals and ensure the sealing of the building, each facade of the renovated building must be
completely covered by rectangular configurable panels, i.e., it is necessary a configuration of panels to cover the facade. Configuration is the task of designing a given product (here facades) from predefined generic components (here panels) [14, 21]. Components, which are described in terms of its functions, characteristic and prices, are usually arranged in a catalog. Customized solutions, are built from the combination of this catalog components and users requirements and preferences.

In our context, a configuration solution for a facade layout is therefore finding a spatial positioning of panels that covers the whole facade front, without overlapping nor holes. Keep in mind that, whereas components (i.e., panels) in our catalog have well-defined geometric shapes, dimensions and relations, their number is not known in advance.

2.1 Layout elements

The following elements are part of the renovation. We include the description of facades because its composing elements are important in the accurate configuration of panels.

- Facades: A facade is represented by a 2D coordinate plane, with origin of coordinates (0,0) as the bottom-left corner of the facade, containing rectangular zones defining:
  - Perimeter of facade to renovate with its dimensions (height and width).
  - Frames (windows and doors) with their dimensions (height and width) positioned in the reference plane.
  - Supporting areas (place to fix panels), with their permissible load, positioned in the reference plane.
  - Zones labeled as “out of configuration” which are areas that cannot be covered by configured panels and therefore require specific panels design.

- Rectangular panels (shown in Figure 1): Panels are rectangular, of varying dimensions (from 1 to 45.5m$^2$) and may include different equipment (joinery, solar modules, etc.). These panels are designed one at a time, when the definition of the layout configuration has been done, and manufactured in the factory prior to shipment and installation on the building site.

2.2 Configuration process

The renovation process follows a series of steps going form the building site through the elaboration of panels and ending in its assembly [23]. At each level, a series of descriptive questions are asked to the user. Each answer has a potential impact on the permissible dimensions of panels. For example, the inaccessibility of a given facade may limit the dimensions of panels and therefore the surface covered by each one of them.

Once the descriptions of the site, building and facade are completed, the layout configuration of each facade can begin. Facades must wear a set of panels that must be the greatest as possible while respecting the architectural constraints, supporting areas, manufacturing and accessibility limitations. A rectangular panel is well configured if it meets the following conditions:

C1 It should cover the greatest possible area given the accessibility and the geometric position of frames.
C2 It can be installed in facade and supported by one or more supporting areas.
C3 It does not overlap with any other panel.
C4 It does not block the definition and configuration of the rest of the facade.

2.3 Configuration example

Consider the facade to renovate in literal (a) of Figure 2. The horizontal and vertical lines represent the places in which we are allowed to attach panels, i.e., the supporting areas. They correspond to various possible locations for the fasteners supporting the weight of panels. In this article, we assume that these places are capable of supporting a large enough weight to not constrain the surface of the panels.

---

**Figure 1.** Prefabricated rectangular panels

**Figure 2.** Well and ill-configured facades
Fasteners consist of two parts: One fixed directly onto the facade (wall bracket) and one installed on the panel at the factory. On the facades, the fasteners are positioned in the center of the supporting areas. At the level of the panels, brackets are fixed to the lower edge of the panels at equidistant (from 0.9 to 4 meters) from each other. These minimum and maximum distances allow to better distribute the weight of supported panels. A wall bracket can support a single panel (if it is on the perimeter of the panel) or two panels (if it is at the junction between two consecutive panels).

Small rectangles present on the facade to renovate in Figure 2 literal (a), correspond to the locations of frames (doors and windows). Two areas of the facade are considered “out of configuration”: The gable and the bottom part before the first horizontal supporting area. Two specific panels will be designed, one triangular for the gable and a square one for the specific building foot.

Figure 2 literal (b) presents a facade with three ill-configured panels: Due to the impossibility to place another panel north to the already placed panel P1, because there are no supporting areas at the corners of panel P2 and because panel P3 partially overlaps a frame. None of these configurations are valid. Facades in literals (c), (d) and (e) of Figure 2 present layout configurations where all panels meet the four conditions. From these, the facade (e) is preferred over the other two because it uses less panels.

3 UNDERLYING MODEL

Following the CSP model, we have identified 6 constraint variables, presented in Table 1, that allow us to represent the core of the layout configuration for a given facade: The spatial positioning of panels. Recall that a CSP problem is described in terms of a tuple \((V, D, C)\), where \(V\) is a set of variables, \(D\) is a collection of potential values associated for each variable, also known as domains, and \(C\) is a set of relations over those variables, referred to as constraints [18].

Table 1. 6 variables used in the Calpinator implementation.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>((p_{0x}, p_{0y}))</td>
<td>Origin (bottom-left)</td>
<td>(x_0 \in [0, w_{fac}]), (y_0 \in [0, h_{fac}])</td>
</tr>
<tr>
<td>((p_{1x}, p_{1y}))</td>
<td>End (top-right)</td>
<td>(x_1 \in [0, w_{fac}]), (y_1 \in [0, h_{fac}])</td>
</tr>
<tr>
<td>(w_p)</td>
<td>Width of panel (p)</td>
<td>([0.9, 13.5])</td>
</tr>
<tr>
<td>(h_p)</td>
<td>Height of panel (p)</td>
<td>([0.9, 13.5])</td>
</tr>
</tbody>
</table>

The algorithm implemented in the tool uses the following parameters to set domains and to link variables: Width of facade \((w_{fac})\), height of facade \((h_{fac})\), environmental property \((r_{fac})\), for each frame \(f\) its origin point \((f_{0x}, f_{0y})\) and its end point \((f_{1x}, f_{1y})\), and, a collection of horizontal and vertical supporting areas each one of them with its origin point \((sa_{0x}, sa_{0y})\) and its dimensions \((sa_{0x}, sa_{0y})\).

In what follows we briefly describe five of the six constraints that are part of the model and that are constraints in the Calpinator tool, more details about the model can be found in [2]. The sixth constraint, dealing with weight restrictions, is not presented because it is not yet included in the implementation.

Environmental The width \(w_p\) and height \(h_p\) of panels may be constrained because accessibility difficulties to the facade (e.g. trees, water sources, high voltage lines, etc.), transportation issues (e.g. only small trucks available) or even climatological aspects (e.g. wind speed more than a given threshold).

Dimension Considering the panels suppliers and panel fabrication specifications, the width \(w_p\) and height \(h_p\) of each panel is in the range \([0.9, 13.5]\). However, this is actually a combination of values. In other words, it is possible to configure a panel with dimensions \(0.9 \times 13.5\), \(3 \times 8.4\) or \(13.5 \times 0.9\), but it is not possible to configure one with dimensions \(13.5 \times 13.5\), this is due to fabrication and transportation constraints.

Area A correct facade configuration is one in which the whole facade area is covered by prefabricated panels. Thus, a constraint forcing the sum of panel areas \((w_p \times h_p)\) to be equal to the facade area \((w_{fac} \times h_{fac})\) is needed.

Non-Overlap In addition, we must ensure that the panels do not overlap so we can have a valid configuration. Thus, for each pair of panels \(p\) and \(q\) we apply the non-overlap constraint (also known as ndiff in different CSP tools).

Panel vs. Frames We adjust the width or height of a given panel if there exists a frame near to it. Either the panel overlaps the frame or the panel is right, left, up or down of the frame. In any case, due to the internal structure of the panel, borders of frames and borders of panels must be separated by a minimum distance given as input.

4 CALPINATOR: A FACADE CONFIGURATOR

Using the aforementioned model, we have developed two algorithms for solving the problem of facades configuration. The first algorithm is an attempt to find one layout configuration in a greedy fashion (more information can be found in [2]). The second algorithm uses global constraints and a constraint engine to find all possible panel configurations for covering the facades (more information can be found in [3]). In the current state of development of our tool, however, only the greedy-recursive algorithm has been implemented (Section 4.2). The constraint-based solution is planned for forthcoming releases of the tool and will, probably, use the constraint solver Choco [20] version 3 as underlying engine.

The result of our work is a Java-based tool that we call Calpinator. It allows the user to input a building specification with an undefined number of facades and throws a solution for each of the facades if there is any. An intuitive view of the process is available by means of a friendly graphical user interface. In this section we present the internal design of Calpinator, its implemented algorithm, the input and output formats, and the current options for customization.

It is worth mentioning that currently the user is suppose to be an architect, the building owner or a third-party contractor that is in charge of mapping the building data into the appropriated input format. Nevertheless, the goal, in a different stage of the project, is to automate the renovation process in every possible way. Thus, one of the partners in the CRIBA project is working on the automatic generation of the input for the configurator. In essence, they will use drones with pattern and image recognition to obtain most of the facade related information.

4.1 Design

Calpinator has a very basic and modular design. The main characteristic of Calpinator is the implementation of a greedy algorithm for

\(^3\) The name Calpinator is the combination of the French word calpinage, which means layout, and the word configurator.https://bitbucket.org/anfelbar/calpinegateprototype/wiki/Home

\(^4\) Some aspects can not be managed by drones. This is the case of the supporting areas maximum load, which is data that is recorded by the building constructors.
Let us explain further the execution and interaction between objects in the figure. Initially, the user inputs its building profile specification as a JSON file (Step 1). As expected, if the input file is not well formed, an exception is thrown (Step 2a). Alternatively, the system creates a data base (Step 2b) that stores all objects of the building, i.e., facades, frames, etc. Once the parsing is done, it informs the control it can enable the solving process (Step 3). The first task of the Control (Step 4) is to send the Painter object to draw the facades and its elements. Afterwards, (Step 5) the user may customize the solving process as explained in Section 4.4. If no user-parameters are given, Calpinator uses the default options (see Section 4.4). Next, when the user asks for the solution (Step 6), the Control calls the Solver (Step 7) which executes the greedy-recursive algorithm presented in Section 4.2. If a solution is found, the Control tells the Painter (Step 8), by user’s demand, to draw one panel of the solution at a time. Finally, the user may save the solution to another JSON file (Steps 9-10).

Take into account that each time the user opens a new building profile, the data base with the profile objects is re-instantiated. This is done in order to avoid conflicts between elements of different building profiles.

### 4.2 Algorithm internals

Using the elements description in Section 3, we have developed an algorithm that solves the layout configuration in a greedy fashion [2]. This means that the algorithm makes local decisions for positioning panels following a well-known approach in layout synthesis field called constructive [12, 16]. Such decision making process is opposite to previous works where a search space is explored using backtracking search (see [6, 25] for instance). The implemented algorithm exploits recursion, simulating backtracking, when positioning a panel is not possible due to constraint conflicts. In what follows, we present the algorithm which an adaptation of the original one presented by the authors in [2]. The difference between this algorithm and the original one resides in the non-implementation of the weight constraint (postponed for further releases of the tool).

Step 1-: It begins by retrieving an available origin point and finding an end point given the heuristic for panel orientation. At this point, consistent with dimensions upper bounds, the panel is as big as possible.

Step 2-: It proceeds by generating a new valid point by means of solving conflicts between panels and frames. If dimensions of the panel violate dimensions constraints then it fails at positioning the panel.

Step 3-: It checks whether it is possible to install it using an horizontal or vertical supporting areas.

Step 4-: To install the panel, either in an horizontal or a vertical supporting area, it checks if the corners of the panel match supporting areas. This ensures that the panel can be installed as well as panels above it and at its right.

Step 5-: In the case it is not possible given the absence of supporting areas, it reduces the dimensions of the panel until the corners are matched with supporting areas.

Step 6-: Finally, if the panel is well positioned, it proceeds by computing new origin points and adding the next panel recursively.

Step 7-: If the next panel can not be placed, dimensions for current panel are reduced and another check is run. Otherwise we have found a solution so add it to the solution list and return.

### 4.3 Profiles and solutions

In order to use Calpinator, the user must know how to input the information and how to retrieve solutions. In this section we present the formats used by the tool.

#### 4.3.1 Input

At the current state of development, Calpinator tool receives as input a building description that we call a profile. A building profile is, in essence, a table with alphanumeric values describing each of the facades in the building. In order to input this data into the tool, we have adopted a well-known format called JSON which is a composition of entries in the form key:value. This decision is attractive given that many formats (such as excel sheets and XML files) can be mapped to JSON files and vice versa. For instance, a simple excel sheet can be easily mapped into a JSON file using the open source program Mr. Data Converter5. Support for other formats, such as excel sheets and XML files, will be provided in forthcoming versions of the tool.

In order to avoid ambiguity, Calpinator is able to read only a particular set of values stored in a JSON file. The JSON input file for Calpinator is described in what follows.

- **type**: This key represents the type of element described by the entry. Allowed values are: ‘facade’ which informs that there is a new facade in the building; ‘floor end’ which is an horizontal supporting area; ‘cross wall’ which is a vertical supporting area; ‘crossing’ which describes the place in which an horizontal and vertical supporting areas meet; ‘window’ a new window in the facade; ‘door’ a new door in the facade and: ‘out’ a zone out of configuration. There can be any number of elements in the building profile. Furthermore, elements do not follow any particular order inside the JSON file.

Each element is associated with an unique alphanumeric value that distinguishes the element from any other. It is worth mentioning that Calpinator makes a distinction of all elements in a building profile. To do so, it uses the element identifier and the reference the element belongs to. Simply stated, all elements in a given facade must have different identifiers. However, elements of different facades may have the same identifiers provided they have different references. A given element will be part of the facade referenced by the field ‘ref’ regardless the ‘id’ value of the element.

Given that most users are used to excel sheets, we present an input example using an excel table and show its corresponding JSON translation. Table 2 presents a building with one facade, one window, one door, one zone out of configuration and three different supporting areas. Table 3 shows the corresponding translation into JSON.

### Table 2. Building profile example using excel sheet.

<table>
<thead>
<tr>
<th>Type</th>
<th>id</th>
<th>ref</th>
<th>x</th>
<th>z</th>
<th>width</th>
<th>height</th>
</tr>
</thead>
<tbody>
<tr>
<td>facade</td>
<td>fac1</td>
<td></td>
<td>0</td>
<td>0</td>
<td>18.95</td>
<td>10.64</td>
</tr>
<tr>
<td>floor end</td>
<td>fac1</td>
<td>0.16</td>
<td>0</td>
<td>0</td>
<td>18.79</td>
<td>0.16</td>
</tr>
<tr>
<td>cross wall</td>
<td>fac1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.16</td>
<td>10.64</td>
</tr>
<tr>
<td>crossing</td>
<td>fac1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>window</td>
<td>fac1</td>
<td>0.92</td>
<td>0</td>
<td>0.16</td>
<td>1.14</td>
<td>1.3</td>
</tr>
<tr>
<td>door</td>
<td>fac1</td>
<td>9.69</td>
<td>0.16</td>
<td>0.8</td>
<td>0.8</td>
<td>2.25</td>
</tr>
<tr>
<td>out</td>
<td>fac1</td>
<td>5.88</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3. Building profile example using JSON format.

```json
{
  "type":"facade", 'id':fac1, 'ref':", 'x':0, 'z':0,
  "width":18.95, 'height':10.64,
  "type":"floor end", 'id':1, 'ref':fac1, 'x':0.16, 'z':0,
  "width":18.79, 'height':0.16,
  "type":"cross wall", 'id':1, 'ref':fac1, 'x':0, 'z':0,
  "width":10.16, 'height':10.64,
  "type":"crossing", 'id':1, 'ref':fac1, 'x':0, 'z':0,
  "width":9.15, 'height':10.16,
  "type":"window", 'id':1, 'ref':fac1, 'x':0.16, 'z':11.11,
  "width":11.4, 'height':11.3,
  "type":"door", 'id':1, 'ref':fac1, 'x':9.69, 'z':0.16,
  "width":0.8, 'height':2.25,
  "type":"out", 'id':1, 'ref':fac1, 'x':9.88, 'z':0,
  "width":2, 'height':2
}
```

Recall that this is the first version of the Calpinator tool and thus the input data is limited to that used by the greedy-recursive algorithm. In consequence, important data as the y-coordinate (for a 3D model), facade adjacency and facade inclination have been currently left out of the configurator’s input. Forthcoming developments will take into account these values but will have, necessarily, to be implemented with other versions or algorithms of that presented in Section 4.2.

### 4.3.2 Output

The output of a configuration is another JSON file containing the information of each one of the panels. Additionally, the output contains all information concerning frames inside panels. In short, each frame (e.g., window or door) covered by a panel has a relative position w.r.t. the origin of the panel. This is necessary for the fabrication of the panel, i.e., each panel must be fabricated with the corresponding holes for frames. Thus, for each panel or frame the output specify:

- **type**: Type of element (‘panel’ or ‘frame’),
- **id**: Panel or frame identifier,
- **ref**: Facade id or panel id that the element belongs to,
- **x**: Origin x-coordinate (relative to facade origin or the panel origin),
- **z**: Origin z-coordinate (relative to facade origin or the panel origin),
- **width**: Width of the element,
- **height**: Height of the element.

### 4.3.3 Facades with no solution

Calpinator tool allows for any kind of facade to be used as input. Nonetheless, it is not the case that any facade has a valid configuration given the constraints in our model or given the user preferences. For instance, literal (a) in Figure 4 does not have supporting areas in necessary places (no supporting areas at meter 15). Or perhaps, a given facade has no possible configuration because there is not enough distance between frames and supporting areas which is the case of literal (b) in Figure 4. Lastly, a facade may not be configured with Calpinator because an ill definition of zones out of configuration, as presented in literal (c) of Figure 4. No supporting areas at the top of the zone. As a workaround, the user should extend the zone out of configuration until the next horizontal supporting area. In the figure, the dotted square shows the result of extending the zone.

### 4.4 Parameterization

In its current state, our configurator is customizable in two ways. On the first hand, the user may choose an heuristic that defines a preference in the orientation of panels. On the other hand, the user may change the lower and/or upper bound for panel dimensions. As a consequence of such parameterization, the tool finds different solutions for the same facade. Nevertheless, as the implemented algorithm is deterministic, any given customization will result in the same configuration for a given input.

#### 4.4.1 Orientation heuristic

When we talk about orientation we refer to relation between width and height which have an impact on the internal structure of the panel. In essence, if the width of the panel is bigger than its height, we consider the panel as horizontally oriented. Conversely, if the
panel height is bigger than its width, we consider it as *vertically oriented*. The user, for instance, may prefer to use horizontal panels in its facade. Calpinator will try then to put each panel horizontally, i.e., \( w_p \in [0.9, 13.5] \) and \( h_p \in [0.9, 3.5] \). If a given panel can not be placed in the preferred orientation due to constraints conflicts, calpinator tries to place it using the other orientation. At the model level we consider the heuristic as a soft constraint, i.e., it can be violated without causing failure. This is why we do not include soft constraints in the core of our model.

### 4.4.2 Dimensions Range

Recall that given the environmental aspects of the facades, the dimensions for panels may be reduced to a given interval. In addition, the user may, optionally, further constrain the dimensions for all panels in the facade according to its preferences. This is done by changing the lower and upper bound of the panel dimensions. As expected, the tool will respect the consistency between environmental constraints and the user preference. For instance, if the environmental properties constrain the width of a panel to be in the interval \([0.9, 8]\) and the user preferred upper bound is 9.5, the tool will set the upper bound in 8. This is due to the monotonic properties of CSPs. For this customization the tool presents three options:

- **Manually**: The user may change either the lower bound, the upper bound or both values.
- **Random**: The system chooses a random value for the upper bound. This constraints only one dimension, the width for horizontal orientation and the height for vertical orientation. Note that the random strategy is applied for each panel in the facade. Thus, it is likely that most of the panels have different dimensions. This is interesting because, on the one hand, each time the user runs the algorithm it will find a different configuration of panels. On the other hand, it is more likely that the algorithm finds a valid configuration because it will try new values until exhaustion.
- **Square**: Try square panels only, i.e., constraints the upper both of vertical and horizontal orientation to be in the range of \([0.9, 3.5]\)

Keep in mind that a given facade may have no configuration solution given its properties. Thus, constraining dimensions may reduce the number of chances to find one feasible facade configuration.

### 5 USING CALPINATOR

In this section we present some examples with different panel orientations in real-world scenarios. As Calpinator is implemented in Java, the user needs to count with an updated version of the Java Virtual Machine. In addition, several dependencies are necessary in order to run the application. The libraries\(^6\) used by the tool are *Oracle Commons* libraries (beansutils, collections, io, lang and logging) and *Maven* libraries (ezmorph and json-lib).

After launching the application, the user opens a JSON file specifying a building profile with any number of facades and elements (see Section 4.3.1). Then, all facades inside the building profiles are shown in the application, each facade in one tab. For instance, a building with two facades will be visualized as presented in the Initial State of Figure 5.

\(^6\) For simplicity, these libraries are included in the distribution of Calpinator. Recall that these libraries are free software but each may have its own License agreement. Calpinator is distributed under General Public License version 3 and can be found at [https://bitbucket.org/anfelbar/calpinageprototype/wiki/Home](https://bitbucket.org/anfelbar/calpinageprototype/wiki/Home)

Next, a customization may be done by changing the panels dimensions and choosing an heuristic as explained in Section 4.4. Afterwards, selecting the solve entry in the menu bar, the tool will try to find one feasible configuration for the facade in the current selected tab. For instance, Figure 5 presents a configuration solution for a facade with \(w_{facade} = 12.59\) meters and height equals 10.907. The customization for this facade is horizontal panels with maximum width of 13.5 meters for each panel. Each of the states in the figure presents different views reached by making left click on the canvas of Calpinator. Additionally, if the user wants to go back and see a partial configuration he may do so by using the right click on the canvas. Ultimately, the tool allows to save the configuration solutions by choosing save in the menu bar. Note that only those solved facades will be saved in the output. Given that this is work in progress and that the greedy algorithm is a deterministic one, the tool will only find one solution (if there exist) that satisfies the four conditions presented in Section 2.2. In consequence, the potentially many solutions for the facade layout are not found by Calpinator and thus no heuristic or criteria for choosing the best one is necessary. Ongoing investigation is looking into the possibility of finding different solutions by combining the greedy approach and search trees.

### 5.1 Examples

In this section we present some examples with different panel orientation and panel dimensions. The illustrated facades are part of the working site La Pince in the commune Saint Paul-lès-Dax in the department of Landes, France. Each of the columns of Figure 6 presents one facade of La Pince. The original facades, i.e., its frames, doors and supporting areas, are presented in literals (1a) and (2a).

**Literals (1b) and (1c) in Figure 6, for the facade on the left, show configurations thrown by Calpinator using horizontal panels, with 3 meters as width upper bound for literal (1b) and 9.5 meters for literal (1c). Next, in literal (1d) and (1e) we present the configurations of the same facade using vertical orientation, with 6 meters as height upper bound for literal (1d) and 13.5 meters for literal (1e).**

Conversely, the right column of Figure 6 presents some configuration configurations for the facade in literal (2a). The first two config-

---

**Figure 5.** View of the configuration evolution.
We presented in this paper a tool dedicated to the definition of layout configuration for building facades. The novelty of the tool lies on the implementation of a greedy-recursive algorithm that takes into account the many constraints inherited by facades in order to find a feasible configuration of panels. This work falls under the project CRIBA which aims to industrialize the renovation from the outside of buildings of residential housing in order to achieve an energy performance close to $25kWh/m^2/year$.

We have presented our first problem of layout configuration describing the specifics details related to the insulation of facades outside. In a second step, we have briefly described the knowledge model supporting this configuration problem based on constraints. The set of constraints was formalized by CSP in [2]. These formalize both manufacturing constraints and transportation, but also constraints relating to the geometry and structure of building and the internal structure of rectangular panels. The first version of the layout configuration tool incorporating all of these constraints is then presented and illustrated on an example from the pilot project site. The solutions proposed by our algorithm are all consistent with the constraints of the layout problem.

However, not the algorithm nor the tool take into account aesthetics preferences of users (e.g. architects’ preferences). To avoid the generation of non-compliant solutions, additional “business” knowledge should be added to the (constraint) knowledge model. They are mainly related to the building after aesthetic renovation, such as an alignment constraint of connection joints between panels.

### 6.1 Future work

We acknowledge that our work is still in its infancy. Different efforts in crucial aspects will improve results in the model, algorithms and the tool. On this regard, the following objectives are strategic directions within the project.

a. Implement the constraint-based algorithm introduced in [3] is a priority. The algorithm is conceived to throw all possible panel configurations for the facade. This goal includes finding a constraint solver with appropriated filtering and search capabilities.

b. Improve greedy-algorithm with pre-processing and post-processing capabilities. Intuitively, a human configuration takes advantages of the facade dimensions and positions of frames to find a solution. Thus, it is adequate to add new constraints consequence of previous structural analysis of the facade.

c. Add more variables, hence constraints, to the model and improve or create new algorithms. For instance, there exists a constraint for fasteners and panel’s edges distances which is important for the panel’s stability. Also, there are some constraints over inclination of the facade, or the building itself, and panels positions. These and other relations will increase both the detail and the complexity of the problem, but are mandatory steps for the industrialization of the renovation.

d. Implement in Calpinator tool the weight constraint. The weight constraint to be implemented involves a new constraint variable, $fai_{load}$: Maximum weight load of fastener which is in the range of $[0, 500]$ kilograms. The constraint is is defined as follows.

*Weight Constraint* A given fastener in a supporting area is defined by its coordinates and its maximum weight load. Let $ATP_i$ be the panels attached to the fastener $fa_i$ and let
computeWeight(p) be a function⁷ that returns the weight of panel p. Constraint over panels weight is defined by

\[ \sum_{j=1}^{n} \text{computeWeight}(\text{ATP}[j]) \leq \text{failload} \]

This constraint is not implemented yet because we have not extracted and validated knowledge on how to distribute the panel’s weight in the supporting areas. Up-to-now, we know that half of the panel’s weight have an impact on a supporting area if there is only one fastener interacting between the panel and the supporting area. Otherwise all the panel’s weight will be supported in area. Figure 7 shows some examples of this knowledge.

![Figure 7. Distribution of weight in supporting areas.](image)

e. Finally, a big challenge is to model and implement the concurrent renovation of multiple-adjacent facades. This particular scenario introduce different problems. Consider, for instance, a vertical supporting area at the right edge of a facade which is, in fact, the first vertical supporting area in the next facade. A given configuration has to take into account the weight in both facades over the same supporting area. Another issue is the angle between two adjacent facades and its implications for the width of panels.
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Towards More Flexible Configuration Systems: Enabling Product Managers to Implement Configuration Logic

Klaus Pilsl and Martin Enzelsberger and Patrick Ecker

Abstract. Developing a configurator requires a deep understanding of the configurable product. The configuration logic must encompass the way product components may be combined and customized, as well as how the integrity of a configuration can be verified. When products evolve over time, the configurator must be adapted accordingly. Product Managers are intimately familiar with the features and capabilities of a product and drive its development. By enabling them to specify the configuration logic of a product, the time required to introduce new products or respond to changes in existing ones can be reduced significantly. In order to achieve this, an environment must be provided that facilitates the implementation of configuration logic in an efficient and intuitive manner. In this paper we try to identify the key aspects of such an environment and present our experiences in realizing a product configuration system based on our findings.

1 INTRODUCTION

Creating and maintaining a product configurator is usually a complex task [1]. The configurator database report 2014 [2] said, that 14% of the 900 configurators running 2013 disappeared 2014. Keeping a configurator running and up to date is often more time consuming than expected.

For reducing the creation and maintenance expenses for configurators, it is the target to give product managers the tools to create configurators themselves.

This article focuses on the very practical problems product managers face in building product configurators. Further on we identify key elements of an optimal configuration system environment. This leads to new approaches in the way the data is being entered, calculated and presented through the web. Notable findings will be presented in the last section.

2 DRAWBACKS OF COMMON DATA STRUCTURES USED IN CONFIGURATION SYSTEMS

As described in Ecker [3] and Šormaz [4] there are different ways of how the product data can be provided:

1. Relational form
2. Code / macros / scripts
3. Object oriented form
4. Mixture

Due to the penetration of relational database management systems [5] and the software solutions the configurators are built with (i.e. ERP-Systems) most configurator system use that relational data structure.

Each of the above listed data structure has its own problems and drawbacks. The following paragraphs will highlight those.

2.1 Relational form

Relational data structures need to image the product data in tables. These tables follow either a predefined [6] or a user generated schema. It is obvious, that product managers have more flexibility if they can define their own schema, which is necessary for certain kinds of products [7][8], but it also demands a higher skill level from the product managers, which most of them do not have.

But even in predefined schemata the problem remains, that the data of the product need to be squeezed in this predefined form. The challenge here is, to find a way to maximize functionality and readability which are adversary.

Our experience has shown that the majority of the product managers quickly lose sight on the complexity of the data structures they develop.

Problems:

- The product managers are forced to establish an extra documentation layer to keep the system manageable.
- The complexity especially for rule driven visualizations outruns many product managers’ capabilities.
- The chronology the system has to calculate the rule needs to be defined by the product manager. This is discovered as a major weak point in terms of error and debugging expenses.

2.2 Code / macros / scripts

Code allows the product managers to transcript even most complex rules. The product manager does not have to follow a predefined schema at all.

Problems:

- The period of vocational adjustment is very high.
This informal freedom, however, quickly leads to a lack of lucidity, which makes this form of product data unpopular for product managers who are not software developers.

- It demands a high skill level in software development from the product manager
- Developing a configurator by coding is time consuming and expensive
- Future adapting and enhancements are also expensive and time consuming

2.3 Object oriented form

Just like with the relational form there is a schema, but here they are called classes. The product manager can define an individual classes for every product. The main difference to the relational form is that the rules create dependencies, not the entities of the database.

That gives the product manager the ability to freely transcript the product rules into the system without the need of creating a database structure or a schema fitting his requirements first.

Problems:
- The period of vocational adjustment is moderate.
- This form demands a very sophisticated user interface to guide the user properly.

The advantages of this approach are:
- Because of the fact, that the class is individual for each product, the system can create it, while the product manager models the product.
- Classes can also be derived (inherited). So the product manager can easily create variations of the product data.

3 KEY ASPECTS OF THE OPTIMAL ENVIRONMENT

There are several key aspects which define an optimal product configuration environment which support the product manager in building the product configurator.

As a result of our experience and findings we created a configurator management system which fulfills the requirements described in this paper. This system is call Combeenation[9].

3.1 Instant feedback

The process of creating product data is usually defined by the following steps:
- Modeling the structure and rules
- Saving and compiling
- Testing

This iteration is continuously repeated, until the product data is finished for publishing. The described process is called progressive evaluation [10].

Progressive evaluation can be very time consuming. Especially testing (opening a test configuration, navigating through the configurator to the point of interest, collecting the test data, closing the test configuration) is very expensive.

If a system would save the data instantly give instant feedback even into every displayed data affected by the changes including an always open test configurator, the time needed for modelling product data would greatly be reduced.

Leitner et al. [11] state that testing and adapting the layout of the configurator interface plays a major role in developing a suitable user interface for configurators. Rapid prototyping processes can be implemented with Combeenation, an innovative configuration environment that supports application development on a graphical level and enables immediate user testing.

3.2 Simple user interface structure

Concerning the user interfaces of the configurator management system many user interfaces are IT oriented. That means the interface is built on the necessities of the system, the data structure and the underlying technology that runs the configurator system.

As described in Ko et. al. [12] most of the product managers are experts in the field of their product, but aren’t very practiced in the use of integrated development environments (IDEs) or other user interfaces which are mainly designed for software developers.

The key aspect in this area is to create a user interface for a configurator management system that focuses on the product itself instead of the technical system. The product in its actual visual appearance should always be visible to give instant feedback of the changes made. The components, the properties, the rules and the controls the product manager has to work with needs to be presented in a continuous and integrated way, regardless how these items are used for. This reduces the times needed to jump between screens, menus or pages.

The user interface of a configurator plays a key role for both, consumers and product managers. Leitner et al. [11] identified five key principles for developing user interfaces for configurators which are suitable for both types of users.

- Customize the customization process: Adaption of the user interface depending on the type of customer.
- Provide starting points: Initial design from which the customer can continue the configuration process.
- Support Incremental Refinement: Tradeoff analysis (i.e. product comparison functionalities).
• Exploit prototypes to avoid surprises: Development and Teach the customer: Increasing the user’s knowledge about product properties.

Besides these key principles, the arrangement of user interface elements of the configurator as well as the kind of process navigation (i.e. handling, ease of use, guidance through the configuration process) affects the customer’s satisfaction with the configurator [13].

3.3 Separation of data and rules

In mass production industries it is common to integrate values (sizes, angles, weights, etc.) into the structure data (i.e. CAD systems). That is okay as long as the products do not change much after they are released to market.

In mass customization [15], however, the product and with it its values change continuously using product configurators. It is also often needed to start configurations of a specific product via different starting values (several presets for the same product).

These requirements can be met by separating the configurable values from the rules and structure data. This way different sets of values can be easily combined with different versions of rules and structure data.

How difficult/easy it is to apply a small change in an established structure with/without this separation will be defined by the viscosity of the system [15], which describes the flexibility of the system.

To supply such a flexible system it is important to make this separation. That also has to be taken care of in the user interface, so that the product manager knows, which parts (values vs. rules) of the product are stored where.

3.4 Separation of product design and UI design environments

We experienced, that product managers working with configurator management tools, which do not separate the user interface designer from the product designer, struggle with data duplication.

Some applications need to be displayed on different devices (desktop, tablets, smartphones), or on different channels (websites, apps, social media channels …), or some of them need to be refurbished to meet new requirements.

In order to create several different user interfaces for the same product, they have to also duplicate the product data. That leads to more data, which greatly increases the workload of the product manager, if this product data needs to be modified.

By separating the product design from the user interface design environment the product manager can address these requirements.

4 IMPLEMENTATION OF A PRODUCT CONFIGURATOR SYSTEM

To meet the needs described we developed a system for creating product configurators. In order to make the use of the system for the product managers as easy as possible, we have chosen to use these standards and technologies:

• HTML5: For maximum acceptance and further developments we have chosen to use HTML5 for presentation and communication. So the system is supported by every modern Browser without the need to install plugins or downloaded software the product manager would have to install first.

• Quick start: To allow new product managers an easy and quick start into the system, we decided to implement the solution as Software-as-a-Service (SaaS) and hosted it in the Cloud (in this case Microsoft Azure [3]).

• Another aspect of SaaS is, that the product manager does not need to invest administration and maintenance work to run the system.

4.1 Graphical product representation

Visually is crucial and the biggest part of the mission. Most users valuate product primarily on its visual appearance. This applies for consumers just as for product designers. We put a lot of effort into providing a flexible system for the visual representation of the product.

Changes in the visual will be applied in real-time. Instead of rasterized graphic formats we use scalable vector graphics (SVG) for a better image quality. The visual editor is interactive and you get what you see (WYSIWYG). After the configuration process is ended by a user each scalable vector graphic can be converted to a PNG or PDF file, making it easy for further processing or printing.

The usage of SVG also allows us the enable custom fonts, gradients, patterns, mask, filters and many other effects. For more information about SVG see [16].

4.2 Quick response times

Our system is built with low response times in mind, since researches have shown that higher latency times have a negative influence on the user acceptance, no matter if that is for consumers or product managers [17].

We experienced that latency times need to stay below 250ms otherwise most users interact with the same UI element again (e.g. clicking a button).

This speed must be achieved with any representation of the changes: simple values, results of complex chained calculations, visuals, and so on.

4.3 Calculation on server and client

To achieve quick response times, it is necessary to split the calculations on the server and client side. The product manager, however, must not be confused. It always must be clear on where the calculation will be done, because there are advantages and disadvantages with either method:

The advantages of server side computations [18]:

• Big data necessary for a calculation does not have to be transmitted to the client

• Product rules are knowhow of the company which needs to be protected. Some product managers don’t want to transmit this knowledge to the browser of the client. Our system won’t transmit the company’s knowledge to the
client at any time. Just the results are transmitted and presented to the client.

- Virtual machines, which are hosted in a datacenter, offers far more computation power than a client device.
- Progress is always saved. If a user catches up later he may continue where he left the configuration (also on other devices).
- It would be possible that more users collaborate on the same product.

Disadvantage of server side computing:
- The system needs to be designed to scale up on demand. This can be done through distributed computing with automatically adding virtual servers if needed. This is especially difficult to implement if the machines work with stateful sessions.

Advantages of client side computing:
- Quick responses are possible
- No network communication needed

Disadvantage of client side computing:
- Only simple calculation should be done, because transmitting big raw data into the client browser can be ineffective

To take a good mix of both advantages it is possible let the system operates on server side calculation for the product design rules and on client side calculation for the UI design rules.

This way calculations of the product itself are done on the server and calculations concerning the user interface (i.e. jumping to a certain page based in input data) are done on the client.

The separation of product design and UI design environments (see 3.4) allows the system to intuitively distinguish between both methods.

4.4 One solution

Most systems on the market cover one part of the mission. The other parts are done by other software tools which needs to be connected via interfaces.

A common thing for instance is, to create a product configurator by using an ERP-software [19] and linking a CAD-software [20] with it to create the visuals.

That leads to this constellations: Both systems hold their own product data. Many parts of these 2 data sets need to be redundant on both systems. And there is a third set of data: the interface itself hold data, too.

Product managers struggle with the big amount of human resources needed to keep these data sets up to date.

It is less maintenance works if all the modules needed for product configuration are handled by one system [18] with one data set.

All the modules of this single system run on this one set of data, and any module of that system can directly and without conversion access the data needed to fulfil its function. Combeenation provides such a system.

5 CONCLUSION

We have highlighted the problems and drawbacks of current systems, which product managers use if they want to build a product configurator. Further on we emphasized key aspects which are needed for such a solution, including a responsive and easy to understand user interface and a strict separation of data and rules.

With these findings in mind we built the configurator management system Combeenation [9], which addresses all those problems and provide an all-in-one solution. This solution is trimmed to rapidity, easy to use, flexible and is highly scalable. First client projects are currently implemented with Combeenation and all usability and performance issues in these projects are monitored to provide further data for potential improvements.
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ReMax – A MaxSAT aided Product (Re-)Configurator

Rouven Walter and Wolfgang Küchlin

Abstract. We introduce a product configurator with the ability of optimal re-configuration built on MaxSAT as the background engine. A product configurator supported by a SAT solver can provide an answer at any time about which components are selectable and which are not. But if a user wants to select a component which has already been disabled, a purely SAT based configurator does not support a guided re-configuration process. With MaxSAT we can compute the minimal number of changes of component selections to enable the desired component again. We implemented a product configurator — called ReMax — using state-of-the-art MaxSAT algorithms. Besides the demonstration of handmade examples, we also evaluate the performance of our configurator on problem instances based on real configuration data of the automotive industry.

1 Introduction

Using Propositional Logic encodings and SAT solving techniques to answer the question whether a formula is satisfiable or not has a wide range of applications [10]. The application of SAT solving for verification of automotive product documentation for inconsistencies, e.g. within the bill-of-materials, has been pioneered by Küchlin and Sinz [7].

In [16] we considered applications of MaxSAT in automotive configuration. We mentioned the possible usage of re-configuration with MaxSAT to make an invalid configuration valid again by keeping the maximal number of the customer selections. Re-configuration is of highly practical relevance [9]. For example, the after-sales business in the automotive industry wants to extend, replace or remove components with minimal effort while keeping the configuration valid.

In this paper, we extend this idea by considering product configuration in general. We focus on product configuration based on families of options, because this is the normal case when a user configures a product. Within a family of options, the user must select exactly one option out of a regular family or else may select at most one option out of an optional family. With the focus on families, we can distinguish two solving approaches:

1. SAT Solving: With a SAT aided product configurator, we can validate a configuration after each step of the configuration process.
2. MaxSAT Solving: With a MaxSAT aided product configurator, we can compute an optimal solution for an invalid configuration, such that a user has to make a minimal number of changes in the current configuration to regain validity.

We identify different use cases. We describe them in detail and make remarks about extensions or variants of them. We also show how a user process can look like using a MaxSAT aided product configurator.

This paper is organized as follows. Section 2 introduces all relevant mathematical definitions and notations needed for the later sections. In Section 3 we describe the basic concepts of SAT-based product configuration. Section 4 shows use cases of SAT aided product configuration. After that we describe use cases for MaxSAT aided product configuration in detail in Section 5 and illustrate a possible configuration process. Sections 6 and 7 describe the techniques we used for our implementation and experimental results with benchmarks based on industrial configuration instances. Section 8 describes related work and finally, Section 9 concludes this paper.

2 Preliminaries

We consider propositional formulas with the standard logical operators ¬, ∧, ∨, →, ↔ over the set of Boolean variables X and with the constants ⊥ and ⊤. The SAT problem is satisfiability (SAT) problem which is NP-complete.

The MaxSAT problem can be extended in different ways: (i) we can assign a non-negative integer weight to each clause (denoted with (C, w) for a clause C and a weight w) and ask for the maximum sum of weights of satisfied clauses, which is known as the Weighted MaxSAT problem, (ii) we can split the clauses into hard and soft clauses and ask for the maximum number of satisfied soft clauses while sat-
isifying all hard clauses, which is known as the Partial MaxSAT problem, and finally (iii) we can combine both specifications, which is known as the Weighted Partial MaxSAT problem. The mentioned relationship above between the MaxSAT and MinUNSAT problem also holds for all MaxSAT variants.

Given a set of Boolean variables \( F = \{M_1, ..., M_n\} \) and the restriction that exactly one variable has to be satisfied, \( \sum_{i=1}^{n} M_i = 1 \), we call the set \( F \) a regular family and the elements members of the family. For example, given a set of Boolean variables \( E = \{E_1, E_2, E_3\} \) representing the selectable engines of a car. An engine is chosen if and only if the corresponding variable is set to true. A car has exactly one engine, which makes the set \( E \) a family.

Given a family \( F = \{M_1, ..., M_n\} \) with the restriction that at most one variable has to be true, we call the set \( F \) an optional family. For example, given a set of Boolean variables \( AC = \{AC_1, AC_2, AC_3, AC_4\} \) representing the selectable air conditioners of a car. An air conditioner is an optional feature in a car, but there can be at most one air conditioner. This makes the set \( AC \) an optional family.

The restrictions of a regular family or an optional family are special cases of cardinality constraints, which restrict the number of satisfied variables of a set of Boolean variables to be \( \{\leq, <, =, >, \geq\} \) a non-negative integer \( k \). The restriction for a regular family can be encoded in CNF with the following two formulas, while an optional family can be at most one air conditioner. This makes the set \( AC \) an optional family.

The general cardinality constraints than the above-mentioned special cases are not necessary and thus not considered in this paper. In the context of automotive configuration, we usually deal with rules and families of certain model series. For example, the number of seats is fixed and therefore we do not need to handle a family of seats where we would need a cardinality constraint to restrict the selection of seats between two and four.

3 Product Configuration Concepts for SAT-Configuration

In this section, we describe the basic concept of SAT-based product configuration. We concentrate on rules in Propositional Logic, because in our main application context of automotive configuration we always deal with this type of rules. Along with the set of rules we consider families, which results in the following definition for product configuration:

**Definition 1.** (Product Configuration Instance\(^2\)) A product configuration instance is a tuple \( (R, F, S) \):

- Set \( R = \{\phi_1, \ldots, \phi_k\} \), where \( \phi_i \) is a propositional formula.
- Set \( F = \{F_1, \ldots, F_m\} \), where \( F_i \) is a family.
- Mapping \( S : \bigcup_{i=1}^{m} \text{vars}(F_i) \to \{\text{no}, \text{yes}\} \times (\mathbb{N}_{\geq 0} \cup \{\infty\}) \).

The following relation holds between rules and families:

\[ \bigcup_{r \in R} \text{vars}(r) \subseteq \bigcup_{f \in F} f. \]

The rules \( R \) describe the relationship among the family members of the different families. They determine the possible valid combinations. The set \( F \) contains all optional and regular families. The mapping \( S \) represents the selections and deselections of the family members in respect of a priority. For simplicity reasons we will only use the term selections to refer to both selections and deselections.

There are three main cases for a member \( s \):

1. \( S(s) = (c, 0) \) with \( c \in \{\text{no}, \text{yes}\} \):
The user made no decision about the member (priority 0).
2. \( S(s) = (c, p) \) with \( c \in \{\text{no}, \text{yes}\} \) and \( p \in \mathbb{N}_{\geq 1} \):
The user made a selection (priority greater zero).
3. \( S(s) = (c, \infty) \) with \( c \in \{\text{no}, \text{yes}\} \):
The user made an indispensable (hard) selection (infinity priority).

We abbreviate the mapping \( S \) for a member \( s \) as follows: For a positive selection we write a positive literal \( s \) and for a negative selection we write the negative literal \( \neg s \). We can then write a single tuple \((s, p)\) with \( p \in \mathbb{N}_{\geq 0} \) and describe the mapping \( S \) as a set of tuples. For simplicity reasons we leave each member \( s \) with priority 0 out of \( S \) in the given examples of this paper.

The set \( S \) of selections can be seen as a partial assignment given by the user of the product configurator and can be divided in two disjoint sets of positive and negative selections: \( \text{Pos}(S) := \{(s, p) \mid (s, p) \in S \text{ and } s \text{ is a positive literal} \} \) and \( \text{Neg}(S) := \{(s, p) \mid (s, p) \in S \text{ and } s \text{ is a negative literal} \} \).

The priority of a selected member is only relevant when it comes to the question of re-configuration. Then the priorities represent the users preferences.

**Example 1.** We consider a product configuration instance \((R, F, S)\), where \( R \) and \( F \) describe components of a computer system and dependencies among them. Table 1 shows the families and Table 2 shows the rules. Let \( S = \emptyset \), which means a user has not made selections so far.

<table>
<thead>
<tr>
<th>Family</th>
<th>Type</th>
<th>Members</th>
</tr>
</thead>
<tbody>
<tr>
<td>M (Mainboard)</td>
<td>regular</td>
<td>( M_1, M_2, M_3, M_4 )</td>
</tr>
<tr>
<td>V (Videocard)</td>
<td>regular</td>
<td>( V_1, V_2, V_3, V_4, V_5 )</td>
</tr>
<tr>
<td>C (CPU)</td>
<td>regular</td>
<td>( C_1, C_2, C_3, C_4 )</td>
</tr>
<tr>
<td>P (Power Supply)</td>
<td>regular</td>
<td>( P_1, P_2 )</td>
</tr>
<tr>
<td>CD (CD-Device)</td>
<td>optional</td>
<td>( CD_1, CD_2, CD_3 )</td>
</tr>
<tr>
<td>CR (Card-Reader)</td>
<td>optional</td>
<td>( CR_1, CR_2 )</td>
</tr>
</tbody>
</table>

**Table 1:** Families \( F \) of the computer system

**Table 2:** Configuration rules \( R \) of the computer system

<table>
<thead>
<tr>
<th>Rules</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( M_1 ) \rightarrow (( V_1 \lor V_2 \lor V_3 ) \land (C_1 \lor C_3) \land P_1 \land \neg CD_1) )</td>
<td></td>
</tr>
<tr>
<td>( M_2 ) \rightarrow (( V_2 \lor V_3 ) \land (C_2 \lor C_4) \land (P_1 \lor P_2) \land \neg CD_1) )</td>
<td></td>
</tr>
<tr>
<td>( M_3 ) \rightarrow (( V_3 \lor V_4 ) \land (C_2 \lor C_3) \land (P_1 \lor P_2) \land \neg CD_2) )</td>
<td></td>
</tr>
<tr>
<td>( M_4 ) \rightarrow (( V_1 \lor V_2 ) \land (C_1 \lor C_4) \land (P_1 \lor P_2) \land \neg CD_2) )</td>
<td></td>
</tr>
<tr>
<td>( C_1 ) \rightarrow (( V_2 \lor V_3 ) \land P_2) )</td>
<td></td>
</tr>
<tr>
<td>( C_2 ) \rightarrow (( V_4 \lor V_5 ) )</td>
<td></td>
</tr>
<tr>
<td>( C_3 ) \rightarrow (( V_3 \lor V_4 ) )</td>
<td></td>
</tr>
</tbody>
</table>

We will now define the criteria of a valid configuration:
Definition 2. (Valid Configuration) A product configuration instance is called a valid configuration if the following formula is satisfiable:

\[ \bigwedge_{R \in R} R \land \bigwedge_{F \in \mathcal{F}} \text{CC}(F) \land \bigwedge_{(s,p) \in S, p \neq 0} s \]

Where CC(F) are the appropriate cardinality constraints of a family (described in the preliminaries).

If a configuration instance is valid, the corresponding (partial) variable assignment (also called model or configuration solution) is of interest, because the variable assignment describes which members are chosen and which are not.

A configuration solution is in general not complete, e.g. when the selections \( S \) made by a user contain selections with priority 0.

After defining the basic product configuration concepts, we will go into more detail in the next section by describing which use cases of a SAT aided product configurator exist and finally by showing an iterative process of SAT aided product configuration.

4 SAT aided Product Configuration

With SAT solving a product configurator can validate a user’s selection and also compute the selectable members for the remaining families. The overall plan is quite simple: Each selection of an option results in a true valuation of that option. Regular families result in propagations of the value false to the remaining options, after one family member has been selected. Given a partial valuation, it is easy to compute by SAT solving which of the remaining options can still be selected, and which must be set to true or false, respectively, as a consequence of previous selections.

We describe these use cases in detail in the following subsections and afterwards consolidate them in an iterative user process.

4.1 Use Case: Validation & completion of a (partial) selection

Given a product configuration instance \( (R,F,S) \), we can validate the selections with a SAT solver by checking the formula of Definition 2 for satisfiability. Algorithm 1 shows the procedure. Only selections with a priority \( \neq 0 \) are taken into account for the validation.

**Algorithm 1:** Validation & completion of a (partial) selection

**Input:** \((R,F,S)\)

**Output:** (result, model), where result is true if the (partial) selection is valid, otherwise false and model is a complete variable assignment

return SAT \( \left( \bigwedge_{R \in R} \text{CNF}(R) \land \bigwedge_{F \in \mathcal{F}} \text{CC}(F) \land \bigwedge_{(s,p) \in S, p \neq 0} s \right) \)

Because most SAT solvers take CNF as input, we write CNF\((R)\) to indicate the transformation of an arbitrary rule to its CNF representation. In practice we use a polynomial formula transformation [15, 12] to get an equisatisfiable formula to avoid the potentially exponential blow-up that occurs when using the distributive law.

If the configuration instance is valid, the algorithm also returns a complete variable assignment. This complete variable assignment gives an example which selections have to be made to complete the given configuration instance. In general, the given model is not unique and there exist several models.

**Example 2.** We reconsider the computer system configuration Example 1. In the following two selection examples, we do not use priorities because we just want to check the validity of the selections.

1. \( S = \{ M_1, V_4 \} \) leads to a valid configuration, which can be completed to \( \{ M_1, V_4, C_3, P_1, CD_3, CR_2 \} \).
2. \( S = \{ M_1, C_1 \} \) leads to an invalid configuration, because \( M_1 \) requires \( P_1 \) and \( C_1 \) requires \( P_2 \), but due to the family constraints, both cannot be selected at the same time.

4.2 Use Case: Computation of selectable members

During the configuration process a user would like to know which of the remaining family members are still selectable, i.e. which selections lead to a valid configuration. We can compute the selectable members by validating the (partial) selections with a SAT solver. Algorithm 2 shows the procedure. We iteratively make one SAT call for each member and check if selecting this member is valid.

**Algorithm 2:** Computation of selectable members

**Input:** \((R,F,S)\)

**Output:** Mapping \( V \) from \( \bigcup_{F \in \mathcal{F}} F \) to \{no, yes\} indicating whether a member is selectable or not

\( V \leftarrow \) Initialize mapping

foreach \( m \in \bigcup_{F \in \mathcal{F}} F \) do

if SAT \( \left( \bigwedge_{R \in R} \text{CNF}(R) \land \bigwedge_{F \in \mathcal{F}} \text{CC}(F) \land \bigwedge_{(s,p) \in S, p \neq 0} s \land m \right) \)

then \( V \leftarrow (m, yes) \)

else \( V \leftarrow (m, no) \)

return \( V \)

After the computation of selectable members, the SAT aided product configurator can display the result to the user (i.e. by disabling all non-selectable members). Then the user knows about the selectable members.

**Remarks:**

1. In the special case \( S = \emptyset \), in which no selection has been made by the user so far, the computation of the selectable members implicitly brings up members which can never be part of a valid configuration (redundant members) and members which have to be part of each valid configuration (forced members).
2. The performance of Algorithm 2 can be improved. If a family already contains a positively selected member, then we know that all remaining members are not selectable anymore due to the family constraints. We just have to check families with no positively selected member.

The performance can be improved further. We use an incremental and decremental SAT solver, which allows us to load all rules, family constraints and selections first and check each member \( m \) by adding and removing the unit clause \( m \) from the SAT solver. We do not have to load the invariant constraints repeatedly for each check.

**Example 3.** We compute the selectable members for our computer system configuration (see Example 1):
1. \( S = \emptyset \): Table 3 shows the remaining selectable members.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>M (Mainboard)</td>
<td>( M_1, M_2, M_3, M_4 )</td>
<td></td>
</tr>
<tr>
<td>V (Videocard)</td>
<td>( V_1, V_2, V_3, V_4, V_5 )</td>
<td></td>
</tr>
<tr>
<td>C (CPU)</td>
<td>( C_2, C_3, C_4, C_1 )</td>
<td></td>
</tr>
<tr>
<td>P (Power Supply)</td>
<td>( P_1, P_2 )</td>
<td></td>
</tr>
<tr>
<td>CD (CD-Device)</td>
<td>( CD_1, CD_2, CD_3 )</td>
<td></td>
</tr>
<tr>
<td>CR (Card-Reader)</td>
<td>( CR_1, CR_2 )</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Selectable members for an empty selection

2. \( S = \{ M_1, V_4 \} \): Table 4 shows the remaining selectable members.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C (CPU)</td>
<td>( C_5 )</td>
<td>( C_7, C_2, C_4 )</td>
</tr>
<tr>
<td>P (Power Supply)</td>
<td>( P_1 )</td>
<td>( P_2 )</td>
</tr>
<tr>
<td>CD (CD-Device)</td>
<td>( CD_2, CD_3 )</td>
<td>( CD_1 )</td>
</tr>
<tr>
<td>CR (Card-Reader)</td>
<td>( CR_1, CR_2 )</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Result of the selectable members computation

4.3 SAT aided configuration process

Figure 1 illustrates a possible SAT aided configuration process involving both Use Cases 4.1 and 4.2. After the user has made one or multiple selections, the SAT solver validates the current configuration. This results in two cases:

1. **Valid configuration**: In the case of a valid configuration, the user can continue selecting members. Additionally, to guide the user we can compute the selectable members for the current configuration. After new selections, the process iterates.

2. **Invalid configuration**: In the case of an invalid configuration, the user has to take back one or more of the previously made selections. The user can validate each backtracking step again until a valid configuration state is reached.

Remark: If a given complete example model \( l_1 \land \ldots \land l_n \) in the SAT case does not satisfy the demands of the user, she can exclude this model by adding the hard clause \( \neg l_1 \lor \ldots \lor \neg l_n \). Then another complete model will be produced if one exists, otherwise we encounter the UNSAT case.

In a SAT aided product configuration process described above, the user is left to herself when it comes to the question which selections should be undone to regain a valid configuration. Perhaps the user made a selection of a highly desired member, which she does not want to take back. Now the user has to try different configuration changes by herself and a guidance is missing which one to choose. This is the point where MaxSAT aided product configuration can help. We will describe re-configuration use cases in detail in the following section.

5 MaxSAT aided Product (Re-)Configuration

In this section we describe how re-configuration can be done with partial (weighted) MaxSAT as a background engine. We show two basic use cases, describe possible variations of them and finally integrate the re-configuration step into our interactive user process.

5.1 Use Case: Re-configuration of the selections

During the configuration process we may reach a state where we have an invalid configuration. The cause of the conflict can be one or both of the following:

1. The selections \( S \) conflict with the rules \( R \).
2. The selections \( S \) conflict with the family constraints.

We have to re-configure either the rules or the selections to regain validity. For now we consider all rules as hard limitations that we can not soften, which is the common case. We will discuss re-configuration of rules later in Section 5.4.

Considering the rules as a hard restrictions, the question arises, how many of the selections can be kept maximally to reach a valid configuration again in general. Also the last selection could be of infinity priority, so it is no option for the user to remove the last selection.

To answer the question we set the selections as soft unit clauses and re-configure the selections with a partial MaxSAT solver. The following encoding represents our requirements:

\[
\text{Hard} := \bigcup_{R \in R} \text{CNF}(R) \cup \bigcup_{F \in F} \text{CC}(F) \cup \bigcup_{(s,p) \in S, p \neq \infty} \{s\}
\]

\[
\text{Soft} := \bigcup_{(s,p) \in S, p \neq 0, p \neq \infty} \{s\}
\]

Selections with priority \( \infty \) are also considered as indispensable and will be encoded as hard unit clauses. Only dispensable selections will be re-configured. Algorithm 3 shows the re-configuration procedure.

With the resulting model, we can give the user an example of a complete selection which requires a minimal number of changes in order to regain a valid configuration compared to the original selections. Or, the other way round, the model gives an example about how to keep the maximal number of selections.
Algorithm 3: Re-Configuration of a (partial) selection

Input: \((\mathcal{R}, \mathcal{F}, S)\)
Output: (optimum, model), where optimum is the minimal number of changes to regain a valid configuration and model is a model for the optimum

- Hard ← ∅
- Soft ← ∅
- foreach \(R \in \mathcal{R}\) do
  - [Hard ← Hard ⊔ CNF(R)]
- foreach \(F \in \mathcal{F}\) do
  - [Hard ← Hard ⊔ CC(F)]
- foreach \((s, p) \in S \land p \neq 0\) do
  - if \(p = \infty\) then
    - [Hard ← Hard ⊔ \{s\}]
  - else
    - [Soft ← Soft ⊔ \{s\}]
- (optimum, model) ← PartialMinUNSAT(Hard, Soft)
return (optimum, model)

Remark: As described before we use a transformation like Tseitin or Plaisted-Greenbaum instead of CNF(R) in practice. Even though the Tseitin and Plaisted-Greenbaum transformations are only equisatisfiable, this is not an issue for MaxSAT when converting formulas into hard clauses. Since the Tseitin and Plaisted-Greenbaum transformations share the same models on the original variables, one can easily verify that the search space between the converted and the original instance remains the same.

Extensions: The described use case can be extended as follows:

1. User constraints: A user can add additional constraints considered as hard clauses.
   
   If, e.g., mainboard \(M_1\) is selected, the user definitely wants video card \(V_2\) to be selected. But if mainboard \(M_2\) is selected, the user definitely wants video card \(V_3\) to be selected. Then we add the rules \((M_1 \rightarrow V_2) \land (M_2 \rightarrow V_3)\) as constraints to the rules \(\mathcal{R}\).

2. Focus on selection: For each family an option “choose one of the selected” can be offered to add a constraint such that only positive selected members within a family will be considered during the re-configuration computation.
   
   E.g. if a user focuses on mainboards \(M_1, M_3, M_4\), a hard clause \((M_1 \lor M_3 \lor M_4)\) will be added to the rules \(\mathcal{R}\).

Example 4. We continue our canonical Example 1: Table 5 shows multiple selections of members within families and a result model re-configuration. For all selections shown we choose priority 1, that means no selection in this example is an indispensable one.

<table>
<thead>
<tr>
<th>Family</th>
<th>Focus</th>
<th>Selections</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>No</td>
<td>(M₁, 1), (M₂, 1), (¬M₃, 1)</td>
<td>M₄</td>
</tr>
<tr>
<td>V</td>
<td>Yes</td>
<td>(V₁, 1), (V₂, 1)</td>
<td>V₁</td>
</tr>
<tr>
<td>C</td>
<td>No</td>
<td>(C₂, 1), (C₃, 1)</td>
<td>C₄</td>
</tr>
<tr>
<td>P</td>
<td>No</td>
<td></td>
<td>P₁</td>
</tr>
<tr>
<td>CD</td>
<td>No</td>
<td>(¬CD₁, ∞)</td>
<td>CD₃</td>
</tr>
<tr>
<td>CR</td>
<td>No</td>
<td></td>
<td>CR₂</td>
</tr>
</tbody>
</table>

Table 5: Users selections and results

Result: We have to make 5 changes minimally, e.g. by choosing M₂, V₅, C₂, P₁, CD₃, CR₂.

5.2 Use Case: Re-Configuration of the selections with priorities

In the previous use case we treated all soft clauses as equivalent. A user may prefer one member over the other, which results in prioritization of the selected members. We can handle priorities with Partial Weighted MaxSAT solving. The encoding for this use case is basically the same as before, but now we bring priorities into play.

Algorithm 4 shows the complete computation procedure.

Algorithm 4: Re-Configuration of a (partial) selection with priorities

Input: \((\mathcal{R}, \mathcal{F}, S)\)
Output: (optimum, model), where optimum is the minimal number of priority points to change to regain a valid configuration and model is a model for the optimum

- Hard ← ∅
- Soft ← ∅
- foreach \(R \in \mathcal{R}\) do
  - [Hard ← Hard ⊔ CNF(R)]
- foreach \(F \in \mathcal{F}\) do
  - [Hard ← Hard ⊔ CC(F)]
- foreach \((s, p) \in S \land p \neq 0\) do
  - if \(p = \infty\) then
    - [Hard ← Hard ⊔ \{s\}]
  - else
    - [Soft ← Soft ⊔ \{(s, p)\}]
- (optimum, model) ← PartialWeightedMinUNSAT(Hard, Soft)
return (optimum, model)

Extension: All extensions presented in Subsection 5 carry over to this use case.

Example 5. We reconsider our re-configuration Example 4 and add a priority of 2 for member V₂. Table 6 shows our selections with the corresponding weights in parentheses and the results.

<table>
<thead>
<tr>
<th>Family</th>
<th>Focus</th>
<th>Selections</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>No</td>
<td>(M₁, 1), (M₂, 1), (¬M₃, 1)</td>
<td>M₄</td>
</tr>
<tr>
<td>V</td>
<td>Yes</td>
<td>(V₁, 1), (V₂, 2)</td>
<td>V₂</td>
</tr>
<tr>
<td>C</td>
<td>No</td>
<td>(C₂, 1), (C₃, 1)</td>
<td>C₄</td>
</tr>
<tr>
<td>P</td>
<td>No</td>
<td></td>
<td>P₁</td>
</tr>
<tr>
<td>CD</td>
<td>No</td>
<td>(¬CD₁, ∞)</td>
<td>CD₃</td>
</tr>
<tr>
<td>CR</td>
<td>No</td>
<td></td>
<td>CR₂</td>
</tr>
</tbody>
</table>

Table 6: Users selections with priorities and results

Result: We have to change 5 priority points minimally to regain a valid configuration. If we would still be choosing member V₁ instead of member V₂ we would have to change 6 priority points, because of the higher priority of V₂.

5.3 A MaxSAT aided re-configuration process

We reconsider the process of Figure 1 in Step 3a. UNSAT where the user gets the feedback that her current selections lead to an invalid
configuration. With a SAT solver only, the user has to try by herself which selections have to be undone to regain a valid configuration. But now, we can help the user at this point by using re-configuration with MaxSAT. Figure 2 illustrates both Use Cases 5.1 and 5.2 embedded in a product configuration process using MaxSAT.

After the user gets the feedback UNSAT, she can start a re-configuration of her current selections. This results in two cases:

1. **No solution**: If the indispensable selections (with priority ∞) collide with the rules or the family constraints, then there is no solution. In this case, the user has to weaken some of the indispensable selections in order to make a re-configuration possible. The user can use high priorities to weaken the desired members to ensure they will be preferred over other selections.

2. **Solution**: If the indispensable selections can be satisfied, then there exists a solution with an optimum for the prioritized selections. In this case, the user will be told about the optimum, i.e., about the number of minimal changes to regain a valid configuration. Also, an example model with the optimum will be given to the user.

**Remark**: Similar to the SAT aided configuration process the following holds: If the given complete example model \( l_1 \land \ldots \land l_n \) in the solution case does not satisfy the demands of the user, she can exclude this model by adding the hard clause \( \neg l_1 \lor \ldots \lor \neg l_n \). Then another model with the same optimum will be produced, if one exists. If there is no other model with the same optimum, the next best optimum under the new conditions will be computed with an example model.

In case there is no solution and a user just do not want to weaken her selections with priority ∞, we can consider weakening the rules. In the next section, we will describe this possibility in detail.

### 5.4 Use Case: Re-configuration of rules

It is possible that the selections a user made have no solution when trying to re-configure them. Assuming the rules themselves are not contradictory, then the cause for no solution are too many selections with priority ∞. There are two cases which can occur or both at the same time:

1. **Violation of the family constraints**: If a user selects more than one member of a family with infinity priority, the family constraints are violated.

2. **Violation of rules**: If a user does not violate the family constraints, then the selected members with priority infinity are in collision with the rules.

The first case can be handled by a product configurator by simply not allowing to choose more than one member with priority infinity or giving the user a warning message when doing so.

In the second case, if the user is not willing to soften her selections, we can not re-configure the selections w.r.t. the rules. But when we have a closer look at the rules, there may be some rules, which we can soften, e.g., when a rule is not a physical or technical restriction, but only exists for marketing or similar purposes. A company may be willing to violate or change some of these rules to build the product. Knowing the minimum number of rule changes in order to permit a desired vehicle configuration can help in managing the set of marketing rules.

For this use case, we extend Definition 1 by an additional mapping \( S_R : \mathcal{R} \rightarrow (\mathbb{N}_{\geq 0} \cup \{\infty\}) \), which represents the priorities of the rules a user made. After softening some of the rules this way we can re-configure the rules by maximizing the number of satisfied rules, respectively violating only a minimal number of rules. Algorithm 5 shows this procedure more formally.

**Algorithm 5: Re-Configuration of rules**

**Input**: \((\mathcal{R}, F, S)\)

**Output**: (optimum, model), where optimum is the minimal number of changes to regain a valid configuration and model is a model for the optimum

\[
\text{Hard} \leftarrow S \\
\text{Soft} \leftarrow S
\]

foreach \( F \in \mathcal{F} \) do

\[
\text{Hard} \leftarrow \text{Hard} \cup \text{CC}(F)
\]

foreach \( R \in \mathcal{R} \land S_R(R) \neq 0 \) do

if \( p = \infty \) then

\[
\text{Hard} \leftarrow \text{Hard} \cup \text{CNF}(R)
\]

else

\[
\text{Hard} \leftarrow \text{Hard} \cup \text{CNF}(b_R \rightarrow R) \\
\text{Soft} \leftarrow \text{Soft} \cup \{b_R\}
\]

foreach \((s, p) \in S \land p \neq 0 \) do

if \( p = \infty \) then

\[
\text{Hard} \leftarrow \text{Hard} \cup \{s\}
\]

else

\[
\text{Soft} \leftarrow \text{Soft} \cup \{s\}
\]

\[
\text{(optimum, model)} \leftarrow \text{PartialMinUNSAT}(\text{Hard}, \text{Soft})
\]

return (optimum, model)

Since a rule \( R \) is an arbitrary formula, we can not just convert \( R \) to its CNF and add the resulting clauses as soft clauses. In general, some of these clauses will be satisfied and some not. Instead we want to maximize the number of rules. In other words, we are facing a group MaxSAT problem \([2, 6]\), where each CNF(\( R \)) is a group of clauses. The goal of group MaxSAT is to satisfy the maximum number of groups. A group is satisfied if all clauses within the group are satisfied.

The group MaxSAT problem can be reduced to a partial MaxSAT problem as follows: For each non-indispensable rule \( R \) we introduce a new variable \( b_R \) and add the hard clauses \( \text{CNF}(b_R \rightarrow R) \). Addi-
tionally we add a unit soft clause \( b_R \) for each new variable. Each satisfied variable \( b_R \) implies the whole group of clauses in \( \text{CNF}(R) \) to be satisfied. Therefore, satisfying a maximal number of the newly introduced variables satisfies a maximal number of the corresponding formulas. On the other hand, with the help of the newly introduced variables, we can identify, from the resulting model, which formulas are satisfied and show this result to the user. For a more detailed explanation, see [2, 6].

**Extension:** Of course, rules can also have different priorities and we can extend this use case by assigning priorities to rules and selections to compute the maximal sum of priority points. This extension can be realized analogously as described for Use Case 5.2, thus we will not describe it explicitly.

### 6 Implementation techniques

We implemented the above SAT-based and MaxSAT-based use cases in one product configurator — called ReMax — on top of our uniform logic framework, which we use for commercial applications within the context of automotive configuration. Our SAT solver provides an incremental and decremental interface. We maintain two versions (Java and .NET) and decided to implement ReMax using .NET 4.0 with C# along with the WPF Framework for the GUI. We implemented state-of-the-art partial (weighted) MaxSAT solvers Fu&Malik, PM2 and WPM1 on top of our SAT solver [5, 1].

![Figure 3](image)  
*Figure 3.* Screenshot of ReMax with open “Families” tab

Figure 3 shows an example screenshot from the ReMax GUI with the “Families” tab opened.

### 7 Experimental Results

Table 7 show statistics about the real configuration data from two different German car manufacturers, called M01 and M02, which we used for our benchmarks. Car manufacturer M01 uses arbitrary formulas as rules, whereas M02 uses clauses as rules.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Rules Quantity</th>
<th>#Variables Quantity</th>
<th>Families Avg. size</th>
</tr>
</thead>
<tbody>
<tr>
<td>M01_01</td>
<td>2074</td>
<td>1772</td>
<td>34,294</td>
</tr>
<tr>
<td>M01_02</td>
<td>2430</td>
<td>2087</td>
<td>39,293</td>
</tr>
<tr>
<td>M01_03</td>
<td>1137</td>
<td>880</td>
<td>18,233</td>
</tr>
<tr>
<td>M02_01</td>
<td>11627</td>
<td>996</td>
<td>6,282</td>
</tr>
<tr>
<td>M02_02</td>
<td>4465</td>
<td>612</td>
<td>5,321</td>
</tr>
</tbody>
</table>

Table 7: Statistics about car manufacturer problems

For the following benchmarks we used two partial weighted MaxSAT solvers, which are based on the following principles:

1. **WPM1**: An unsat core-guided approach with iterative SAT calls. In each iteration a new blocking variable will be added to each soft clause within the unsat core [1].
2. **msu4**: An unsat core-guided approach with iterative SAT calls using a reduced number of blocking variables [11].

We implemented WPM1 on top of our own SAT solver while msu4 is an external solver.

Our environment for the benchmarks has the following hardware and software settings. Processor: Intel Core i7-3520M, 2.90 GHz; Main memory: 8 GB. WPM1, based on .NET 4.0, runs under Windows 7 while msu4 runs under Ubuntu 12.04.

For Use Case 5.2 we created three categories as follows: Out of 30%, 50% and 70% of the families one member is selected randomly with a random priority between 1 and 10. The rules have infinity priority. In general, this leads to an invalid configuration because the rules are violated. For each category we created 10 instances.

Table 8 shows the results for each category as average time in seconds. The abbreviation “exc.” means that the time limit of 30 minutes was exceeded. As we can see, msu4 performs very well in all categories with reasonable times from less than one second up to about 25 seconds. Our solver WPM1 also has reasonable times from about 2 seconds up to about 28 seconds, but exceeds the time limit in two categories for the instance M02_01.

<table>
<thead>
<tr>
<th>Problem</th>
<th>30% Time</th>
<th>50% Time</th>
<th>70% Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>M01_01</td>
<td>7,34</td>
<td>12,70</td>
<td>15,59</td>
</tr>
<tr>
<td>M01_02</td>
<td>8,59</td>
<td>16,48</td>
<td>27,44</td>
</tr>
<tr>
<td>M01_03</td>
<td>2,10</td>
<td>4,10</td>
<td>5,80</td>
</tr>
<tr>
<td>M02_01</td>
<td>20,99</td>
<td>exc.</td>
<td>24,45</td>
</tr>
<tr>
<td>M02_02</td>
<td>3,90</td>
<td>9,60</td>
<td>13,01</td>
</tr>
</tbody>
</table>

Table 8: Results of Use Case 5.2 scenario

For Use Case 5.4 we created three categories as follows: Out of 30%, 50% and 70% of the families one member is selected randomly with infinity priority, which leads to an invalid configuration in general because the rules are violated. But this time, we assign all rules a priority of 1. For each category we created 10 instances.

Table 9 shows the results for each category as average time in seconds. As we can see, both solvers can handle all instances in each category in reasonable time. While WPM1 takes from about 3 seconds up to about 72 seconds, the external solver msu4 takes from less than one second up to about 9 seconds in the worst case.

8 Related Work

Another approach for re-configuration uses answer set programming (ASP) on a decidable fragment of first-order logic [4]. Hence the used language is more expressive. With the growing performance of SAT solvers in the last decade, SAT solving in turn has been used to solve problem instances of ASP [8].

An algorithm for computing minimal diagnoses using a conflict detection algorithm is introduced in [13]. A minimal subset $\Delta$ of constraints is called a diagnosis if the original constraints without $\Delta$ are consistent. Although this approach is described for constraints of first-order sentences, the techniques can be generalized to a wide range of other logics.

The indicated idea above is further improved in [3], where an algorithm — called FastDiag — is introduced which computes a preferred minimal diagnosis while improving performance.

We did not consider works dealing with explanations like MUS (Minimal Unsatisifiable Subset) iteration. When using MUS iteration for re-configuration, a user not only has to manually solve each conflict, but also will not necessarily solve the conflicts in an optimal manner, i.e. only changing a minimal number of selections.

9 Conclusion

We described product configuration for propositional logic based rule sets which are widely used in the automotive industry. We showed applications of SAT solving by two use cases. Furthermore, we showed use cases of how MaxSAT can be used for product configuration when it comes to an invalid configuration. With MaxSAT we are able to re-configure an invalid configuration in an optimal way, i.e. we can compute the minimal number of necessary changes. We embedded both scenarios in configuration processes showing how a user can be guided during the configuration process.

We presented an implementation of a product configurator — ReMax — supporting all of the described use cases using state-of-the-art SAT and MaxSAT solving techniques. From real automotive configuration data from two different German premium car manufacturers we created synthetic product configuration benchmarks for the presented use cases. Besides our own MaxSAT solver we used the external solver msu4 to measure and compare the performance. As our experimental results show, we can re-configure those problem instances in reasonable time. Since these problem instances could be solved within a few seconds, our product configurator could be used as an interactive tool in these cases. Other problem instances took over a minute in the worst case, but is still more than adequate for a responsive batch service. While this may seem long, we were told that the manual configuration of an order without tool support by a trial and error process may well take on the order of half an hour.

We do not claim that our approach is currently fit for use as a consumer configurator. However, many business units of a car manufacturer, such as engineering or after sales are in need of a (re-)configurator that feeds directly off the engineering product documentation. E.g., many test prototypes must be built before start of production with a varying set of options.

Expert users sometimes need some complete car configurations which cover all valid combinations of a subset of options, e.g. for testing purposes. With a SAT based (re-)configurator, an expert user can start the configuration from the desired options instead of tediously following the given configuration process in a usual sales configurator. At any time, the user can ask the configurator for “any completion” or, using MaxSAT, for a “minimal completion” of the partial configuration to a complete configuration.
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Juha Tiihonen¹ and Tomi Männistö² and Alexander Felfernig³

Abstract. We look for means to advance the field of configuration systems via research that is performed rigorously and methodologically with the aim of theory creation. Specifically, we explore the use of Information Systems Design Theory (ISDT) as a framework for defining a design science theory for sales configurator construction. ISDT is the primary output of Design Science research that "shows the principles inherent in the design of an IS artifact that accomplishes some end, based on knowledge of both IT and human behavior". The components of ISDT include purpose and scope, constructs, principles of form and function, artifact mutability, testable propositions, and justificatory knowledge. Generalizing from the novel principles of our earlier work applied in the construction of a sales configuration system called WeCoTin, we present the Sales Configurator Information Systems Design Theory (SCISDT). SCISDT aims to support development of generic configurators (aka configuration toolkits) that enable the creation of configurator instantiations for individual companies or product lines to provide choice navigation capability.

1 Introduction

Underlying this paper is research that attempted to answer the research question “How to construct a practical and computationally well-founded sales configurator?” [1]. As a part of that research, a generic sales configurator was constructed and evaluated [2]. The configurator was named WeCoTin.

Numerous configurators have been developed both as research prototypes and as commercial software. The landmark R1/XCON was deployed at Digital Equipment Corporation in the early 1980s [3]. Major research efforts have been devoted to configurators applicable to solving general configuration tasks instead of a specific domain. These include COSSACK [4], PLAKON [5, 6] and its successor KONWERK [7, 8], and COCOS [9]. In addition, a large number of commercial general-purpose configurators exist. Trilogy SalesBUILDER [10] was among the first. ILOG offered a generic configuration engine to be used in other vendors’ systems [11, 12]. Anderson [13] identified 30 vendors by their Web pages. In addition, prominent enterprise resource planning systems and CRM vendors have one or more configurators, e.g., SAP [14, 15] and Oracle [16-19].

There exists both numerous individual configurator instantiations and general-purpose configurators that enable the creation of such instantiations. However, developing such artifacts is not a scientific contribution as such and deeper principles are required. Many of the approaches to configurator construction could have been conducted within a Design Science framework but have not necessarily been presented as such. In addition, scientific knowledge on different approaches and means for building configurators has been published in different fields of research. For example, a procedure for implementing configurator instantiations based on generic configurators has been proposed [20] and sound principles and requirements on user interaction of configurators have been presented [21, 22]. However, any theories from the design perspective of generic configurator systems are still non-existent. This view is supported by an identified need for formal configuration models and inference tools for providing systematic and comprehensive solutions to practitioners [22].

Thus, we see that it is possible to advance the field of configuration systems via research that is performed rigorously and methodologically with the aim of theory creation. Specifically, we explore the use of Information Systems Design Theory (ISDT) [23] as a framework for defining a design science theory for configurator construction. The underlying idea is that an ISDT can be applied as a prescription when constructing similar artefacts. However, an ISDT must be applied and interpreted in the context of application in an intelligent manner. For example, all aspects of the prescription may not apply in the context or other ISDTs may be applicable as sub-theories.

We use the construction of the WeCoTin sales configurator as a basis for the theory and as an example for illustrating the different parts of the theory.

In the following, we first briefly summarize the existing knowledge and principles behind the creation of configurator systems (Section 2). Thereafter in Section 3, we introduce the Design Science research approach. Section 0 outlines the WeCoTin sales configurator based on our earlier work [1, 2] and introduces ISDT and presents our proposal for the Sales Configurator Information Systems Design Theory (SCISDT). Section 5 concludes.

2 Principles of configurators

Configuration has been a fruitful topic for artificial intelligence research, including problem-solving methods, their efficient implementation, and, to a lesser extent, conceptualizations and languages for representing configuration knowledge. System instantiations based on novel approaches have been described along with their business context.

2.1 Configuration knowledge modeling

Configuration knowledge modeling offers ways to represent configuration models, requirements, and configurations. Three primary types of configuration modeling conceptualizations can be
identified. The first type is actually not a conceptualization. It is based on the idea that configuration knowledge can be directly encoded in the presentation mechanisms of the problem-solving method. At least rule-based approaches, constraint satisfaction and its dynamic extensions, several logic-based approaches, and different formalisms of propose-and-revise methods have been applied; for summaries, see Stumptner [24] Sabin and Weigel [25], and Hubaux et al. [26]. Of these methods, constraint satisfaction is the most widely applied. The second type is configuration-domain-specific conceptualizations, which are independent of problem-solving methods. These can be roughly classified as connection-based [27], resource-based [28], structure-based [5], or function-based [29] approaches. The conceptualizations have little in common, other than the central notion of a component.

The third and the most recent type of conceptualization includes unified approaches that combine the ideas of the individual approaches into a covering ontology or conceptualization. An example of such a conceptualization is [30]. Unified conceptualizations may include component types and their compositional structure, attributes and topological concepts such as ports for specifying connectivity. Resources model the production and use of some entity, such as power or expansion slots. The underlying idea is that some component individuals produce a resource and other component individuals use it. There must be enough production to cover use. Functions represent the functionality that a product individual provides to the customer, the product’s user, or the environment. The idea of functions is to provide a non-technical view to the functionality and features of the product to be configured. These are then mapped to component individuals, attribute values, and connections that implement the desired functionality and features. Concepts discussed above are organized in a taxonomical structure with supertypes, subtypes, and support for inheritance. Constraints provide a general mechanism for specifying the interdependencies of entities. A constraint is a formal rule, logical or mathematical or a mixture of these, specifying a condition that must hold in a correct configuration. A similar synthesis as [30] is based on a representation that employs Unified Modeling Language (UML) [31] with specific stereotypes and Object Constraint Language (OCL) [32], was proposed for modeling configuration knowledge [33-37]. The stereotypes include the connection-oriented and resource-oriented concepts along with a taxonomical hierarchy of component types [33-35, 37].

2.2 Problem solving

Numerous problem-solving methods have been applied to configuration tasks; several overviews of the topic exist. A recent overview of problem solving in configurators is provided in [38]. In their taxonomy of types of problem-solving methods for design and configuration, Wielinga and Schreiber [39] consider configuration problem-solving methods a subtype of design methods. Configuration problem-solving methods can be further divided into knowledge-intensive methods and uniform methods. Uniform methods apply the same reasoning methods to all problems, whereas knowledge-intensive methods use (explicitly modeled) knowledge to constrain and direct problem solving. Knowledge-intensive methods (propose, critique, and modify; case based, and hierarchical) are not considered further in this work: the authors consider uniform methods to already be mature enough for supporting the configuration tasks in sales configuration of many products and services.

Uniform methods include constraint solving and logic-based methods. Constraint satisfaction (CSP) and its extensions have gained significant popularity [12, 40, 41]. Many authors, e.g., Desisto [42] and Haag, Junker & O’Sullivan [43], consider constraint-based methods ideal for solving configuration problems. Constraint-based methods can be extended with preference programming. Here, the idea is to express preferences and to provide inference that supports finding solutions that maximally satisfy preferences in such a way that more important preferences are satisfied before less important ones [45].

Several logic-based methods have been applied to solve configuration problems successfully. These include direct programming in Prolog or through a higher-level modeling layer [46]. Description logics [47] have been applied [48-50]. Constraint logic programming has also been applied [51]. Furthermore, a method has been proposed to translate configuration domain modeling concepts into weight constraint rules [52, 53]. Following this idea, an experimental system, OOADSP, showed the feasibility of checking a configuration, completing a configuration, and performing reconfiguration [54].

Sometimes different problem-solving methods have been combined, such as description logic with constraint satisfaction [11].

2.3 Other aspects

Principles of configurators include numerous less technical aspects. An overview of configuration systems and current topics is given in [55]. Here, we do not attempt to provide a full treatment of these aspects, and we recognize that there is still significant room for future research. Examples of identified configuration related research challenges include personalized configuration, community-based configuration (by a group of users), standardized configuration knowledge representations, intelligent user interfaces for configuration knowledge acquisition, intelligent testing and debugging, and unobtrusive preference elicitation [56]. To our knowledge, it is not common for generic configuration systems to directly support providing the user support capabilities proposed to avoid the product variety paradox [21]: focused navigation, flexible navigation, easy comparison, benefit-cost communication, and user-friendly product-space description capabilities. Many sales configurators even struggle on aspects like consistency checking [22]. However, the application of configurators in business and corresponding effects (e.g., on organization, processes, business performance), and configurator user interaction aspects are relevant and gaining momentum [21, 22, 57-61]. A number of books guide companies on information management required by mass customization, configurator classifications, and selecting a configurator [20, 59, 62].

3 Design Science and theory

The Design Science approach creates and evaluates IT artifacts intended to solve identified organizational problems [63]. The approach is gaining popularity as a framework for research of constructive nature.

---

2 An essay in [44] that is based on the Configuration Workshop of the 17th European Conference on Artificial Intelligence (ECAI 2006).
Hevner et al. [63] characterize the Design Science approach as follows (see Figure 1). The environment defines the problem space in which the phenomena of interest reside. In Information systems (IS) research, the environment consists of people, organizations, and technology. People in an organization perceive, assess, and evaluate business needs in the environmental context of their organization. The business needs perceived by the researcher stem from this context. Research relevance is assured by framing research to address business needs.

Design Science research is conducted through building and evaluation of artifacts designed to meet the identified business need, the ultimate goal being utility. The artifacts can be constructs (vocabulary and symbols), models (abstractions and representations), methods (algorithms and practices), or instantiations (implemented or prototype systems). Evaluation of an artifact often leads to refinements.

Research rigor stems from the appropriate use of the knowledge base. The knowledge base is formed by foundations used in the develop/build phase of research and methodologies used in the justify/evaluate phase. The knowledge base consists of previous contributions to IS research and related disciplines. Contributions in Design Science are assessed by their application to the identified business need in the appropriate environment.

Gregor [64] discussed the nature of theory in the discipline of Information Systems and presented five theory types (see Table 1). Of these, the most relevant to configuration research, and Design Science in more general, is theory type V: design and action, which “Says how to do something. The theory gives explicit prescriptions (e.g., methods, techniques, principles of form and function) for constructing an artifact.” (p. 620). Continuing the idea, Gregor and Jones [23] posit that the primary output of Design Science is Information Systems Design Theory (ISDT). ISDT “shows the principles inherent in the design of an IS artifact that accomplishes some end, based on knowledge of both IT and human behavior. The ISDT allows the prescription of guidelines for further artifacts of the same type.” Thus, contributions are not the artifacts themselves. Rather, contributions are more general prescriptions for artifacts of the same type. According to Gregor [64], a recipe-like prescription exists when theory enables an artifact to be constructed by describing a method or structure for its construction. Gregor and Jones [23] further refine the idea into elements of information system theory. They have identified 8 components; see Table 2.

**Table 1. A Taxonomy of Theory Types in Information Systems Research [64](p. 620)**

<table>
<thead>
<tr>
<th>Theory Type</th>
<th>Distinguishing Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Analysis</td>
<td>Says what is. The theory does not extend beyond analysis and description. No causal relationships among phenomena are specified and no predictions are made.</td>
</tr>
<tr>
<td>II. Explanation</td>
<td>Says what is, how, why, when, and where. The theory provides explanations but does not aim to predict with any precision. There are no testable propositions.</td>
</tr>
<tr>
<td>III Prediction</td>
<td>Says what is and what will be. The theory provides predictions and has testable propositions but does not have well-developed justificatory causal explanations.</td>
</tr>
<tr>
<td>IV. Explanation and prediction</td>
<td>Says what is, how, why, when, where, and what will be. Provides predictions and has both testable propositions and causal explanations.</td>
</tr>
<tr>
<td>V Design and action</td>
<td>Says how to do something. The theory gives explicit prescriptions (e.g., methods, techniques, principles of form and function) for constructing an artifact.</td>
</tr>
</tbody>
</table>
WeCoTin and Sales Configurator Information Systems Design Theory

4.1 WeCoTin sales configurator

WeCoTin consists of two main components: a graphical modeling environment Modeling Tool and a web-based application WeCoTin Configuration Tool that supports the configuration task. WeCoTin Configuration Tool enables users to configure products over the web using a standard browser. The user interface for end users is dynamically generated.

WeCoTin Modeling Tool is used for creating and editing configuration models and additional information needed to generate a user interface for end users.

Configuration models are expressed in Product Configuration Modeling Language (PCML). PCML is object-oriented and declarative. PCML is conceptually based on a function-oriented subset of the configuration knowledge conceptualization of Soïninen et al. [30]. WeCoTin is computationally well founded because it was constructed based on the idea of translation of configuration knowledge into weight constraint rules [52, 53]. In addition, WeCoTin incorporates tools that allow graphical configuration modeling, semi-automatic generation of user interfaces, and several other aspects that ease long-term management.

WeCoTin is implemented using the Java 2 Platform and Java programming language, except for the component Inference Engine, which consists of smodels and lparse programs of the Smodels system that are implemented in C++, and user interface components that employ some JavaScript to generate the HTML and CSS-based web-based UI. XML is applied for some user interface definitions, price lists, and calculation definitions.

4.2 Purpose and scope

Companies with a mass customization strategy need to provide choice navigation capability [67]. Configurators are the primary means to this end. In the scope of this work, generic configurators, aka configuration toolkits, enable the creation of configurator instantiations for individual companies or product lines. Configurators can provide numerous other benefits. On the other hand, taking a configurator into use, and operating and keeping it up to date, also incurs significant costs; the total cost of configurator ownership should be justifiable.

Although there are numerous individual configurator instantiations and generic-purpose configurators that enable such instantiations to be created, it was deemed that none met all the desirable properties that we considered important. The requirements are summarized in [2, 66] and they include: A (sales) configurator should enable

- easy set-up without programming (excluding integrations),
- fluent modeling of products by product experts based on a well-founded high-level modeling conceptualization,
- easy maintenance of configuration knowledge.

In addition, we wanted to experiment with applying answer set programming for problem solving combined with a higher-level configuration modeling and consistent and complete inference.

| Table 2 Components of Information Systems Design Theory [23] and Sales Configurator Information Systems Design Theory (SCISDT). |
|---|---|---|
| Component | ISDT component Description [23] | SCISDT component description (as explicated by WeCoTin) |
| Core components | | |
| 1) Purpose and scope | “What the system is for,” the set of meta-requirements or goals that specifies the type of artifact to which the theory applies and in conjunction also defines the scope, or boundaries, of the theory. | A web-based sales configurator that fulfills a set of major requirements |
| 2) Constructs | Representations of the entities of interest in the theory. | Concepts of configuration knowledge [30], product configuration modeling language PCML, weight constraint rule language. |
| 3) Principle of form and function | The abstract “blueprint” or architecture that describes an IS artifact, either product or method / intervention. | A high-level architecture and main functions of components was presented along with main working principles [2, 65, 66] |
| 4) Artifact mutability | The changes in state of the artifact anticipated in the theory, that is, what degree of artifact change is encompassed by the theory. | WeCoTin has several internal interfaces that enable replacement of major components. It has also been designed to be flexible in numerous aspects, such as different ways to determine prices, and support for several languages. |
| 5) Testable propositions | Truth statements about the design theory. | The main propositions were capability to model and configure real products. Another proposition is adequate performance. These aspects were tested with highly satisfactory results. |
| 6) Justificatory knowledge | The underlying knowledge or theory from the natural or social or design sciences that gives a basis and explanation for the design (kernel theories). | The modeling constructs of PCML were given clear formal semantics by mapping them to the weight constraint rule language. This mapping also enables sound and complete inference by the Smodels system. |
| Additional components | | |
| 7) Principles of implementation | A description of processes for implementing the theory (either product or method) in specific contexts. | To be discussed in an extended version of this paper. |
| 8) Expository instantiation | A physical implementation of the artifact that can assist in representing the theory both as an expository device and for purposes of testing. | WeCoTin. To be discussed in an extended version of this paper. |
4.3 Constructs

ISDT constructs represent the entities that are of interest in the theory, and corresponding terms should be defined as clearly as possible [23].

In the context of this work, it is somewhat challenging to draw the line between the constructs and principles of form and function. Relevant constructs include at least the conceptualization of configuration knowledge, and object-oriented product configuration modeling language (PCML). A sales configurator (WeCoTin) as a whole and its major parts (Modeling Tool, Configuration Tool) also belong to the relevant constructs.

Underlying these as subsystems are the inference engine Smodels [68], its modeling language weight constraint rule language (WCRL), and the method of translating configuration knowledge to WCRL [53]. These underlying subsystems were developed outside the scope of the WeCoTin construction.

It is noteworthy that the conceptualization was constructed in such a way that it retains the natural thinking patterns used in companies to describe the variation of product families. Compositional structure of products and configurable attributes are the main mechanisms for capturing variability. Taxonomy with inheritance generalizes the approach. The full conceptualization also supports connection-oriented constructs and resources that have proven to be useful in earlier work. All these can be given formal semantics by mapping them to a formal language.

4.4 Principle of form and function

Principles of form and function “define the structure, organization, and functioning of the design product or design method. The shape of a design product is seen in the properties, functions, features, or attributes that the product possesses when constructed” [23].

A configurator should have separate environments for the modelers and end users—the concerns are separate. Nevertheless, WeCoTin offers the modeler the capability to rapidly test the created or edited configuration model.

WeCoTin was built on a layered architecture. We propose this as a significant principle of configurator construction. This provided a clear separation of

- formal inference, which in this case is logic-based;
- high-level modeling constructs, which match how the product experts think of configuration and yet can be provided with formal semantics and automatically mapped to a form suitable for inference; and
- the end-user interface, creation of which does not require programming, but is, for example, generated utilizing the high-level modeling language.

The main functions of a configurator include checking for the consistency and completeness of a configuration, with the capability to prevent from ordering a product based on an incomplete or inconsistent configuration. Price is an integral element that must be managed within the scope of a configuration task.

A hierarchy of modeling languages needs to match the layered architecture. In the case of WeCoTin, the high-level configuration modeling language (PCML) is aimed to be adequate for modelers. This is compiled into a formal weight constraint rule language with variables. Finally, WCRL is compiled into a simple basic constraint rule language without variables. This principle provides theoretical grounding and allows for sound and complete inference.

We feel that future configurators should support recommendation functionality to support users with choice navigation. Case-based recommendation approaches seem to be potentially viable (e.g. [69]), but further research is required. Future sales configurator ISDTs should address user interaction more thoroughly, e.g. along the lines of [21, 22].

4.5 Artifact mutability

WeCoTin has several internal interfaces that enable replacement of major components. For example, Smodels could be relatively easily replaced with another inference engine based on answer set programming. There are interfaces for configuration model manipulation and manipulation of configurations. These make it easier to create different modeling environments and user interfaces for end users.

WeCoTin has also been designed to be flexible in numerous respects, such as different ways to determine prices, and built-in support for several end-user languages and tax models. Product changes do not require programming changes in the user interface for end users: a template gives the general visual appearance, and WeCoTin generates the product-specific part (the modeler can change the input control types and determine their sequencing).

However, architectural mutability and suitability for generic tasks including dimensioning and connections could potentially be higher. Generic dimensioning tasks would require integrating additional inference or calculation mechanisms; user-specified connections would require appropriate user interface support. In some configuration tasks, a dynamically determined flow of the configuration process based on previous answers would be necessary. There are no specific provisions for these needs.

4.6 Testable propositions

The main propositions were capability to model and configure real products and adequate performance in this context. These aspects were tested with highly satisfactory results.

Created 26 sales configuration models were characterized in terms of size and modeling constructs that were applied [70]. The sales configuration view of 14 real-world products was modeled in their entirety (some with extra demonstration features, one in 2 variants), and 8 partial products or concepts. These offerings came from 10 organizations representing machine industry, healthcare, telecommunications services, insurance services, maintenance services, software configuration, and construction. The created models were small, but representative of the Finnish industry. Among larger models was ‘Broadband’ that had 66 feature types, 453 effective attributes (the sum of inherited and locally defined attributes in concrete types) and 43 type level “generic” constraints. A semi-automatically generated Linux model had 626 feature types, 4369 effective attributes, and 2380 constraints.

WeCoTin had demonstrably adequate performance with the four models that were systematically tested [71]. We obtained additional performance evaluation by configuring all the characterized products using the WeCoTin user interface (Linux only partially) with a 2.4 GHz Intel Core 2 Duo laptop. All configuration models had a feeling of instant response, except the “Broadband” model’s response time was slightly more than 3 seconds before an attribute with 436 possible values was specified, after which the response time decreased to less than a second. Linux was too slow to be
usable. Also, the compilation time from PCML to WCRL and then to BCRL was very satisfactory: a script that compiled all the characterized configuration models, except Linux, and a few additional test and sample models ran in 32 seconds. For the Linux model, achieving sufficient performance would require at least the capability to control when full inference (with finding a configuration) is performed, and possibly other optimizations.

Using WCRL and Smodels to provide inference seems to be a feasible proposition for building a sales configurator. The typical approach in previous work has been based on constraint satisfaction.

4.7 Justificatory knowledge

The configuration knowledge conceptualization is based on a synthesis of previous work and additional experiences from interviews in ten companies and two case studies [72-75].

PCML allows the variability of products to be expressed on a high level that product experts can understand. Furthermore, the modeling constructs of PCML were given clear formal semantics by being mapped to a weight constraint rule language. This mapping enables sound and complete inference by the Smodels system, by being mapped to a weight constraint rule language. This mapping ensures sound and complete inference by the Smodels system, giving a foundation to the claim that, if a sales configurator is built on such well-founded principles, a working sales configurator can be implemented.

New methods of characterizing configuration models and measuring configurator performance were developed [70, 71]. Numerous configuration models based on the variability of real offerings were developed [2, 70]. These show how WeCoTin could be applied in respective companies to provide choice navigation support.

5 Conclusions

In this paper, we presented, to our knowledge, the first attempt to construct an Information System Design in the context of configuration systems. An ISDT for sales configurators (SCISDT) fulfilling a set of major requirements was presented. SCISDT is based on the design of WeCoTin, a sales configurator that supports mass customization of complex products.

The main components of SCISDT are as follows. The purpose and scope are to construct a web-based sales configurator that fulfills a set of major requirements. The major constructs include a high-level object-oriented configuration modeling language that is based on a well-founded conceptualization that can be mapped to a language with an inference engine to support the configuration task. The principles of form and function include a high-level layered architecture with a matching hierarchy of modeling languages. Artifact mutability includes several internal interfaces and built-in flexibility with respect to numerous aspects that allow for application of the constructed sales configurator more widely than for one specific domain only. The main testable propositions are capability to model and configure real products and adequate performance. Justificatory knowledge includes providing the major modeling constructs clear formal semantics by mapping them to a language with appropriate formal semantics and support for the required inference capabilities.

Although we specifically addressed sales configurators, the Design Science approach can potentially be applied in other configuration related contexts. The authors view that applying the Design Science approach can help to ensure the rigor and relevance of configuration research. Contributions can be the additions to the knowledge base as suggested by Hevner et al. [63], or (ISDT) theories.
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Open Configuration: a New Approach to Product Customization

Linda L. Zhang¹ and Xiaoyu Chen*¹,² and Andreas Falkner³ and Chengbin Chu⁴

Abstract. State-of-the-art product configuration enables companies to deliver customized products by selecting and assembling predefined configuration elements based on known relationships. This paper introduces an innovative concept, open configuration, in order to assist companies in configuring products that correspond exactly to what customers want. Superior to product configuration, open configuration involves both predefined configuration elements and new ones in configuring customized products. As a first step, this study explains the concept of open configuration and the basic principles. It also discusses in detail the challenges involved in open configuration, such as conceptual model development, open configuration optimization, and open configuration knowledge representation.

1 INTRODUCTION

With the advancement of design and manufacturing technologies, customers are no longer satisfied with standardized products. They increasingly demand products that could satisfy their individual needs. As a result, companies need to timely offer customized products at affordable costs to survive [1]. With traditional design approaches, companies cannot efficiently develop customized products [2, 3]. Product configuration has been proposed to enable companies to deliver customized products at low costs with short delivery times. Product configuration has been widely applied to a variety of industries, including computer, telecommunication systems, transportation, industrial products, medical systems and services [4]. It brings companies a number of advantages in delivering required products. These advantages include managing product variety [5], shortening delivery time [6], improving product quality [7], simplifying order acquisition and fulfillment activities [8], etc.

Product configuration has received much attention from industrial and academia alike. Researchers have approached product configuration from different perspectives and have developed diverse methods, methodologies, approaches, and algorithms to solve different configuration issues and problems. In the rest of this paper, Section 2 uses a fridge configuration example to illustrate the limitation of product configuration, i.e., the product configured lie in a known range in accordance with the predefined components. Section 3 introduces the concept of open configuration, its basic principles, and its process. Section 4 sheds lights on the challenges involved in open configuration. We end the paper in Section 5 by pointing out the ongoing research that we are working on.

2 PRODUCT CONFIGURATION

As a special design activity, product configuration capitalizes on design results, such as components, attributes and their relationships [9, 10]. It entails such a process that based on given customer requirements, suitable components are selected from the set of predefined component types; the selected components are evaluated and further arranged into products according to the configuration constraints and rules.

Take fridge configuration as an example. Assume in this example, there are 6 component types, including Refrigerator (R), Freezer (F), Freezer drawer (Fd), Variable compartment (V), Base (B), Outer casing (O). Each component type is defined by a set of attributes (number, size, price) and each attribute can assume a number of values. Table 1 summarizes these component types, the attributes, and attribute values.

For example, \( N_s := (1, 2) \) represents the number of Refrigerators in one fridge can be 1 or 2; \( N_s := (\text{small}, \text{medium}, \text{large}, \text{extra-large}) \) indicates the component Refrigerator has four different sizes: small, medium, large, extra-large. Price mentioned hereinafter states the price of the configured fridge.
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Table 1. The attributes of the fridge components.

<table>
<thead>
<tr>
<th>Component types</th>
<th>Number</th>
<th>Size</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refrigerator</td>
<td>1-2</td>
<td>small, large, extra-large</td>
<td>depending on size</td>
</tr>
<tr>
<td>Freezer</td>
<td>0-1</td>
<td>small, large, extra-large</td>
<td>depending on size</td>
</tr>
<tr>
<td>Freezer drawer</td>
<td>0-2</td>
<td>small</td>
<td>(P(Fd)) (i.e., a fixed price)</td>
</tr>
<tr>
<td>Variable compartment</td>
<td>0-1</td>
<td>small</td>
<td>(P(V)) (i.e., a fixed price)</td>
</tr>
<tr>
<td>Base</td>
<td>1</td>
<td>standard, wide</td>
<td>depending on size</td>
</tr>
<tr>
<td>Outer casing</td>
<td>1</td>
<td>standard, wide</td>
<td>depending on size</td>
</tr>
</tbody>
</table>

There are relationships among components, among attributes, and between components and attributes. For examples, \((S_p = \text{large}, N_p = 1) \rightarrow (S_f = \text{small})\) means if one large sized Refrigerator and one Freezer are selected, the size of the Freezer is small; \(N_{freezer} \neq 0 \rightarrow (N_f = 2, S_f = \text{medium})\) states that if the component Freezer drawer is selected then two medium Refrigerators are required. The other relationships include: \((S_f = \text{medium}, N_f = 0) \rightarrow N_f = 2; (S_f = \text{small}, S_p = \text{small}) \rightarrow N_p = 1; (S_p = \text{extra-large}, N_p = 1) \rightarrow (S_f = \text{extra-large}); (S_f = \text{extra-large}) \rightarrow (S_f = \text{wide}, S_p = \text{wide}); (N_f = 1, N_p = 0) \rightarrow (N_p = 1, S_p = \text{large}, S_f = \text{small}); (S_f = \text{small}, N_f = 1) \rightarrow (S_f = \text{large}).\)

There are four additional rules, including (1) \((N_p + N_f + N_{freezer}) \leq 3\), meaning the total number of Refrigerator, Variable compartment, and Freezer in one fridge should be no more than 3, (2) \(N_p = 2 \rightarrow N_f + N_{freezer} = 0\), indicating if two Refrigerators are selected, the number of Freezer and Variable compartment is zero, (3) \(N_{freezer} + N_f = 0\) representing that Freezer cannot be selected together with Freezer drawer, and (4) \(N_{freezer} + N_f = 0\) indicating that Freezer drawer cannot be selected together with Variable compartment.

According to the above pre-defined components and their relationships, only 17 fridge configurations are available as possible solutions. While Fig. 1 shows 8 fridge configurations due to the space issue, different positions of components in Fig. 1.e, Fig. 1.d, Fig. 1.e, Fig. 1.f, and Fig. 1.g lead to the other 9 fridge configurations. (Note: Fridges from the left to the right are arranged based on the increase of price.) Take fridge f in Fig. 1 as an example to explain the components and their attributes in the configuration solution. This fridge configuration is represented as \(FC_f = \{R:1, \text{small}; F:1, \text{small}; FC:1, \text{standard}; O:1, \text{standard}\}\).

It has one small Refrigerator on top, one small Variable compartment in the middle, one small Freezer at the bottom, one standard Base, and one standard Outer casing.

Suppose the requirements from a customer include a cheaper fridge with a freezer and a large refrigerator. In accordance with these requirements, the constraints can be modeled as \(R(1, \text{large}), N_p = 1, \text{min} P\). The configured fridge must satisfy these constraints and additional rules mentioned earlier while fulfilling the customer requirements. In this regard, the constraints \(R(1, \text{large})\) and \(N_p = 1\) limit the possible choices to \(\{FC, FC\}\), i.e., the configuration solutions shown in Figs. 1.c and 1.e. The cost constraint \(\text{min} P\) indicating the minimal price results in the final solution to be \(FC = \{R:1, \text{large}; F:1, \text{small}; FC:1, \text{standard}; O:1, \text{standard}\}\).

As only predefined elements are involved, product configuration fails to provide customized products in a true sense or provides these products which can meet unforeseen customer requirements. Take the above fridge configuration as an example. Suppose that the requirements from another customer include any of the following:

- a fridge consisting of only one medium refrigerator,
- a fridge consisting of 2 freezers,
- an outer casing with a special color, and
- a cheaper fridge to be moved easily and with at least one freezer drawer.

In general, the first two requirements violate some predefined constraints (although the first one requires a new - lower - type of outer casing as a side-effect); the last two introduce new concepts. In more detail, the third requirement requires a new attribute value for the component outer casing. The last one is more complex. A part of it, i.e., being cheaper and with one freezer drawer, can be fulfilled by the predefined functions and components, while the rest cannot be fulfilled by the available functions, thus calling for a new function: ‘to be movable’. This new function, in turn, needs new components, such as ‘wheels’, ‘brakes’, etc., which are necessary for delivering this function. Because of the lack of these components, product configuration can provide the customer with one of the fridges shown in Fig. 1 without satisfying all his requirements. The customer, thus, has to accept this fridge by making compromise (e.g., accept a cheapest fridge with a freezer drawer, which cannot be moved easily).

3 OPEN CONFIGURATION

In order to help companies configure customized products that correspond exactly to what a customer requires, this paper puts forward the concept of open configuration. The basic principle and general process of open configuration are introduced below.

3.1 Open configuration concept

Built on top of product configuration, open configuration is to configure customized products to meet customer requirements in a true sense. Similar as product configuration, it utilizes design results, selects components, and arranges the selected components according to constraints and rules. In extension to product configuration, it involves new component design, more specifically the specification of functions and the selection of the corresponding components. In addition, it deals with the modification of the predefined components, which allows the integration of new configuration elements.

3.2 Open configuration overview and process

Open configuration involves two types of knowledge: predefined knowledge and dynamic knowledge. Predefined knowledge relates
to predefined functions, components, and relationships; dynamic knowledge is associated with newly defined elements. In relation to these customer requirements, which can be fulfilled by the predefined functions (i.e., Type I requirements in Fig. 2), the corresponding components are selected, while for these requirements, which cannot be fulfilled by the predefined functions (i.e., Type II requirements in the figure), new functions and corresponding components are specified. The specification of these new configuration elements contributes to the extension of the dynamic knowledge. The relationships among the predefined elements and the newly defined elements are specified as well. This specification contributes to the interaction between the predefined knowledge and the dynamic knowledge. By respecting the constraints embedded in both the predefined and dynamic knowledge, all necessary components are selected, modified, and arranged into a customized product.

**Figure 2. Open configuration overview**

In more detail, suppose that given customer requirements are valid, complete and do not conflict with one another. These requirements are evaluated first to determine whether or not they can be fulfilled by the available configuration elements (i.e., functions and components). According to the evaluation results, these requirements are classified into Type I and Type II requirements. Fig. 3 summarizes this process.

**Figure 3. Open configuration process**

For Type II requirements, new functions are specified and all possible components which can realize these functions are subsequently determined. Also specified are the relationships among functions, among components, and between functions and components. This process contributes to the extension of the dynamic knowledge. For Type I requirements, all possible components are selected from the predefined ones. In addition, to be compatible with the newly introduced components, some predefined components are modified by respecting constraints and rules embedded in the predefined and dynamic knowledge. This process reflects the interaction between the dynamic and predefined knowledge. From the modified components, newly introduced components, and selected predefined components, suitable components are further selected for forming configuration alternatives, which can meet customer requirements. In the selection, consistency and compatibility evaluations might be carried out. The selected components are arranged into product configuration alternatives by following the product structure described in the dynamic and predefined knowledge. These configuration alternatives are further evaluated under certain criteria. Based on the evaluation results, the optimal one or multiple are suggested to customers.

## 4 Challenges Involved in Open Configuration

In accordance with the involvement of new configuration elements, open configuration changes the basic assumptions and reasoning processes of product configuration. In this regard, there are a number of potential challenges involved in open configuration. Due to the page limitation, this paper discusses five of these challenges, including open configuration modeling, system design and development, open configuration solving, open configuration optimization, and open configuration knowledge representation.

### 4.1 Open configuration modeling

Open configuration modeling addresses the modeling of open configuration knowledge and the reasoning mechanism for using the configuration knowledge. The modeling of open configuration knowledge is to model configuration elements, constraints, and rules. It involves two kinds of knowledge: predefined knowledge and dynamic knowledge. A product model and corresponding functional architectures should be developed for defining and further classifying the two different types of knowledge. The modeling of the reasoning mechanism is to shed light on (1) how new functions are specified, (2) how new components are determined, and (3) how components are selected and arranged into products.

In open configuration modeling, the components and functions are characterized by their attributes, while the inter-connections among the components are represented by connections and ports. The modeling of the dynamic knowledge needs to take into account the fact that new functions and components are added based on the unforeseen customer requirements. Thus, its modeling involves newly-added concepts, constraints, and rules. The modeling of the predefined knowledge needs to consider these predefined components, modified components, and their relationships. The interaction between predefined knowledge and dynamic knowledge needs to be modeled as well.

Open configuration modeling is more sophisticated than configuration modeling due to the involvement of the dynamic knowledge. In this regard, it is interesting to see whether or not these techniques which are suitable for modeling product configuration (e.g., Unified Modeling Language (UML), Alloy, and generative Constraint Satisfaction Problem (CSP) [11]) can be used to model open configuration. If these techniques are feasible, how can they be modified or adjusted to model open configuration. If these techniques are not feasible, new modeling formalisms and constructs are to be developed.

### 4.2 System design and development

System design and development for open configuration refers to the design and development of the computer information system to implement open configuration, i.e., open configurators. Open
configurators consist of a customer input module which deals with customer requirements evaluation, open configuration knowledge bases, reasoning and evaluation mechanisms, optimization and diagnosis mechanisms, and an output module which communicates the configuration results with users. Different from product configurators, open configurators involve two knowledge bases: a knowledge base for the predefined knowledge and the other for the dynamic knowledge. Joint reasoning mechanisms between the two knowledge bases are required, which mainly associate with interacting and integrating elements from the two knowledge bases. For the dynamic knowledge base, new elements design modules are needed to develop and maintain this knowledge base. The new elements design modules include the module for specifying new functions with respect to the requirements, the module for selecting new components to fulfill new functions and the module for interfacing with the predefined elements. For the predefined knowledge base, different from product configurators, there need to be a modification module for modify existing components to be compatible with the new ones.

In designing and developing open configurators, the techniques should have the ability to model dynamic knowledge and the interaction between dynamic knowledge and predefined knowledge. In this regard, the available system design techniques for product configuration may need to be modified in designing and developing open configurators.

4.3 Open configuration knowledge representation

Open configuration knowledge representation entails the effective organization of open configuration knowledge, including the predefined and dynamic knowledge. It logically uniformly the open configuration knowledge and enables the utilization of the knowledge in different configuration tasks.

The representation of open configuration knowledge includes the representation of predefined components, relationships, constraints and rules; the representation of newly-added components, relationships, constraints and rules; and the representation of the constraints and relationships between predefined knowledge and newly added knowledge. From the experience of the knowledge representation for product configuration, open configuration should be considered as both a classification problem (i.e., capturing the aspects of taxonomy and topology) and a constraint satisfaction problem (i.e., capturing the aspects of constraints and resource balancing). Considering the dynamic and indeterminate feature of open configuration, it might be potentially challenging to capture different aspects of open configuration knowledge (e.g., taxonomy, topology, constraints, and resource balancing) in one model. Further studies may try to design new models (or sub models to be embedded in the available tools) separately on each aspect and joint them together to represent the knowledge.

4.4 Open configuration solving

Open configuration solving relates to the development and application of algorithms or other tools to solve open configuration problems. In solving an open configuration problem, the problem needs to be modeled first with respect to customer requirements and configuration rules. To solve this model, algorithms need to be developed subsequently.

In the situation that customer requirements demand new functions, the dynamic knowledge will be specified. The modeling of open configuration problem will associate with the interaction between the customer requirements and two types of knowledge (predefined knowledge and dynamic knowledge). The main difficulties are (1) the modeling of new function specification, (2) the modeling of new components selection according to the customer requirements, (3) and the modeling of the interaction between new components and selected existing components. After modeling an open configuration problem, suitable algorithms need to be developed to solve the model. Because of the differences between product configuration and open configuration and the corresponding differences between a product configuration model and an open configuration model, these algorithms, which are suitable for product configuration solving, may not be applicable for open configuration solving. Thus, new algorithms are to be developed.

4.5 Open configuration optimization

During each step of open configuration, optimal functions, components and structures need to be specified from a number of alternatives. The dynamic feature of open configuration increases the degree of difficulty in optimizing the new functions, new components, and the interaction between new components and predefined ones. In this regard, an explicit optimization mechanism needs to be developed.

In accordance with the open configuration process discussed earlier, the optimization mechanism should evaluate the configuration elements at three levels. In the first level, the mechanism should evaluate all the possible function alternatives for fulfilling Type II requirements and decide on the optimal ones. This optimization might be based on, e.g., the performance and completeness of these function alternatives. In the second level, the mechanism should evaluate all the possible component alternatives for delivering the determined new functions and decide on the optimal ones. This optimization may take into account, e.g., the compatibility among the new components and the interaction with predefined components. In the third level, the mechanism should evaluate all the product configuration alternatives and decide on the optimal ones. This optimization may consider, e.g., product reliability.

5 CONCLUSION

In response to the limitation of product configuration, this paper proposed open configuration to help design customer-driven product in a true sense. It introduced the concept and process of open configuration. It also discussed several challenges involved in open configuration. Currently, we are working on the formulation of open configuration. In the formulation, new components, relationships among new components, and relationships between new components and existing components will be defined and modeled. This formulation is to rigorously define open configuration and shed light on the reasoning behind open configuration.
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Towards an understanding of how the capabilities deployed by a Web-based sales configurator can increase the benefits of possessing a mass-customized product

Chiara Grosso\(^1\) and Alessio Trentin\(^1\) and Cipriano Forza\(^1\)

Abstract. Manufacturers that adopt mass customization are paying a growing attention to understanding not only how product customization can be delivered efficiently, but also how this strategy can create value for their customers. As reported in literature, the customer-perceived value of a mass-customized product also depends on the uniqueness and self-expressiveness benefits that a customer may experience above and beyond the traditionally considered utility of possessing a product that fits with the customer’s functional and aesthetic needs. Increasing customer-perceived value by delivering uniqueness and self-expressiveness benefits can therefore be one key in augmenting the customer’s willingness to pay for a mass-customized product. This paper conceptually develops and empirically tests the hypotheses that five sales-configurator capabilities previously defined in literature increase uniqueness and self-expressiveness benefits of a mass-customized product, in addition to the traditionally considered utilitarian benefit. The hypothesized relationships have been tested by analyzing self-customization experiences made by engineering students using a set of real Web-based sales configurators of different consumer goods. The analysis results show that easy comparison, flexible navigation and focused navigation capabilities have a positive impact on each of the considered benefits, while user-friendly product space description and benefit-cost communication capabilities have a positive impact on utilitarian benefit only. The findings of this study complement previous research results on what characteristics sales configurators should have to increase consumer-perceived benefits of mass customization.

1 Introduction

According to Pine [42, p.48] mass customization is defined as "developing, producing, marketing and delivering affordable goods and services with enough variety and customization that nearly everyone finds exactly what they want". Nowadays, mass-customization strategies are more and more widespread and, therefore, mass customizers may need to identify unexploited sources of differentiation advantage [35].
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In such a context, increasing the customer-perceived benefits of possessing a mass-customized product can be one key in delivering value that exceeds those of competing mass customizers’ offerings. In particular, manufacturers that adopt mass customization need to take into account the various benefits that consumers can experience from mass-customization and the product value implication for customers [51]. While early literature emphasized the utilitarian benefit of possessing a product that better fit with one's idiosyncratic functional and aesthetic needs, the recent literature has developed more sophisticated knowledge of the value implications of mass customization to individual customers [20]. In particular, it has recently been acknowledged that providing other benefits in addition to the utilitarian one is crucial in augmenting customers’ willingness to pay.

Since mass customizers are increasingly adopting Web-based sales configurators, it is important to understand what characteristics sales configurators should have to increase customer-perceived benefits of a mass-customized product. Previous research, however, has focused on how sales configurators should be designed to increase the traditionally considered utilitarian benefit of owning a self-customized product. The present paper offers additional insights into this issue by conceptually developing and empirically testing hypotheses on how capabilities deployed by a Web-based sales configurator can increase the benefits of possessing a mass-customized product.

2 Background

2.1 Consumer perceived benefits of a mass-customized product

According to Holbrook [33], every consumption experience involves an interaction between a subject and an object, where the subject of interest is a consumer or customer and the object of interest is some product or service. The value that the consumer gains from the consumption experience is created through that interaction [19]. Mass customization allows customers to ask for new personalized products at a level of individualized tailoring that was never possible before [1]. Addis and Holbrook [1] identified a trend that the same authors called 'an explosion of subjectivity' [1, p.2] to denote the emerging phenomenon of a more widespread role that individual subjectivity plays in consumption, where the term 'subjectivity' refers to a personal psychological state - that is, one's...
own way of feeling, thinking, or perceiving. According to these authors, mass customization implicitly recognizes the growing importance of consumer subjectivity.

Previous mass-customization studies on mass-customized product value [26, 38, 26, 47] explain that, in addition to the well-researched utilitarian benefit, there are two benefits, namely uniqueness and self-expressiveness benefits, which a consumer could derive from the possession of a mass-customized product.

Utilitarian benefit, according to Merle et al. [38], is a benefit deriving from the closeness of fit between product objective characteristics (i.e. aesthetical and functional characteristics) and an individual’s preferences. In other terms, utilitarian benefit derives from the fact that the self-customized product fulfills the individual’s idiosyncratic functional and aesthetical needs [1].

The uniqueness benefit of possessing a mass-customized product is defined by Merle et al [38] as the benefit that a consumer derives from the opportunity to assert his/her personal uniqueness by using a customized product. Uniqueness benefit is related to the symbolic meanings a person attributes to the objects as a result of social construction [12, 52, 49, 53, 29, 39]. Brewer’s [8] optimal distinctiveness theory posits that people have opposing motives to fit in and stand out from social groups. A series of studies by Brewer and colleagues e.g. [9] has shown that, whereas threats to one’s inclusionary status produce increased attempts to fit in and conform, threats to one’s individuality produce attempts to demonstrate how different one is from the rest of the group. Consequently, uniqueness benefit deriving from a mass-customized product will meet the individual need to assert his/her own personality by differentiating his/her self from others [21, 50].

Self-expressiveness benefit is defined by Merle et al. [38] as the benefit that originates from the opportunity to possess a product that is a reflection of the consumer’s image. This is in accordance with the self-consistency motive underlying self-concept, where the term “self-consistency” denotes the tendency for an individual to behave consistently with his/her view of his/her self [48]. Like uniqueness, self-expressiveness benefit is related to the symbolic meanings a person attributes to the objects as a result of social construction [12, 52, 49, 53, 29, 39]. According to Belk [4], possessions are often extension of the self. As Belk states, “people seek, express, confirm, and ascertain a sense of being through what they have” [4, p.146]. The above statement implicitly relates identity with consumption. Consumers deliberately acquire things and engage in consumption practices to achieve a pre-conceived notion of their selves [46]. Thus, a mass-customized product will accomplish an individual’s need for self-consistency through the possession of a product that is a reflection of his/her self.

2.2 Sales configurators

Consistent with previous research [23, 32, 30], we define sales configurators as knowledge-based software applications that support a potential customer, or a sales-person interacting with the customer, in completely and correctly specifying a product solution within a company’s product offer.

The benefits and challenges of implementing and using a sales configurator have been the focus of several researches e.g. [54, 23, 34, 57, 58, 30-31]. Relatively less studies, however, have addressed the question of what characteristics a sales configurator should have to increase such benefits and alleviate such challenges. For example, Randall et al. [43] suggest that, depending on a customer’s expertise with a product, a sales configurator should present either product functions and product performance characteristics or design parameters to the potential customer. Another example is Chang et al.’s [13] recommendation that a sales configurator provides potential customers with examples of configured products, in order to offer them guidance about what to do. More recently, Trentin et al. [56] have conceptualized five sales-configurator capabilities based on previous research recommendations. The definitions of such capabilities are reported in Table 1.

<table>
<thead>
<tr>
<th>Capability</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benefit-cost communication</td>
<td>The ability to effectively communicate the consequences of the configuration choices made by a potential customer both in terms of what he/she would get and in terms of what he/she would give</td>
</tr>
<tr>
<td>User-friendly product-space description</td>
<td>The ability to adapt the description of a company’s product space to the individual characteristics of a potential customer as well as to the situational characteristics of his/her using of a sales configurator</td>
</tr>
<tr>
<td>Easy comparison</td>
<td>The ability to support sales-configurator users in comparing product configurations they have previously created</td>
</tr>
<tr>
<td>Flexible navigation</td>
<td>The ability to let sales-configurator users easily and quickly modify a product configuration they have previously created or are currently creating</td>
</tr>
<tr>
<td>Focused navigation</td>
<td>The ability to quickly focus a potential customer’s search on those solutions of a company’s product space that are most relevant to the customer himself/herself</td>
</tr>
</tbody>
</table>

Previous studies on sales configurators, however, have typically regarded the mass-customized product only as a source of utilitarian benefits related to the fulfillment of customers’ functional and aesthetical needs. As discussed in the previous section, however, a mass-customized product can also be a source of benefits resulting from uniqueness and self-expressiveness. What characteristics a sales configurator should have to increase uniqueness and self-expressiveness benefits is therefore a question that deserves additional research, as previously pointed out by Schreier [47] or Franke and Schreier [28].

3 Research hypotheses

In addressing the question raised at the end of the previous section, we draw upon the five sales-configurator capabilities conceptualized by Trentin et al.[55, 56] based on prior research on sales configurators. For each of these capabilities, we develop hypotheses about its effects on both uniqueness benefit and self-expressiveness benefit, as well as on the traditionally considered utilitarian benefit of possessing a mass-customized product.

In the existing literature, a number of studies make the point that, to increase the utilitarian benefit of possessing a mass-customized product, a sales configurator should support a company’s potential customer in learning about the options available within the company’s solution space, in learning about how these options are
useful in fulfilling his/her preferences and in learning about his/her preferences themselves e.g., [62, 43, 44]. The more a sales configurator supports such a learning process about one or more of these aspects during the configuration task, the more a potential customer is enabled to create, within a company’s product space, the configuration that best fits with his/her objective needs [59, 25]. Prior research has focused on product fit with an individual’s functional and aesthetic needs, which leads to the traditionally considered utilitarian benefit. However, this also applies to product fit with an individual’s need for asserting his/her own personality by differentiating his/her self from others. Consequently, such a learning process also augments the uniqueness benefit that a customer will enjoy from the possession of the configured product. Finally, this also applies to product fit with an individual’s need for behaving consistently with his/her view of his/her self by possessing a product that reflects his/her self concept. Accordingly, such a learning process also increases the self-expressiveness benefit that a customer will derive from the product configuration eventually purchased.

Clearly, the more effective the learning process enabled by a sales configurator, the greater the utilitarian benefit, the uniqueness benefit and the self-expressiveness benefit of possessing the configured product. While Franke and Hader [25, p.16] find that the learning effects of single self-customization experiences persist only a few minutes with sales configurators “that were not even specifically designed for learning purposes are remarkable”, we argue that such learning effects are greater if a sales configurator deploys a higher level of each of the capabilities conceptualized by Trentin et al. [55, 56] based on prior research on sales configurators.

A sales configurator with a higher level of flexible navigation capability allows a potential customer to go through a greater number of complete trial-and-error cycles to evaluate the effects of his/her prior choices and to improve upon them. This is because this kind of sales configurator allows its users to change, at any step of the configuration process, the choice they made at any previous stage without having to begin the process all over again and allows them to immediately recover a previous configuration in case they decide to reject the newly-created one [56]. By conducting more trial-and-error tests, the potential customer learns more about the available choice options and the value he/she would derive from them [59, 60].

A sales configurator with a higher level of user-friendly product space description capability promotes a potential customer’s learning process by increasing the congruence between the challenges of the configuration task and the abilities of the configurator user. This is because a sales configurator with this capability presents product space information to potential customers using the most suitable format (e.g., text, image, animation,…) depending on their skill levels and cognitive styles and offers different types of choices (e.g., among product functions and performance levels rather than among product components, or vice versa) according to the users’ prior knowledge about the product [56]. In addition, such a sales configurator allows its users to decide for themselves how many feedback details they want to tackle, without forcing them to process information content they do not value [56]. By tailoring the sales configuration experience to each individual user’s characteristics on both the content and presentation levels [36], a sales configurator with higher user-friendly product space description reduces the risk that the configuration task is too difficult and, therefore, the user reacts with frustration. At the same time, such a sales configurator alleviates the risk that the configuration task is too easy and, thus, the individual gets bored. In both cases, the effectiveness of the learning process would be undermined [3, 63, 41].

A sales configurator with a higher level of focused navigation capability increases learning effects by tailoring the sales configuration experience to each individual user’s characteristics on the interaction level [36]. A sales configurator with this capability enables its users to freely prioritize their choices regarding the various attributes of a product and, therefore, allows them to quickly eliminate options they regard as certainly inappropriate from further consideration [56]. In addition, such a sales configurator enables its users to decide for themselves how many configuration options they want to tackle, as not all potential customers are necessarily interested in, and/or able to fully exploit the potential of customization offered by a company [43]. In this manner, this kind of sales configurator reduces the risk that the configuration task is frustrating as well as the risk that it is boring, and both of these situations would undermine the effectiveness of the learning process [3, 63, 41].

A sales configurator with a higher level of benefit-cost communication capability promotes a potential customer’s learning process by providing him/her with better pre-purchase feedback on the effects of his/her configuration choices. Such a sales configurator is more effective in explaining the benefits the customer would derive from consumption of the configured product, as well as the monetary and nonmonetary sacrifices that the customer would bear for obtaining that product [56]. For example, a sales configurator with a higher level of benefit-cost communication capability takes advantage of three-dimensional Web and virtual try-on technologies to more closely simulate customers’ real-world interactions with their configured products [18, 14]. As the feedback provided by the sales configurator improves, so does the effectiveness of the potential customer’s learning process [10].

Finally, a sales configurator with a higher level of easy comparison capability increases learning effects by providing better pre-purchase feedback on the effects of the configuration choices made by a potential customer. This is because such a sales configurator allows its users to compare previously-saved configurations on the same screen and to rank-order them based on some criterion that is meaningful to the users [56]. Again, the better the feedback provided, the more effective the customer’s learning process [10].

As each of the sales configurator capabilities mentioned above make the learning process more effective and the effectiveness of such a learning process increases the utilitarian benefit, the uniqueness benefit and the self-expressiveness benefit of the configured product eventually purchased, we posit the following hypotheses, which are graphically summarized in Figure 1.

**HXa.** The higher the level of flexible navigation capability (H1a), focus navigation capability (H2a), benefit-cost communication capability (H3a), user-friendly product space description (H4a), easy comparison capability (H5a) deployed by a sales configurator, the greater the utilitarian benefit that a consumer derives from a product self-customized using that configurator.

**HXb.** The higher the level of flexible navigation capability
(H1b), focus navigation capability (H2b), benefit-cost communication capability (H3b), user-friendly product space description (H4b), easy comparison capability (H5b) deployed by a sales configurator, the greater the uniqueness benefit that a consumer derives from a product self-customized using that configurator.

Hxc. The higher the level of flexible navigation capability (H1c), focus navigation capability (H2c), benefit-cost communication capability (H3c), user-friendly product space description (H4c), easy comparison capability (H5c) deployed by a sales configurator, the greater the self-expressiveness benefit that a consumer derives from a product self-customized using that configurator.

Figure 1. Research hypotheses overview

4 Method

To test our hypotheses we conducted an empirical analysis using data collected from a sample of 675 sales-configuration experiences made by 75 students at the authors’ university (age range: 24-27; 30% females). Each participant was asked to make one mass-customization experience on each of nine pre-assigned Web-based sales configurators and, for each experience, to fill out a questionnaire covering the constructs of interest (see Appendix A), for a total of 675 mass-customization experiences. Each experience involved browsing the sales-configuration website and configuring one product from start to finish, on that website, according to one’s own preferences. The nine sales configurators assigned to each participant were chosen from a set of 30 real Web-based configurators of consumer goods. The set included ten configurators of notebooks/laptops (e.g., www.dell.com), nine configurators of sports shoes/sneakers (e.g., www.converse.com) and eleven configurators of economy cars (e.g., www.volkswagen.com). The inclusion of multiple product categories, ranging from relatively simple products with relatively few configuration steps to more complex products with more configuration steps, was motivated by the aim of increasing the variation ranges of the independent variables within our sample. To further increase the differences among the mass-customization experiences comprising our sample, we assigned sales configurators to participants according to the following rules: (i) no pairs of participants were assigned the same combination of configurators, (ii) each participant was assigned three configurators for each product category, and (iii) each of the triples assigned to each participant included at least one product configurator with a high mean score of the five capabilities within the corresponding product category and at least one configurator with a low mean score of the five capabilities within the same product category.

The data were analyzed through structural equation modeling, using LISREL 8.80. Following Anderson and Gerbing [2], we decided to adopt a two-step approach, assessing construct validity before the simultaneous estimation of the measurement and structural models. Moreover, since our variables did not meet the assumption of multivariate normal distribution (Mardia’s test significant at p<0.001), we applied the Satorra-Bentler correction to produce robust maximum likelihood estimates of standard errors and Chi-square. Prior to conducting the analysis, Prior to conducting the analysis, we decided to control for possible effects of participants’ characteristics. Consequently, and consistent with prior studies (e.g., [37, 56]), we regressed our observed indicators on 75 dummies representing the participants in our study and used the standardized residuals from this linear, ordinary least square regression model as our data in all the subsequent analyses. Confirmatory factor analysis (CFA) was subsequently employed to assess unidimensionality, convergent validity, discriminant validity, and reliability of our measurement scales. We tested a CFA model specifying the posited relations of the observed variables to the underlying latent constructs, with these constructs allowed to correlate freely [2]. Our CFA model showed good fit indices (RMSEA (90% CI)= 0.0489 (0.0445; 0.0533), GFI=0.927, NFI=0.987), meaning that the hypothesized factor structure reproduced the sample data well. The standardized factor loadings were all in the anticipated direction, greater than 0.50 and statistically significant at p<0.001. Altogether, these results suggested unidimensionality (i.e., a set of empirical indicators reflect one, and only one, underlying latent factor) and good convergent validity (i.e., the multiple items used as indicators of a construct significantly converge) of our measurement scales [11, 2]. Discriminant validity, which measures the extent to which the individual items of a construct are unique and do not measure other constructs, was tested using [22] procedure. For each latent construct, the square root of the average variance extracted (AVE) exceeded the correlation with all the other latent variables, thus suggesting that our measurement scales represent distinct latent variables [22]. Reliability of the measurement scales was assessed using both AVE and the Werts, Linn and Joreskog (WLJ) composite reliability (C.R.) method [61]. All the WLJ composite reliability values were greater than 0.70 and all the AVE scores largely exceeded 0.50. This indicates that a large amount of the variance is captured by each latent construct rather than being due to measurement error [22, 40].

5 Results

After establishing measurement scale reliability and validity for the focal constructs, we estimated the full model including the hypothesized relationships among the same constructs. Our hypotheses were that all five sales-configurator capabilities increase consumer-perceived utilitarian benefit, uniqueness benefit and self-expressiveness benefit of a mass-customized product. Accordingly, all five capabilities were modeled as impacting both utilitarian benefit and uniqueness benefit and self-expressiveness benefit. Table 2 reports the LISREL estimates of the path coefficients and the corresponding t values. In assessing whether a hypothesis is
supported or not, we adopted a p value of 5% as a threshold. This is a conservative choice, as a cut-off value of 10% is often used in literature.

Table 2. Path coefficients of the estimated model

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>UT Coeff. t</td>
<td>0.283</td>
<td>0.102</td>
<td>0.132</td>
<td>0.379</td>
</tr>
<tr>
<td>t value</td>
<td>3.654</td>
<td>3.669</td>
<td>2.735</td>
<td>5.237</td>
</tr>
<tr>
<td>UN Coeff. t</td>
<td>0.004</td>
<td>0.299†</td>
<td>0.304†</td>
<td>0.253</td>
</tr>
<tr>
<td>t value</td>
<td>0.036</td>
<td>6.773</td>
<td>4.106</td>
<td>2.537</td>
</tr>
<tr>
<td>SE Coeff. t</td>
<td>1.488</td>
<td>0.19</td>
<td>0.151</td>
<td>0.337</td>
</tr>
<tr>
<td>t value</td>
<td>1.82</td>
<td>5.546</td>
<td>2.612</td>
<td>4.137†</td>
</tr>
</tbody>
</table>

UT = utilitarian benefit; BCC = benefit-cost communication; UN = uniqueness benefit; EC = easy comparison; SE = self-expressiveness benefit; UFD = user-friendly product-space description; FexN = flexible navigation; FocN = focused navigation.

†Cut-off t value: 10%: 1.645; 5%: 1.960; 1%: 2.576; 0.1%: 3.29.

Significant at: *** p < 0.001; ** p < 0.01; * p < 0.05.

As regards utilitarian benefit, all the estimated path coefficients were positive, as hypothesized, and statistically significant at p < 0.05, indicating that all our hypotheses regarding the utilitarian benefit are supported. As regards uniqueness benefit, the estimated path coefficients were positive, as hypothesized, and statistically significant at p < 0.05 for easy comparison, flexible navigation and focused navigation capabilities, but not for benefit-cost communication and user-friendly product space description capabilities. Therefore, only three of our five hypotheses are supported. The same pattern of results was found with regard to self-expressiveness benefit. It is worthwhile noting, however, that the estimated path coefficient between benefit-cost communication capability and self-expressiveness benefit is statistically significant at p < 0.10, though not at p < 0.05.

6 Conclusions

6.1 Discussion of results and related work

The analysis results support the hypotheses that easy comparison, flexible navigation and focused navigation capabilities raise not only the utilitarian benefit of possessing a mass-customized product, but also its uniqueness and self-expressiveness benefits. These findings improve our understanding of how product configurators should be designed to increase customers’ willingness to pay for a mass-customized product by triggering uniqueness and self-expressiveness benefits, in addition to utilitarian benefit.

As regards user-friendly product space description and benefit-cost communication capabilities, however, only the hypotheses that they increase utilitarian benefit are supported, while the others are not. Two possible explanations can be provided for these unexpected findings. One explanation revolves around the notion of functional fixedness. Functional fixedness is the phenomenon in which an individual finds difficulties in attributing and recognizing different types of relationships between objects presented to him/her during decision-making processes or problem-solving situations [15]. Another possible explanation is that the existing sales-configurators, even when they deploy higher levels of benefit-cost communication and user-friendly product space description capabilities, provide feedback information with content and format that are appropriate for promoting potential customers’ learning about the possibility to fulfill customers’ functional and aesthetic needs through the consumption of a configured product, but are not appropriate for supporting the same learning process as far as satisfaction of uniqueness and self-consistency needs are concerned. However, these are conjectures; further research is needed on this issue.

The present paper contributes to the debate as to what characteristics sales configurators should have to increase consumers’ willingness to buy as well as consumers’ willingness to pay for a mass-customized product. This debate has typically focused on a twofold objective: (i) alleviating the difficulty that a consumer experiences in self-customizing a product with a sales configurator and in making a purchase decision and (ii) increasing the utilitarian benefit deriving from the closeness of fit between the objective characteristics of the configured product and the consumer’s functional and aesthetic needs. Several recommendations have been made by prior, both conceptual and empirical studies joining this debate, and many of these recommendations are subsumed by the five sales-configurator capabilities considered in this study [56]. Higher levels of these capabilities have been found as predicting both higher levels of satisfaction with the configured product and higher levels of purchase intention [56]. More recently, the debate has been enriched by the consideration of the benefits that a consumer can gain from the experience of self-customizing a product using a sales configurator above and beyond those deriving from the possession of the configured product. In particular, Trentin et al. [55] find that the same five sales-configurator capabilities considered in the present study increase hedonic benefit, which stems from the capacity of the experience to be gratifying per se, regardless of the completion of the configuration task, and creative-achievement benefit, which derives from the capacity of the experience to arouse, in combination with the configured product, the positive emotion of pride of authorship. The present study makes an additional contribution to this debate by examining the impacts of the same five sales-configurator capabilities on another two benefits that a consumer can enjoy by purchasing a mass-customized product, in addition to the traditionally considered utilitarian benefit: namely, the benefits of uniqueness and self-expressiveness.

Related work has been conducted in the domain of recommender technologies. Like Web-based sales configurators, recommender applications are intended to support online customers in making purchase decisions [45]. With a focus on knowledge-based recommender applications, Felfernig et al. [16] empirically examine the effects of a number of possible features of such applications on a variety of outcome variables, including a consumer’s willingness to buy and his/her trust in that the application recommended the optimal solution. The examined features include the provision of a justification for why a product fits to a certain customer, the possibility of making product comparisons, and the fitting of the interactive user-recommender dialog to the user’s product domain knowledge. These features are captured by the capabilities of benefit-cost communication, easy comparison and user-friendly product space description which are considered in the present study. Interestingly, Felfernig et al. [16] find that the recommender versions exhibiting such features are associated with higher ratings of users’ trust in the recommended products, which in turn is
positively associated with users’ willingness to buy the products. This result is echoed by our findings that benefit-cost communication, easy comparison and user-friendly product space capabilities predict the utilitarian benefit deriving from the possession of a mass-customized product.

6.2 Limitations and further research

The present research is not without limitations, which might be addressed in future research. A primary limitation lies in the fact the empirical study was conducted with engineering students and using only three categories of consumer goods. While engineering students are undeniably potential buyers of the considered products, they constitute a biased sample of the potential customers of such goods. In addition, these products represent only a small subset of consumer goods. A wider set of products would strengthen the generalizability of the results. Consequently, future research should seek to replicate our findings in truly representative samples of potential customers and should use a wider set of consumer goods.

Another limitation of the present study is its focus on the main effects [17] of the five considered sales-configurator capabilities on the three consumer-perceived benefits of interest. In line with this focus, we neglect possible interaction effects between the five capabilities as well as possible contingency effects. Future studies should be designed to overcome this limitation.

6.3 Managerial implications

While having its limitations, our study not only reinforces the importance of the role of sales configurators in mass-customization strategies, but also provides useful managerial implications. By considering additional benefits, besides the utilitarian one, our study increases practitioners’ awareness that sales/product configurators can be an effective tool to augment the consumer-perceived benefits of possessing a mass-customized product. Exploiting such sources of differentiation advantages as the fulfillment of consumers’ needs for uniqueness and self-expressiveness can be one key for a company to augment the value of its mass-customization strategy. For those firms that are interested in fulfilling consumers’ needs for uniqueness and self-expressiveness, our theoretical explanations and our empirical results highlight the importance of adopting sales configurators with higher levels of easy comparison, flexible navigation and focused navigation capabilities. This is another step in the direction of providing practitioners with prescriptive indications on how sales configurators should be designed to increase the benefits of possessing mass-customized products.
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APPENDIX A. Measurement instrument

<table>
<thead>
<tr>
<th>Benefit-cost communication capability&lt;sup&gt;(a)&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCC1 Thanks to this system, I understood how the various choice options influence the value that this product has for me.</td>
</tr>
<tr>
<td>BCC2 Thanks to this system, I realized the advantages and drawbacks of each of the options I had to choose from.</td>
</tr>
<tr>
<td>BCC3 This system made me exactly understand what value the product I was configuring had for me.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Easy comparison capability&lt;sup&gt;(a)&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC1 The system enables easy comparison of product configurations previously created by the user.</td>
</tr>
<tr>
<td>EC2 The system lets you easily understand what previously created configurations have in common.</td>
</tr>
<tr>
<td>EC3 The system enables side-by-side comparison of the details of previously saved configurations.</td>
</tr>
<tr>
<td>EC4 The systems lets you easily understand the differences between previously created configurations.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>User-friendly product-space description capability&lt;sup&gt;(a)&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>UFD1 The system gives an adequate representation of the choice options for when you are in a hurry, as well as when you have enough time to go into the details.</td>
</tr>
<tr>
<td>UFD2 The product features are adequately presented for the user who just wants to find out about them, as well as for the user who wants to go into specific details.</td>
</tr>
<tr>
<td>UFD3 The choice options are adequately presented for both the expert and inexpert user of the product.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flexible navigation capability&lt;sup&gt;(a)&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>FlexN1 The system enables you to change some of the choices you have previously made during the configuration process without having to start it over again.</td>
</tr>
<tr>
<td>FlexN2 With this system, it takes very little effort to modify the choices you have previously made during the configuration process.</td>
</tr>
<tr>
<td>FlexN3 Once you have completed the configuration process, this system enables you to quickly change any choice made during that process.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Focused navigation capability&lt;sup&gt;(a)&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>FocN1 The system made me immediately understand which way to go to find what I needed.</td>
</tr>
<tr>
<td>FocN2 The system enabled me to quickly eliminate from further consideration everything that was not interesting to me at all.</td>
</tr>
<tr>
<td>FocN3 The system immediately led me to what was more interesting to me.</td>
</tr>
<tr>
<td>FocN4 This system quickly leads the user to those solutions that best meet his/her requirements.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Utilitarian benefit&lt;sup&gt;(b)&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>UT1 This product is exactly what I had hoped for.</td>
</tr>
<tr>
<td>UT2 I could create the product that was the most adapted to what I was looking for.</td>
</tr>
<tr>
<td>UT3 I could create the product I really wanted to have.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Uniqueness benefit&lt;sup&gt;(b)&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>UN1 With this product, I will not look like everybody else.</td>
</tr>
<tr>
<td>UN2 With this program, I could design a product that others will not have.</td>
</tr>
<tr>
<td>UN3 With this product, I have my small element of differentiation compared to others.</td>
</tr>
</tbody>
</table>
**Self-expressiveness benefit (b)**

SE1 I could create a product that is just like me.

SE2 This product reflects exactly who I am.

SE3 This product is in my own image.

---
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Abstract. Configuration technologies are typically applied in closed settings where one (or a small group of) knowledge engineer(s) is in charge of knowledge base development and maintenance. In such settings it is also assumed that only single users configure the corresponding products and services. Nowadays, a couple of scenarios exist that require more openness: it should be possible to cooperatively develop knowledge bases and to jointly configure products and services, even by adding new features or constraints in a flexible fashion. We denote this integration of groups of users into configuration-related tasks as open configuration. In this paper we introduce features of open configuration environments and potential approaches to implement these features.

1 Introduction

Configuration [8, 24, 37] is one of the most successful technologies of Artificial Intelligence (AI). It is applied in many domains such as telecommunication [17], furniture [19], and financial services [9]. Most configuration-related functionalities are assuming closed settings where knowledge bases are developed by a single (or a small group of) knowledge engineer(s) and the corresponding configurators are applied by single users. Implementing configurator applications this way entails drawbacks which become manifest in terms of scalability problems in knowledge engineering [33] and suboptimal decisions if a single user decides for the whole group [16].

Scaleability Problems. The transformation of domain knowledge into a configuration knowledge base is an effortful process often characterized by a knowledge acquisition bottleneck [20] that is considered as a major obstacle for a sustainable application of knowledge-based technologies [21, 41]. To tackle this bottleneck, efficient approaches have been developed that support graphical knowledge engineering [7, 22] and intelligent debugging [6, 14, 35].

These approaches help to improve the efficiency of knowledge engineering but still do not solve the problem of missing scaleability; the increasing amount and complexity of configuration knowledge bases exceeds the resources available for performing the corresponding development and maintenance operations [23, 33]. In order to assure scaleability, future configuration technologies have to support a deeper integration of a wider group of users (e.g., product developers, marketing experts, sales representatives, and knowledge engineers) into knowledge engineering. Related solutions should go beyond state-of-the-art approaches that are focusing on experienced knowledge engineers and programmers [24] by allowing the comple-

\begin{itemize}
\item $V = \{\text{willingness to take risks (wr), expected return rate (rr), investment period (ip)}\}$
\item $\text{dom}(\text{wr}) = \{\text{low, medium, high}\}$, $\text{dom}(\text{rr}) = \{<6\%, 6-9\%, 9\%\}$, $\text{dom}(\text{ip}) = \{\text{shortterm, mediumterm, longterm}\}$
\end{itemize}
In order to figure out variables (component types) relevant for the correct behavior of the knowledge base and therefore have to be adapted by knowledge engineers, the probability of including erroneous constraints increases. In order to ensure that users interacts with the knowledge engineering environment, engineering practices will change in the sense that users are providing knowledge chunks in a collaborative fashion and the knowledge engineering environment is in charge of aggregating this information. In this context, it is necessary to have mechanisms that automatically distribute knowledge acquisition tasks among users in a systematic fashion (e.g., depending on the workload, knowledge level, and preferences of users). Such tasks can be represented in a more-or-less traditional form of todo-lists but can also be represented in terms ofso-called games with a purpose [36] which is an upcoming trend also in the knowledge engineering field [36].

A simple example of such a knowledge acquisition interface is depicted in Figure 1. In this example game, the users Ann and Paul have the task to cooperatively figure out combinations of customer requirements that are incompatible, i.e., induce an inconsistency with the knowledge base. The players have successfully completed their task if they, for example, selected the same set of assignments as candidates for incompatibilities. The underlying assumption of this game is that Ann does not know the input of Paul and vice-versa.

Further examples of gamification-based interfaces for configuration knowledge acquisition are: cooperative definition of relevant variables (including their domains), the estimation of intuitive dialog sequences (which questions should be asked in which order), the derivation of further constraint types (e.g., filter constraints that match user requirements to corresponding technical product properties), and the estimation of accepted repair rankings in situations where no solution could be found. Such scenarios can be supported by input templates that represent micro-tasks (see Figure 1).

**Community-based Knowledge Engineering.** Intelligent testing and debugging [6] is an important contribution to the improvement of knowledge engineering processes. However, the growing size and complexity of configuration knowledge bases often makes it hard for individual knowledge engineers to keep track of new developments and adaptations. As a consequence, time is needed to provide a new production version of the configuration knowledge base and the probability of including erroneous constraints increases. In order to assure scalability, it is important to integrate end-users more deeply into knowledge base development and maintenance and thus to exploit unemployed knowledge engineering potentials.

In the following we discuss issues that have to be taken into account when integrating groups into community-based knowledge engineering processes. An in-depth integration of a larger group of users allows knowledge engineers to delegate basic engineering tasks (so-called micro tasks). Table 1 provides an overview of micro task topics. For each topic a couple of different concrete micro tasks can be defined, for example, a variable can be defined but also evaluated with regard to the appropriateness of its domain definition.

<table>
<thead>
<tr>
<th>micro task topic</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>variables</td>
<td>definition/evaluation of variables included in $V$</td>
</tr>
<tr>
<td>questions</td>
<td>definition/evaluation of questions related to $v_i \in V$</td>
</tr>
<tr>
<td>dialog sequences</td>
<td>definition/evaluation of question sequences</td>
</tr>
<tr>
<td>constraints</td>
<td>definition/evaluation of constraints in $C$</td>
</tr>
<tr>
<td>examples</td>
<td>definition/evaluation of test cases in $T$</td>
</tr>
<tr>
<td>diagnoses</td>
<td>evaluation of conflict resolution alternatives for $C$</td>
</tr>
</tbody>
</table>

In cases where one or a small group of knowledge engineers is in charge of developing and maintaining a configuration knowledge base, attributes (component types), domains, and related constraints are typically formalized on the basis of examples and textual descriptions provided by domain experts [24]. If the product domain knowledge has to be adapted, the whole process is restarted, i.e., domain experts articulate the change requests in an informal fashion and knowledge engineers implement the needed adaptations.

The correctness of changes performed on a knowledge base can be evaluated, for example, on the basis of regression tests where positive and negative test cases are used to figure out whether the knowledge base shows the intended behavior [6]. Positive test cases (examples) are a specification of an intended behavior of the knowledge base and negative test cases exemplify unintended behavior. Existing approaches to configuration knowledge base testing and debugging exploit positive test cases to detect errors/deficiencies by inducing conflicts in the incorrect configuration knowledge base. Such conflicts are minimal sets of constraints that are responsible for the faulty behavior of the knowledge base and therefore have to be adapted by knowledge engineers.

| $C = \{c_1 : wr = medium \rightarrow ip \neq shortterm,$ |
| $c_2 : wr = high \rightarrow ip = longterm,$ |
| $c_3 : ip = longterm \rightarrow rr = <6\% \lor rr = 6-9\%,$ |
| $c_4 : rr = >9\% \rightarrow wr = high,$ |
| $c_5 : rr = 6-9\% \rightarrow wr \neq low \land wr \neq medium\}$ |

Table 1. Community-based knowledge engineering: example micro tasks.
in the configuration knowledge base introduced in Section 2.

- $t_1 : \text{wr} = \text{high} \land \text{rr} = >9\%$
- $t_2 : \text{rr} = 6-9\% \land \text{wr} = \text{medium}$

A conflict between a test case $t$ and a set of constraints in the configuration knowledge base can be defined as a conflict set $CS \subseteq C$: $CS \cup t$ inconsistent. Such a conflict set $CS$ is minimal if there does not exist another conflict set $CS'$ with $CS' \subseteq CS$. To resolve a minimal conflict, only one element has to be deleted from $CS$. In our example, the test case $t_1$ is in conflict with the constraints $c_2$ and $c_3$ and test case $t_2$ is in conflict with the constraint $c_5$. Consequently, we have two different (and minimal) conflict sets which are $CS_1 = \{c_2, c_3\}$ and $CS_2 = \{c_5\}$. Resolving these conflicts results in two different diagnoses, namely $D_1 = \{c_2, c_3\}$ and $D_2 = \{c_5\}$, i.e., a diagnosis is a hitting set [32] which includes at least one constraint from each of the given conflict sets.

Typically, there are many alternative diagnoses and the question has to be answered which of these is acceptable for the users engaged in testing and debugging. Figure 2 depicts a basic approach of integrating knowledge about the users expertise in the determination of a diagnosis. For the conflict $CS_1 = \{c_2, c_3\}$, the majority of users prefers to keep $c_2$ as-is and to delete or change $c_3$ to resolve the conflict. Since $CS_2$ is a singleton, no alternatives exist for resolving the conflict, i.e., $c_5$ must be selected. Overall, the elements in the diagnosis $D_2 = \{c_5\}$ have a lower community support and therefore will be changed or deleted by the users in order to restore the consistency with the test-suite $\{t_1, t_2\}$.

### 3 Group-based Configuration

An assumption of existing configuration environments is that there is no need for additional configuration support in scenarios where groups of users are jointly configuring their preferred product or service. A major consequence of this assumption is that single users are forced to encode the preferences of a group which is often done in a suboptimal fashion.

Within the scope of an industry study with representatives of $N=25$ companies applying configurators, we figured out that none of the existing configuration environments provides technologies that support groups of users in jointly configuring a solution. However, there is a strong agreement on the fact that such technologies have to be included in future configurators. The study participants reported different scenarios for the application of group-based (socially aware) configuration technologies. Social awareness in this context denotes the fact that specific properties of group decision processes are explicitly taken into account by the configuration environment (e.g.,
the need to achieve consensus among group members). Examples of such scenarios are depicted in Table 2.

In these scenarios a group of users is in charge of jointly configuring a product or service, for example, when configuring a holiday trip (bundle configuration) for a group of friends [25], the requirements and preferences of all group members should be taken into account. When configuring a software release plan, the preferences of individual stakeholders regarding the assignment of requirements to releases have to be taken into account [31].

Taking into account requirements and preferences of group members requires decisions regarding trade-offs. In the context of holiday trips such a trade-off could be the acceptance of a lower-quality hotel which is much nearer to the sightseeing destination preferred by a specific user. When configuring software release plans, a trade-off could concern the postponement of a specific requirement to a later release while increasing the importance level of this requirement (to avoid further postponements).

The determination of trade-offs must be based on preference aggregation mechanisms [29] that take into account the preferences of all group members as far as possible. For example, the least misery strategy avoids massive discriminations of individual group members by minimizing the maximum number of trade-offs to be accepted by an individual. In contrast, majority voting follows the opinions of the majority of the group members which can lead to discriminations against individuals.

An example of the application of the least misery strategy in the context of deciding about a common sightseeing trip is depicted in Table 3. In this simplified example, each person is allowed to select at most two destinations and the corresponding trip must include two destinations. Since Ben and John have similar preferences, majority voting would discriminate Kate. In contrast, least misery tries to find a trade-off that has the potential to create group consensus. For a detailed discussion of preference aggregation mechanisms we refer the reader to [29].

A major issue for future research is the consideration of longer time periods. For example, if a group of friends jointly configures a holiday trip every year, the aggregation mechanisms used by the group-based configuration environment should take into account (as far as possible) the degree to which individuals had to accept trade-offs in the past and use this information for the recommendation of fair trade-offs in future configuration sessions.

On the technical level the above mentioned properties require basic research in the following areas.

First, constraint-based search methods have to be extended with mechanisms that help to predict (partial) configurations which are of relevance for the group. This requires learning methods for search heuristics [34] that help to predict relevant configurations in an efficient fashion. Furthermore, it is important that configurators are able to determine similar and diverse configurations efficiently which could also be achieved on the basis of the mentioned heuristics.

Second, the determination of trade-offs for inconsistent requirements and preferences has to be based on efficient diagnosis methods integrated with intelligent preference aggregation mechanisms [29] that can help to better predict trade-offs acceptable for all group members. These aggregations must take into account the histories stored in interaction logs in order to guarantee decision fairness in the long run.

Third, negotiation and argumentation mechanisms have to be developed which support individuals to express acceptable trade-offs. In our holiday configuration scenario an example of such a statement is "I accept to visit Greece this year if we agree to organize a trip to Italy next year". Such arguments cannot be expressed on the basis of existing preference representations.

### 4 Flexible Product Enhancement

The ability to include additional variables (component types), values (components), and constraints in a flexible fashion is important for the implementation of open configuration.
Product line scoping [26] (in the context of software product line engineering) is in the need of such a flexibility since the features and constraints element of the product line are not completely predefined at the beginning of the engineering process. A larger group of users has to jointly decide which components (features) and constraints should be part of the product line. Thus, product line scoping can be interpreted as open configuration where new alternatives and constraints (preferences) can be integrated within the scope of the configuration (product line scoping) process.

Open innovation [4] reflects the idea of integrating customer communities into new product development processes of a company. In this context, variability modeling for product lines also requires the support of an easy integration of new component types, components, and constraints which reflect features to be supported by future products. In both scenarios, the integration of new items has to be supported by corresponding group decision processes (see Section 3), for example, before a new feature is integrated into the model, the group has to perform the needed validation steps and decide about the inclusion of the feature. This also holds for the aforementioned scenarios of release planning and holiday trip configuration.

A further example for the need for flexible enhancements are postponement strategies [18, 42]. An example is the automotive industry, where basic car configurations are delivered to dealers who can then integrate additional components such as MP3 players and tow-bars, i.e., are enabled to integrate their own products and services into the basic configuration delivered by car producers. Conform to the definition given in [18], the mentioned scenario is of type-III where customers are allowed to specify additional equipment when they already have a more precise idea of the interior of the car. The corresponding configuration model may have to provide flexible interfaces that allow an easy integration of new component types, components, and constraints. A knowledge representation concept that can be exploited in this context are contextual models [10] which allow a systematic extension of existing base diagrams with additional items relevant in a specific context (e.g., the car dealer context). In such scenarios, developers of configurator solutions also have to take into account that – depending on the additional items introduced – search heuristics [34] have to be adapted in order to assure efficient search.

5 Related and Future Work

Intelligent testing and debugging methods for configuration knowledge bases have been introduced in [6] where positive test cases can detect errors by inducing conflicts in a configuration knowledge base. Conflicts are then resolved on the basis of model-based diagnosis [32]. In open configuration scenarios, testing and debugging approaches have to be adapted to group-based settings where diagnosis discrimination has to take into account group preferences.

Bessiere et al. [2] introduced basic mechanisms to the learning of constraint sets. In this context, knowledge bases are learned on the basis of positive and negative examples. Generated examples are presented to users who have to decide whether the examples are positive or negative. Learning is based on a so-called bias that is a knowledge base generated from a vocabulary (variables, domains, and operators). The bias is systematically reduced on the basis of the information included in the examples, for instance, all conflicts induced in the bias by a positive example have to be resolved. In the case of a negative example, at least one conflict must be preserved which guarantees the rejection of the negative example. Approaches to the application of association rule mining for configuration knowledge discovery are discussed in [23]. An important research issue in this context is to assure the understandability and manageability of the derived configuration knowledge [12].

Human Computation is based on the idea of passing those tasks to humans which are easy to solve for them but are not solvable by computers [39]. Related research has already been conducted in the areas of ontology construction (concept learning) [36] and sentiment analysis in text documents [30]. A major idea of the work presented in this paper is to exploit the concepts of Human Computation as a central mechanism for configuration knowledge base construction and maintenance. These mechanisms go beyond concept learning [36] and include tasks such as diagnosis discrimination, test case classification and evaluation, and configuration dialog design.

Preferences are not known beforehand but are constructed within the scope of a decision process [3, 38]. As a result, biases occur which often lead to suboptimal decisions. Concepts to deal with (group) decision problems in recommender systems are discussed in [11, 15, 25, 28, 31]. A major issue for future research in this context is an in-depth investigation of decision biases in group decision making. An important question is to which extent biases are compensated or become more intense when groups decide.

6 Conclusions

In this paper we introduced central ideas and research questions related to open configuration. Openness in this context is related to the idea of a closer integration of end-users into configuration knowledge base development and maintenance operations and of supporting decision processes in scenarios where groups of users are in charge of configuring a product or service. Furthermore, open configuration is often characterized by the need of being able to integrate new items (e.g., component types, components, and constraints) "on the fly". On the basis of the results of a first industry study we reported example application domains and discussed related research challenges. The concepts presented in this paper can be applied in a broad range of scenarios which go beyond open configuration. Further example application domains are (constraint-based) scheduling [1], recommender systems [5], and utility evaluation where user groups are in
charge of evaluating alternatives [13].
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