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Data analytics for streaming sensor data brings challenges for the resource efficiency
of algorithms in terms of execution time and the energy consumption simultaneously.
Fortunately, optimizations which reduce the number of CPU cycles also reduce energy
consumption. When reviewing the specifications of processing units, one finds that in-
teger arithmetic is usually cheaper in terms of instruction latency, i.e. it needs a small
number of clock cycles until the result of an arithmetic instruction is ready. This mo-
tivates the reduction of CPU cycles in which code is executed when designing a new,
resource-aware learning algorithm. Beside clock cycle reduction, limited memory usage
is also an important factor for small devices.

Outsourcing parts of data analysis from data centers to ubiquitous devices that actu-
ally measure data would reduce the communication costs and thus energy consumption.
If, for instance, a mobile medical device or smartphone can build a probabilistic model
of the usage behavior of its user, energy models can be made more accurate and power
management can be more efficient. The biggest hurdle in doing this, are the heavily
restricted computational capabilities of very small devices—some do not even have a
floating point processor. Consequently, computationally simple machine learning ap-
proaches have to be considered. Low complexity of machine learning models is usu-
ally achieved by independence assumptions among features or labels. In contrast, the
joint prediction of multiple dependent variables based on multiple observed inputs is an
ubiquitous subtask in real world problems from various domains. Probabilistic graphi-
cal models are well suited for such tasks, but they suffer from the high complexity of
probabilistic inference.

In the extended abstract at hand, we show how to write the joint probability mass
function of undirected graphical models as rational number, if the parameters are inte-
gers. More details on the integer parametrization of undirected graphical models can be
found in [1]. Inference algorithms and a new optimization scheme are proposed, that
allow the learning of integer parameters without the need for any floating point compu-
tation. This opens up the opportunity of running machine learning tasks on very small,
resource-constrained devices. To be more precise, based only on integers, it is possible
to compute approximations to marginal probabilities, to maximum-a-posteriori (MAP)
assignments and maximum likelihood estimate either via an approximate closed form
solution or an integer variant of the stochastic gradient descent (SGD) algorithm. It turns
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out that the integer approximations use less memory and deliver a reasonable quality
while being around twice as fast as their floating point counterparts. To the best of our
knowledge, there is nothing like an integer undirected model so far.

Many approximate approaches to probabilistic inference based on belief propaga-
tion were proposed in the last decade. Unfortunately, most of these methods are by
no means suited for embedded or resource constrained environments. In contrast to
these approaches, the model class that is proposed in the paper at hand has the same
asymptotic complexity as the vanilla inference methods, but it uses cheaper operations.
Inspired by work from the signal processing community, the underlying model class is
restricted to the integers, which results in a reduced runtime and energy savings, while
keeping a good performance. This new approach should not be confused with models
that are designed for integer state spaces, in which case the state space X is a subset of
the natural numbers or, more generally, is a metric space. Here, the state space may be
an arbitrary discrete space without any additional constraints.
In their book on graphical models, Wainwright and Jordan stated that ”It is important to
understand that for a general undirected graph the compatibility functions ψC need not
have any obvious or direct relation to marginal or conditional distributions defined over
the graph cliques. This property should be contrasted with the directed factorization,
where the factors correspond to conditional probabilities over the child-parent sets.”
This raises hope that we might find meaningful probabilistic models, even when we
restrict the model parameters to be integers. For excluding every floating point compu-
tation, the identification of integer parameters is not enough. That is, the computations
for training and prediction have to be based on integer arithmetic.

The first step towards integer models is directly related to the above statement.
Strictly speaking, the parameter domain Ω is restricted to the set of integers N and a
new potential function is defined as

ψC(xC) := 2〈θC ,φC(x)〉 = exp(ln(2)〈θC,φC(x)〉) .

Considering parameters θ ∈Rd of a model that has potential function ψC(xC), it is easy
to see that replacing ψC(xC) with ψC(xC) does not alter the marginal probabilities as
long as the parameters are scaled by 1/ln2. By this, it is possible to convert integer pa-
rameters that are estimated with ψC(xC) to ψC(xC) (and vice versa), without altering the
resulting probabilities. Notice that ψC(xC) can be computed by logical bit shift opera-
tions which consume less clock cycles than the corresponding transcendental functions
required to compute ψC(xC).
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