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Preface 

Ontologies are a knowledge representation technique of growing importance - not only 
for intelligent information supply but equally for information systems and industrial 
applications. In conjunction with evolving semantic technologies for ontology 
engineering, representation and query, new ways open up for ontologies and 
information systems (IS) integration, combination and use. In the structural 
perspective, ontologies can provide means to structure, store and access generic IS 
content. In the temporal perspective, ontologies can guide the development of new IS. 
They may help to choose appropriate processes, algorithms, rules, and software 
components depending on the requirements. 

WOIS 2014 — the 2nd International Workshop on Ontologies and Information 
Systems — had the aim to bring together people who have a strong interest in the 
innovative use of these technologies and approaches in the context of enterprises and 
public organizations. The workshop took place on September 22, 2014, in Lund 
(Sweden) as part of the 13th International Conference on Perspectives in Business 
Informatics Research (BIR 2014). Based on at least three reviews per submission the 
international Program Committee selected 6 high-quality papers for inclusion in this 
volume. The authors of these papers include both researchers and practitioners from 
different disciplines. The WOIS 2014 program reflects different facets of the workshop 
topics, including organizational and social issues, as well as methodical and technical 
aspects related to the use of ontologies in information systems lifecycle. 

We dedicate special thanks to the members of the international Program Committee 
for promoting the workshop, their support in attracting high-quality submissions, and 
for providing excellent reviews of the submissions. Without their committed work a 
high-quality workshop like WOIS 2014 would not have been possible. Our thanks also 
include the external reviewers supporting the paper selection process. 

September, 2014 
Birger Lantow 
Vladimir Tarasov 
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Ontology Development for Intelligent Information 
Logistics in Transportation 

 

Hasan Koç, Birger Lantow, and Kurt Sandkuhl 

 
The University of Rostock, Institute of Computer Science,  

Chair Business Information Systems 
Albert-Einstein-Str. 22, 18057 Rostock, Germany 
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Abstract. Technological innovations in the area of wireless sensor networks, 
which allow for features like spontaneous networking and self-organization, are 
enablers for new kinds of IT services in many application domains. In order to 
fully exploit the potential of these technologies various industries show examples 
for innovations on the level of service management as well as with respect to the 
underlying business models. Based on a case study from transportation, this 
paper shows how ontologies can be used as the basis for new types of IT 
services. The focus during ontology development in this context is on creating an 
adaptable knowledge base for different kinds of services and to prepare for self-
organization of the overall solution. The contributions of this paper are (a) an 
ontology for the field of information logistics services in transportation, (b) 
experiences from the development process based on a real-world scenario and, 
(c) potentials and limits of the ontology to accommodate features required for 
self-organization. 

Keywords: Information Logistics, Ontology Engineering, Transportation 
Service, Self-Organization, Situation Awareness. 

1 Introduction 

During the last years, technological innovations in the area of wireless sensor 
networks have established themselves as enablers for new kinds of IT services in many 
application domains. In order to fully exploit the potential of these technologies, which 
offer features such as self-organization and spontaneous networking, various industries 
show examples for innovations on the level of service management as well as with 
respect to new kinds of products. Examples can be found in the area of functional 
products, wind turbines or factory automation. This paper investigates new kinds of 
services and the required knowledge base for an example of intelligent information 
logistics services in transportation and logistics. Information logistics aims at 
improving information flow in organizations by means of information systems. 

The logistics industry has changed under the impact of the internal European market 
and of an increasing globalization into a high-technology industry, making intensive 
use of modern information technology. At the same time, the industrial demand for 
more dynamic logistics solutions with adequate IT support is increasing. Many 
industries experienced a shift in sourcing and logistics strategies from long-term 
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customer-supplier relationships to more networked strategies adapted for global 
markets, like value networks, flexible supply networks, cluster-based approaches up to 
on-demand cloud constellations. 

Within the logistics industry, the transportation area is considered as promising 
application field for new types of intelligent information logistics services, since 
• Advances in wireless sensor networks and sensor/actuator technologies allow for 

new ways of tagging and tracking goods and vehicles, 
• Many different actors with heterogeneous information systems offer possibilities 

for automating or transforming processes by means of system integration, 
• Due to growing requirements from environmental or security regulations, and an 

increasing awareness of sustainability issues on the customer side, the market for 
applications creating more ecological and economic services is developing fast. 

Based on a case study from transportation, this paper shows how ontologies can be 
used as the basis for new types of IT services. The focus during ontology development 
in this context is on creating an adaptable knowledge base for different kinds of 
services and to prepare for self-organization of the overall solution. The contributions 
of this paper are (a) an ontology for the field of information logistics services in 
transportation, (b) experiences from the development process based on a real-world 
scenario and, (c) potentials and limits of the ontology to accommodate features 
required for self-organization. 

The remaining part of the paper is structured as follows: section 2 summarizes the 
background for the work from the areas of ontology engineering and information 
logistics. Section 3 introduces the industrial case study including requirements to the 
knowledge base. Section 4 describes the ontology engineering process performed and 
presents the actual ontology. Section 5 investigates potentials and limits of the 
ontology regarding self-organization. Section 6 summarizes the work and draws 
conclusions. 

2 Background 

As a background for the work presented in this paper, we will describe relevant 
work in the areas of ontology engineering, information logistics and self-organization. 

2.1 Ontology Engineering 

Ontologies became popular in the 90’s mostly in the Knowledge Engineering 
Community. There have been several definitions for what an ontology is. For the 
purposes of this article [2] provides the most suited definition “An ontology is a formal 
explicit specification of a shared conceptualization.”  

There has been a series of approaches proposed for developing ontologies. Despite 
the fact that the methodologies for ontology development have been subject to research 
during a number of years1, there is no one ’correct’ way or methodology for developing 

                                                           
1 Detailed information about the ontology development methodologies can be found in [4,5] 
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ontologies [3, 4] Noy and McGuinness proposed in [4] an iterative ontology 
development process consisting of seven steps. In this work the Ontology for Trailer 
Surveillance (OTS) is being developed following their methodology as well as 
extending it by two more steps (create rules, create defined classes). 

The approach of Noy and McGuinness consists of the following steps: 
• Determine the domain and scope of the ontology: This is the starting point of 

ontology development. Several questions should be answered, i.e. "What is 
the domain that the ontology will cover?" or "for what we are going to use the 
ontology?" These questions should be populated and formed more specifically 
regarding the domain of interest in order to put together a list of "competency 
questions". 

• Consider reusing existing ontologies: For a particular domain and task it 
should be investigated, whether the existing ontologies could be reused and if 
yes, how. 

• Enumerate important terms in the ontology: A list of important terms should 
be written down. 

• Define the classes and the class hierarchy: These terms should be organized as 
classes into a hierarchical taxonomy. A top-down, bottom-up or a 
combination approach could be used for that purpose. 

• Define the properties of classes: The internal structure of concepts should be 
specified. 

• Define the facets of the slots: Based on the OWL language model this step 
corresponds with the specification of object properties and their 
characteristics. 

• Create instances: The last step is creating individual instances of classes in the 
hierarchy and adding object property assertions. 

This approach is extended applying two more steps. After creating instances, the 
rules for more powerful reasoning need to be formulated, which also provide a 
consistent knowledge base. Next, the concept of defined classes is applied, i.e. if an 
individual fulfils the necessary and sufficient conditions given by the defined class, then 
it is inferred to be a member of this class. 

2.2 Information Logistics 

The research field information logistics was established in the late 1990s and 
defined in [14]. The main objective is optimized information provision and information 
flow, based on information content, time of delivery, location, presentation and quality. 
The information logistics field focuses on improving the information flow by applying 
logistic principles to information supply. During the last decade, many IT applications 
have been developed implementing the objective of information logistics. Some of the 
applications are services providing bad weather warnings, traffic information or 
personalized news, and solutions for businesses in different domains like WIND 
service (weather information on demand), Smart-Wear (location-based information 
supply for mobile users) [14]. An essential concept in information logistics is the 
“information demand” which is defined by [10] as “…the constantly changing need for 
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current, accurate, reliable, and integrated information to support (business) activities, 
whenever and where ever it is needed.” 

This definition implies a number of aspects that must be considered while analysing 
information demand and when constructing information logistics services. Information 
demand should change as the task, roles and responsibilities, to which information 
demand is connected, change. The information should be relevant, current, accurate 
and reliable; otherwise it will contribute to information overflow. The information 
demand should be integrated with the business activities, as it is necessary to have a 
solid knowledge about the context in order to be aware of any changes of information 
demand that might happen. Whenever and where ever emphasize the importance of 
time and location while analysing the information demand [10]. A specific method for 
information demand analysis was developed and evaluated in a number of industrial 
projects [11]. 

2.3 Self-Organizing Systems 

“A self-organizing system consist of a set of entities that obtains an emerging 
global system behaviour via local interaction without centralized control.” [7] Besides 
emergence and decentralization, autonomy, adaptivity, self-maintenance, and 
optimization are common features of self-organizing systems [16]. 

Furthermore, self-organising systems are characterised by their capacity to 
spontaneously produce a new organisation in case of environmental changes [18]. 
These systems are particularly robust, because they adapt to changes, and are able to 
ensure their own survivability [18].  

Research efforts in this area include: The EC FP6 Ambient Networks project 
offered a complete, coherent wireless network solution based on dynamic composition 
of networks. It provides access to any network through instant inter-network 
agreements. The EC FP7 project SENSEI aimed at integrating the physical with the 
digital world of the network of the future. It produced: (i) a scalable architectural 
framework; (ii) an open service interface and corresponding semantic specification; 
(iii) network island solutions consisting of a set of cross-optimised and energy aware 
protocol stacks; (iv) pan European test platform enabling large scale experimental 
evaluation of the SENSEI results. Goal of EC FP7 project SOCRATES (Self-
optimisation and self-configuration in wireless networks) was the automation of 
wireless access network planning and optimization by the application of self-
organisation methods.  

The general components of a self-organizing system are (adapted from [18]): 
• The environment in which the autonomous, individual entities (the agents) evolve 
• Agents, which might be among others software agents, robots or sensor nodes 
• Self-organisation mechanisms (rules) that describe the behaviour of the agents for 

organization management and task-fulfilment 
• Artifacts that contain information provided by agents and environment. They can 

be used as a means of communication for management and task fulfilment 
purposes.  
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Negotiation models are key mechanisms of self-organising networks. The 
following general negotiation models are examples [6]: 
• Different forms of spontaneous self-aggregation, to enable multiple distributed 

agents to collectively and adaptively provide a distributed service, e.g. a holonic 
(self-similar) aggregation. 

• Self-management as a way to enforce control in the ecology of agents if needed 
(e.g. assignment of “manager rights” to an agent. 

• Situation awareness – organization of situational information and their access by 
agents, promoting more informed adaptation choices by them and advanced forms 
of stigmergic (indirect) interactions. 

One of the early activities in this field was the DARPA project Self-Organizing 
Sensor Networks which addressed networks of self-aware, self-reconfigurable and 
autonomous sensor nodes. This project implemented a number of functionality which 
can be used as guidelines for what mechanisms have to be implemented for self-
organization: The nodes involved in a self-organizing systems have to be capable to  
• spontaneously create an impromptu network,  
• assemble the network themselves,  
• dynamically adapt to device failure and degradation,  
• manage movement of sensor nodes/agents, and 
•  react to changes in task and network requirements.  

The implementation of these capabilities can be realized by negotiation models like 
self-aggregation, self-management, and situation-awareness. 

3 Case Study from Transportation 

The case study used in this paper is based on an industrial research and development 
project from transport and logistics industries. One of the world’s largest truck 
manufacturers is developing new transport related services based on an integration and 
orchestrated interpretation of different information sources, like on-board vehicle 
information systems, traffic control systems and fleet management systems. Our case 
aims at using wireless sensor networks in trailers for innovative applications. In 
comparison to the well-equipped trucks, most of today’s trailers are poorly equipped 
with electronic systems, although they “carry” the actual goods. Trailers are during a 
transportation assignment often switched between trucks and logistics operators, and 
they outnumber the number of trucks by far. 

The wireless sensor network is installed in the position lights of a trailer. Each 
position light carries a sensor node able to communicate by ZigBee2 with neighboring 
nodes and equipped with a radar sensor. The radar sensor could be used for protecting 
the goods loaded on the trailer against theft, offering additional assistance to the driver 
of the truck (e.g. lane control, blind spot support) or for surveillance of the goods (e.g. 
sealing different compartments of the trailer). The wireless sensor network in the 
position lights is controlled by a gateway in the trailer, which communicates with the 

                                                           
2 http://www.zigbee.org 
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back-office of the owner of the trailer or the owner of the goods, and – for some 
application cases – with the on-board computer of the truck.  

Several use cases were defined within the project, which aim at specifying the 
planned information logistics services for the customer. One of these use cases is a 
service which contributes to protecting the goods loaded on the trailer against theft. 
More precisely, the main doors of the trailer are equipped with an additional 
“electronic” seal. An analysis of current work procedure in the case study showed that 
when transporting expensive goods, the sending unit of a hauler mounts a physical seal 
on the trailer’s doors and takes a picture of this seal. At the destination, the receiving 
unit checks whether the seal is broken and compares it with the picture taken at the 
destination. If the seal is unharmed and looks the same as in the picture, checking the 
received goods on the trailer can be done less intensely. However, the sealing and 
picture transmission process as such is time consuming and error prone, which would 
be improved with an electronic seal. A modified work procedure with electronic seal 
would look as follows: 
• The electronic seal protection service is booked by the trailer owner. 
• The goods are loaded on the trailer, doors closed, and seal device is activated, 

which also activate the protection mode for the trailer.  
• At arrival, the responsible person (e.g. a warehouse manager or the driver) sends 

the “unlock” request.  
• If the authorization process for the responsible person is successful (i.e. identity is 

proven and trailer owner has authorized the person) and the person is in the close 
vicinity of the trailer, the electronic seal is de-activated. 

In case the door is opened with the seal activated, a notification is sent to the back-
office operator who decides on alarming the police or taking other counter-measures. 

In order to implement the above services, various kinds of knowledge need to be 
available and combined, i.e. part of a knowledge base underlying the services. Within 
the knowledge base observations acquired through the different sensors in the trailer 
have to be combined with information coming from other sources, like an 
authentication service for the driver’s identity. Furthermore, we have to detect 
potential critical events, according to what is specified by the IT services. Thus, 
“context” includes both all characteristics needed to determine the situation of a trailer 
and the characteristics of the actual information logistics service to be supported. For 
this purpose, the knowledge base had to accommodate basic transportation domain 
knowledge, the sensors and their observation possibilities, and a conceptual model for 
situations. 

In addition to the above IT service, many more new services are under preparation. 
Examples are an electronic fence implemented by radar sensors in the side-marking 
lights against theft of goods on the trailer, or temperature supervision of cooled cargo 
on the trailer implemented by temperature sensors spontaneously connecting to the 
wireless sensor network.  
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4 Development of the Ontology for Trailer Surveillance (OTS) 

In this section we describe the development of a knowledge base represented by the 
Ontology for Trailer Surveillance (OTS) for the transportation use case presented in 
section 3. The development process follows and extends the methodology described in 
[3]. In this section, we first motivate the basics of the OTS and then construct the 
knowledge base that provides the required features. 

4.1. Basics of the Ontology for Trailer Surveillance 

As discussed in section 3, the ontology needs to be able to capture knowledge about 
sensors, situations and the application domain of transportation as such. In this section 
different information models in sensors, observations, situation (awareness) and time 
domains are introduced. Utilizing the reusable components of these models the domain 
model should be able to conceptualize the knowledge base for offering services in 
transportation sector. Moreover it should serve a basis to prepare a non-exhaustive list 
of important terms for the particular domains, which could be used as classes and/ or 
properties.  

OTS adopts the Semantic Web Rules Language (SWRL) for modelling rules. 
SWRL has been proposed as the basic rules language for the Semantic Web Stack and 
is based on a combination of the OWL DL and OWL Lite with the Rule Markup 
Language (Rule ML)3. It provides the ability to add Horn-like rules expressed in terms 
of OWL concepts in order to establish more powerful deductive reasoning capabilities 
[6], [8]. Observing the relations between objects or entities, situation awareness (or 
assessment) aims at providing a projection based on situations, which describe a state 
of affairs adhering to a partial view of the world [30]. The three levels of the situation 
awareness according to [12] are i) perception of elements ii) comprehending the 
meaning of these elements iii) using the understanding to implicate future states. [9] 
emphasizes the notion of relationship; the relations between subjects constellate 
various situations. Whether these subjects are objects from the real world or abstract 
information objects that are perceived through observations and stored as "facts" in the 
knowledge base remains undecided. A subject is aware, if he is capable of observing 
some objects and making inferences from these observations.  

Another part of the domain model covers the sensors in the trailers and the control 
hierarchy, which at least consists of the sensor nodes, the trailer gateways, the trailer 
fleet of a customer of a service type, and the set of all customers of a IT service type. 
For the trailer-WSN related part of the domain model, The Open Geospatial 
Consortium (OGC)4 sensor web enablement, in particular the observations and 
measurements (O&M) [1], was taken as starting point. This standard describes 
conceptual models and defines XML schemas for observations.  

The OpenGIS Sensor Model Language Encoding Standard (SensorML) specifies 
models and XML encoding that provides a framework within the characteristics of 
sensors. Due to its criticism for complexity, SensorML is not directly adapted in this 

                                                           
3 http://www.w3.org/Submission/SWRL/#1 (August 2012) 
4 http://www.opengeospatial.org/ 
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work. Instead the Starfish Fungus Language (*FL) is utilized, which supports every 
type of sensor and allows expressing all details about the sensing procedures [5]. 
Moreover for the modeling of the various sensor types in future the compatibility with 
SensorML is assured. Last but not least, Sensor Observation Service (SOS) standard 
defines a Web Service interface which allows querying observations, sensor metadata 
as well as representations of observed features using three main operations; 
GetCapabilities, DescribeSensor and GetObservation. In this respective, concepts from 
an observation ontology, Semantic Sensor Observation Service (SemSOS or O&M-
OWL), are adopted, which takes the advantages of representing the sensor data in 
OWL and enabling reasoning over sensor observations [15]. The knowledge base, 
provided by an ontology, can be accessed through a standard SOS request (e.g. 
GetRequest), making the sensor data useful for a wide range of applications, thus 
leading to improved interoperability. 

OWL allows data values to be typed as XML Schema dates, times or durations and 
provides minimal support for modelling the temporal relations as well as temporal 
information. As a result, ontologies often cannot fully express the temporal knowledge 
needed by applications, forcing users and developers to develop ad hoc solutions. For 
this purposes the OTS adopts Allen’s time intervals algebra that has six basic time 
intervals constituting a sum of 13 temporal interval relations [17]. On top of this, the 
valid-time temporal model is applied [16], which attempts at a solution for 
representing the time information by providing a lightweight temporal model. The 
selected approaches as well as their application domains are illustrated in Table 1. 

Table 1: Modelling domains and selected approaches 

Domain Selected Approaches 
Modelling Rules SWRL 
Modelling Time  
Information 

Allen´s Model 
Valid Time Model 

Modelling Sensors and  
Observations 

OGC Standards 
SemSOS 

Modelling Situations Situation Awareness 

4.2. The Ontology for Trailer Surveillance 

The OTS should cover the transportation domain with a primary focus on the 
surveillance of the transportation instances at ground (haulage), i.e. trucks and trailers. 
The main reason behind using the OTS is offering flexible customer services to protect 
the transport instances from thievery as described in section 3. In order to specify the 
requirements on the ontology, we put together a list of competency questions. These 
are systematized in accordance with their abstraction level (i.e. domain-level or 
application-level questions) and corresponding architecture (i.e. Observation, Sensor, 
Event, Situation). Some of those questions are listed in Table 2. 

Table 2: Competency questions and their classification 

Architecture Abstraction Level 
Domain-Level Application Level 

Observation Which observations are Give me the observations 
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propagated from a feature of 
interest? 

which are assessed from a 
particular trailer instance 

Sensor Which sensors provide the 
observations? 

Which sensor instances 
provide information about 
the velocity? 

Event Which events are captured from 
the features? 

Is trailer 1 in a safe location? 

Situation What is the temporal property 
of a particular situation? 

When was the e-seal of 
trailer1 broken? 

 
Important Terms and Classes in OTS. The terms utilized in the knowledge base 

should semantically be explained in order to create a basic terminology and a common 
understanding among the users as well. Based on the model presented in [18], we 
define an event as concepts, which are caused by observations and aggregated by 
situations. Events are not moments but they capture the times of the relevant 
occurrences, such as velocity of a trailer or the distance between the rear doors. Hence 
one event can occur during another event, which provides useful information for the 
inference of the instance´s situation. Signal assessments are saved as observations in 
the knowledge base and they all have some values (results). Feature is representation 
or the abstraction of the real world entity that exists in physical reality [19] . 
Phenomenon is a physical property that can be observed and measured, such as 
temperature, gravity [21] . Observation, act of observing a property, produces a result, 
whose value is an estimate of a property of the observation target or feature of interest 
[20] . A sensor is a source producing a value within a value space Finally, a situation is 
a constellation of events over a period of time that affects future system behaviour 
[18]. Adopting the approach of Baumgartner et al. the situations are described in terms 
of rule-based situation types comprising objects and the relations between them [13]. 
These concepts are represented as classes in the ontology, which are depicted in Fig. 1. 

The situation classes illustrated in Fig. 1 define and implement the customer services. 
Hence they are the most important classes in the OTS. It has six defined subclasses - 
four classes are in conformity with the four services that are currently offered to the 
customers. As an example ESealBroken class represents the implementation of the 
"Electronic Seal" customer service. In order to assess relevant situations for this 
service, sensory information has to be aggregated from the individuals of the 
NonSafeLocationEvent, DistanceEvent and VelocityEvent. The 
instances of the latter two classes need to occur during some ValidTimeEvent. To 
name the other important classes, the Entity class represents temporal information 
based on [16], the Feature class represents the abstraction of real world entities like 
trailers and platforms, which deploy instances of Sensor class. 

Properties of the Classes in OTS.  The classes alone cannot provide enough 
information in an ontology, the properties of these classes are also necessary to 
constitute the OTS. Due to simplicity and place reasons, only some of the properties 
should be introduced in this section. The object properties “before, during, 
equal, meets” are applied for the representation of the time relation following 
Allen´s temporal intervals. The object property deliversIn is used to capture 
information about the trailers that deliver the goods in particular cities, which are 
entered manually by the trailer or goods owner to the information base. If a trailer is 
charged with a delivery in a specific city, then this city is the member of the 
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SafeCity class. The metadata information of the sensors are represented via 
hasMetaData object property. The sensory information is interpreted as an 
observation and this has some values, which are captured through hasResult object 
property. Unlike object properties, which link individuals to individuals, data type 
properties describe relationships between individuals and data values. To represent the 
time information in intervals, hasBegin-hasFinish data type properties are 
utilized. The data type property hasEnvironment has the value true, if an object is 
in the vicinity of the trailer. 

Rules in OTS. The rules are mainly created to provide consistent time representation 
such as “if an event meets a second event, which in turn meets a third event, then the 
first event is before the third event”.  There are also rules to contribute to the 

Fig. 1. Class hierarchy in OTS 
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consistency of the ontology; for instance, the following simple rule assures that if a 
situation aggregates an event, then the feature that the event deals with has to be in this 
situation, since events are captured from features. 

The defined classes are classes that have necessary and sufficient conditions. As the 
name implies such classes have a definition. Classes, all of whose individuals satisfy 
this definition, can be inferred to be subclasses of a defined class. In the OTS, the 
concept of the defined classes is used for the subclasses of the Event and 
Situation. As an example, if the following three conditions are fulfilled, then an 
individual of the DistanceEvent class is found, i.e. an event happens which could 
lead to reasoning activities that trigger relevant situations and related to some services: 
(i) The individual is a member of the event class that are caused by at least one 
observation and (ii) if such an observation exists, then it must have at least one result 
and (iii) if such a result exists, then it must have at least one hasDistance data type 
property with an integer value greater than “1”. 

These conditions (i) and (ii) are named as “pattern conditions” since most of the 
defined classes reuse, extend and build upon them. For instance an individual of the 
ESealBroken class is found if the following conditions are fulfilled5: (i) The 
individual is a member of the situation class that aggregates at least one individual of 
the NonSafeLocationEvent (ii) The individual is a member of the situation class 
that aggregates at least one individual of the DistanceEvent and (iii) if such an 
individual of the DistanceEvent class exists, then it must happen during at least 
one ValidTimeEvent (iv) the individual is a member of the situation class that 
aggregates at least one individual of the VelocityEvent and (v) if such an 
individual of the VelocityEvent class exists, then it must happen during at least 
one ValidTimeEvent. 

5 Potentials and Limits of OTS for Self-Organization 

The development of OTS primarily followed the requirements indicated by the 
industrial case in section 3 which did not explicitly include the feature of self-
organization. However, the initial experiences with the architecture and new plans to 
implement adaptability in business models [18] indicated that the ability to adapt to 
changes in the environment would be of much use. Thus, we will discuss in this 
section which options exist to use OTS in a self-organizing context. 

First, we have to be aware that OTS is based on a multi-tier or multilayer 
information system architecture. On the technical layer there is a network of wireless 
sensors that provides basic communication and processing functionality based on self-
organisation. This layer is not covered by the OTS and thus it is not reflected which 
properties the sensor has to have to be an agent. It describes the domain of interest, 
hence necessary concepts of trailer surveillance. Application logic is based on OTS or 
in the case of rules even specified in OTS. However, the application tier itself is a 
multi-layer construct (layers: Sensor Data – Event –Situation – Business Service) and 

                                                           
5 The event classes have to fulfill „pattern conditions“ already. 
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is subject to self-organization. Situations for example can be recognized in a 
decentralized manner by the cooperation of a trailer’s sensor nodes.  

The discussion will be based on both i) the elements of self-organizing systems: 
environment, agents, mechanisms, artefacts;  and ii) the functionalities of self-
organizing systems: capability to spontaneously create impromptu network, assemble 
the network themselves, dynamically adapt to device failure and degradation, manage 
movement of sensor nodes, and react to changes in task and network requirements (see 
section 2.3 for reference).  

5.1. Coverage of Elements of Self-organizing Systems 

An ontology that provides complete support for self-organization needs to provide 
concepts for all elements of such a system. In the following, we discuss to what extend 
OTS covers each of the system elements.  

There is a broad range of interpretations what has to be considered as the 
environment of a self-organizing system. It starts from execution environment of a 
software and ranges to physical phenomena in the proximity of an agent or sensor 
respectively. OTS covers both ends of that scale. The class SensorGrounding 
represents a certain sensor platform in the sense of used hardware and software. The 
class Feature and its subclasses represent physical objects in the environment. The 
PhysicalProperty class describes the data that is covered from the environment 
by Observations. The assignment to particular features is done by the 
hasProperty relation. 

The agents of the self-organizing system are represented by the class Sensor. 
However, there is no possibility to describe the functionality of the agents besides 
sensing data. Hence, the only task of an agent would be providing Observations. 
The task of data processing is not covered and cannot be self-organized based on OTS. 

Mechanisms in OTS are defined as SWRL-rules. These describe how 
Observations have to be aggregated to complex interpretations of the environment. 
This includes the required PhysicalProperties of Features and their 
aggregation to Events and Situations. Again, the organization of the task of rule 
interpretation (data processing) is not covered. 

Artefacts in the sense of the definition in section 2.3 are represented by instances in 
the OTS knowledge base. 

As a conclusion regarding the coverage of elements of self-organizing system by 
OTS, it can be said that all elements are addressed. However, there are no mechanisms 
for the organization of data processing. Regarding the discussion at the beginning of 
this section, this is done on the technical layer. But this task should be performed 
situation based and content aware. This means, there must be an interface in order to 
link data interpretation rules and discovered situations to the mechanisms of data 
processing management, e.g. task assignment. 
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5.2. Coverage of Necessary Self-organization Capabilities 

All mentioned capabilities are necessary for the Technical Layer in order to provide 
basic communication and processing functionality. However, we focus on the layers 
that are covered by OTS and discuss, how the ontology provides the knowledge needed 
for capability provision. 

The capability to spontaneously create impromptu network is related to the basic 
task of providing communication functionality. Regarding the multi-layer architecture, 
this functionality can be clearly assigned to the Technical Layer. OTS layers are not 
relevant. 

The capability to assemble the network refers to mechanisms for the determination 
of necessary network components (agents) in order to fulfil a certain task. The 
identification of the right Agents for the determination of Events and Situations 
has to be done in the layers covered by OTS. The OTS rules describe which data from 
which Sensors (agents) is necessary in order to do that. Thus, OTS generally 
contains the necessary knowledge for the provision of the capability to assemble the 
network. However, the task of data processing is not covered, as discussed in the 
previous section. 

The capability to dynamically adapt to device failure and degradation includes 
mechanisms for the avoidance of inconsistent states or incorrect data respectively and 
for the spontaneous construction for workarounds or fall-backs. Regarding OTS, the 
rules guarantee that Events and Situations are only determined if the complete 
set of necessary valid data is available. Thus, in the case of a sensor failure the 
Situations that depend on the respective sensor data cannot be recognized 
accidently. However, functionality is limited in these cases. OTS does not contain rules 
that apply for the case of failures and provide for example fall-backs. Such rules cannot 
simply be added because there is no rule for the non-existence (failure) of an instance. 
Thus, the addition of failure into the OTS concepts is a prerequisite in order to provide 
appropriate adaption capabilities to failure and degradation. 

The capability to manage the movement of sensor nodes / agents implies the 
reassignment of tasks depending on the current positions of the agents. OTS covers the 
positions of the Sensors relative to objects of the environment, e.g.  Platform and 
Trailer. The rules are defined based on these positions. Thus, reassignment of the 
sensing tasks on  position changes is assured. 

The capability to react to changes in task and network requirements needs 
mechanisms for the reassignment of agents’ tasks depending on tasks that have to be 
fulfilled by the system. In OTS, the systems’ tasks are described by rules and by 
instances of the CustomerService class. However, OTS performs all specified 
tasks for all trailer instances in its current state. There aren’t concepts for a more 
detailed task assignment. Thus, reaction on task changes is only possible on a global 
level controlled be the (non-)existence of rules and instances of the 
CustomerService class.  
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6 Summary and Conclusion 

Starting point of this work was the goal to develop an ontology that provides new 
information logistics services in the transportation sector and that is able to support 
self-organisation in order to adapt to new situations and requirements. The introduced 
OTS ontology supports the delivery of already specified new information logistics 
services like Electronic Seal or Electronic Fence. However,  new services can emerge 
in the future, which require the assessment of different situations. For instance, the 
ElementarySituation class has no direct function in the OTS whereas it might 
be used in the future to exploit customer’s preparedness to pay for the services, e.g. 
booking an elementary situation can be provided at a lower price than booking a 
complex situation, which is represented by ComplexSituation class. Such 
services can be realized by adding more rules to the knowledge base.  New sensor 
types and situation types will be added by the creation of new instances of the 
respective classes. The practical evaluation of the OTS has been conducted by adding 
four trailer instances to the knowledge base, each having different situations and time 
stamps. In doing so, we were able to observe how well the inference rules work. The 
future work might include the application of the ontology in a concrete environment. 

Developing the ontology revealed the importance of the definition of rules for 
ontology driven applications. Thus, we added an additional step for rule definition in 
the ontology development process by Noy and McGuinness [3]. Furthermore, their 
approach was shifted from the slot-based ontology design to an OWL2 compatible way 
of ontology creation. 

Regarding self-organisation, we conclude that some aspects of self-organization are 
already well covered by OTS. However, there are also some shortcomings that need to 
be solved in order to fully support self-organization. A problem is the content aware 
communication and data processing as proposed for wireless sensor networks. A link 
between necessary knowledge in order to perform tasks on the upper layers to the 
processes on the Technical Layer is missing. Additionally, the definition of fall-backs 
and alternative procedures is missing in OTS and a more comprehensive way of 
representing service requirements would be desirable. Solving these issues would 
foster the use of ontologies like OTS for self-organizing information systems. 
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Abstract. With the increasing use of sensors and actuators in technical systems 
and knowledge-intensive services the need for processing the information 
captured by these sensors and “making sense” out of it increases. Knowledge 
fusion is supposed to contribute to this field since it aims at integrating 
knowledge from different sources. Development of knowledge fusion solutions 
is a complex task which can be compared to systems and software development. 
As in other development areas there is a need for efficient development 
processes which can be supported by reusing solution parts, such as patterns or 
components. The paper brings together experiences from knowledge fusion sub-
system development and from design of knowledge fusion patterns. The main 
contributions of this paper are (1) a real-world application scenario presenting 
typical requirements to knowledge fusion systems, (2) application of knowledge 
fusion patterns from context-based decision support to situation recognition, (3) 
recommendations from this application case. 

Keywords: knowledge fusion, knowledge fusion pattern, situation, situation 
detection, knowledge logistics. 

1   Introduction 

With the increasing use of sensors and actuators in technical systems and 
knowledge-intensive services, like in cyber-physical systems, preventive maintenance 
or intelligent information logistics, the need for processing the information captured by 
these sensors and “making sense” out of it increases. Knowledge fusion is supposed to 
contribute to this field since it aims at integrating knowledge from different sources. 

The development of knowledge fusion solutions and systems usually is a complex 
task which can be compared to systems and software development projects.  As in 
other development areas there is a need for efficient development processes which can 
be supported by reusing solution parts, such as patterns or components. The aim of this 
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paper is to bring together experiences from knowledge fusion sub-system development 
and from design of knowledge fusion patterns. We will analyze applicability and 
pertinence of knowledge fusion patterns in a past project from civil security and derive 
recommendations from this analysis for future projects aiming at using fusion patterns. 

The main contributions of this paper are (1) a real-world application scenario 
presenting typical requirements to knowledge fusion systems, (2) application of 
knowledge fusion patterns from context-based decision support to situation 
recognition, (3) recommendations from this application case. 

The remaining part of the paper is structured as follows: section 2 gives an 
overview to the field of knowledge fusion and discusses related work. Section 3 
presents the application case constituting the frame for this research. An overview to 
the basic concept of knowledge fusion pattern is given in section 4. Section 5 discusses 
the applicability of fusion patterns in the given application case and derives 
recommendations. Conclusions and future work are discussed in section 6. 

2   Knowledge Fusion 

Techniques for data, information and knowledge fusion from different sensors, 
services and components have received much attention during the last decade. This 
section will give a brief overview to the field which starts from data fusion since this 
often lays the ground for higher level fusion activities, like knowledge fusions. 

 The process model for data fusion suggested by Joint Directors of Laboratories 
(JDL) which later became the Data Fusion Group (DFG) is the most popular of the 
fusion models. First proposed in 1985, the JDL/DFG model was revised several times 
(see [1] and [2]) due to observed shortcomings [3]. Currently, the levels with the 
JDL/DFIG model are: Source Pre-processing/Subject Assessment (level 0), Object 
Assessment (level 1), Situation Assessment (level 2), Impact Assessment / Threat 
Refinement (level 3), Process Refinement (level 4), and User Refinement / Cognitive 
Refinement (level 5). Through its different levels, the model divides the processes 
according to the different levels of abstraction of the data to be fused and the different 
problems for which data fusion is applicable (e.g. Characteristic estimation vs. 
situation recognition and analysis). The model doesn’t prescribe a strict ordering of the 
processes and the fusion levels, and the levels are not always discrete and may overlap. 
The model was initially proposed for the military applications but is now widely used 
in civil domains as well, such as business or medicine. The JDL/DFIG model is useful 
for visualizing the data fusion process, facilitating discussion and common 
understanding and important for systems-level information fusion design [4]. 

Other fusion models include the Boyd loop [5], the Waterfall model [6] and the 
Endsley model [7], which focus on different perspective of the fusion task and propose 
refined structures or processes. The Omnibus model [8] is an attempt to achieve a 
unified model by merging different fusion models. It reflects the cyclic nature of the 
Boyd loop, and carries the finer structure of the Waterfall model, of the JDL model, 
and of the Endsley model.  
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Two main groups of knowledge fusion approaches are commonly distinguished: 
knowledge fusion based on knowledge representation technologies and semantic 
integration for federated systems. Semantic integration will not be discussed in detail, 
since it primarily focuses on applications in information systems and database context, 
i.e. fusing schemata of the information sources. Knowledge Fusion approaches based 
on knowledge representation techniques, like semantic nets or ontologies, have been 
subject to research during the last 20 years and resulted in a number of methodology 
and technology approaches. The most cited and used approaches include the following 
ones. 

The KRAFT [9] architecture for knowledge fusion and transformation: knowledge 
fusion is defined as a combination of knowledge from disparate sources in a highly 
dynamic way. In order to do this, data instances need to be associated with knowledge 
concerning their context, such as how they should be interpreted and how they can be 
used. Two main kinds of operations are recommended in a distributed knowledge 
fusion system: knowledge retrieval (to find out everything the organization knows 
about something) and problem solving (to use the combined knowledge to solve a 
particular problem).This leads to a number of services required by the system: 
knowledge location services (to find the relevant knowledge on the network), 
knowledge transformation services (to translate the knowledge into a common 
representation language), and knowledge fusion services (to combine and process 
knowledge). 

The Knowledge Supply Net approach KSNet [10]: the goal of the KSNet approach 
is to complement insufficient knowledge and obtain new knowledge using knowledge 
from different sources. The technologies involved spans from ontology management 
and intelligent agents to constraint satisfaction and soft computing.  Knowledge as a 
set of relations, such as constraints, functions, or rules, that can be used by a user or 
expert in order to decide how, why, where, and what to do with the information in 
order to meet a goal or a set of goals within a clear context and time. The knowledge 
fusion process structure has several steps, including translating knowledge from 
different knowledge sources into a unified form, acquiring knowledge from external 
sources, select the relevant knowledge producing new knowledge by discovering or 
deriving it from the existing knowledge, internalization of knowledge, and knowledge 
fusion management. 

The general idea to capture the domain under consideration in a domain ontology, 
the tasks to be supported in task ontologies being a part of the domain ontology, 
integration the knowledge sources by using these ontologies and fusing the relevant 
knowledge on-demand is suitable for the planned project. A commonality between 
these approaches is that industrial scale application and support by off-the-shelf 
products so far is quite sparse. 
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3 Application Scenario 

The content of this paper is based on work from the FP7-Security-IP Integrated Mobile 
Security Kit (IMSK) project6. IMSK was addressing the continuously evolving threat 
of unpredictable terrorist activity, which demands the application of existing and 
developing technology for the protection of citizens. More concretely, IMSK combines 
technologies for area surveillance, checkpoint control, CBRNE detection and support 
for VIP protection, into a mobile system for rapid deployment at venues and sites 
which temporarily need enhanced security. The project’s approach is to design a 
system (IMSK) that will integrate heterogeneous information to provide a common 
operational picture. This includes to employ legacy and novel sensor technologies, and 
to adapt the system to local security forces.  

Data, information and knowledge fusion have major roles within the IMSK system. 
IMSK integrates different kinds of sensors providing observations of the sites to be 
protected. The data provided by physical sensors, as well as pieces of information 
provided by human observers and open sources, have to be combined in order to 
provide an overview of the ongoing situation. Within this work, we are particularly 
interested in knowledge fusion and fusion of high level information. We decompose 
the fusion process into several phases of fusion. First, entities of the world are 
represented using detailed observations provided by different kinds of sensors. This is 
the attribute fusion phase. Then, the recognized entities are combined and relations 
among them are observed. The situation fusion phase aims at reconstructing a more 
global view of the observed situation that contains both the entities recognized in the 
attribute fusion phase and the relations that have been observed among them by other 
information sources providing information of a higher level. Both the attribute and 
situation fusion, rely on the same approach. The two phases differ only by the level of 
detail of the observations that are processed. Once the representation of an ongoing 
situation is achieved, the situation recognition aims at deciding whether the ongoing 
situation is one of the “critical situations” preliminary defined by the end users. Last, 
the event correlation phase allows for combining the different static critical situations 
recognized in order to detect the occurrence of complex critical situations. The event 
correlation phase allows taking into account time and space issues of the critical event 
detection process.  

Several scenarios were defined within the IMSK project that aim at showing the 
adaptability of the platform to different types of environments and events. One of these 
scenarios is the protection of VIPs7 during an EU summit. The events of the summit 
take place in three different locations of a city. The participants have thus to go from 
one place to another one. One of the tasks to be supported is the protection of VIPs 
when crossing a bridge when going from the congress center to the dinner place. 
Several sensors are deployed in order to detect CBRN8 threats, fireworks, approaching 
vehicles, etc. Our aim, within knowledge fusion, is to combine observations acquired 
through the different sensors (and potentially already fused at a low level), with 

                                                           
6 http://www.imsk.eu 
7 VIP = Very Important Person 
8 CBRN = chemical, biological, radiological and nuclear 
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information coming from other sources. We then have to detect potential critical 
situations and events, according to the ones that are specified by the end users of the 
IMSK system. Our example here focuses on the detection of a vehicle approaching a 
VIP while he/she crosses the bridge. We use the vehicles tracking system observations, 
the schedule of the summit and observations provided by people on the site. 

The requirements to the functionality of a knowledge fusion sub-system derived 
from this scenario are defined as “capabilities”, i.e. desirable functionalities to be 
supported by knowledge fusion. Examples for capabilities are: 

• Area surveillance: Area control: airspace, Area control: land, Area control: 
waterways, Protection of public infrastructure, Protection of buildings and 
Protection of property. 

• Command & control (C2): Situation awareness, Decision support, 
Deployment support and Communication management 

• Communications: Emergency communication, secure communication and 
communication in buildings. 

• Access rights: verification of access rights, enforcement of access right 
restrictions, crowd monitoring, identification if unwanted behavior, VIP 
assault prevention, identification of wanted people. 

4 Knowledge Fusion Patterns 

Knowledge fusion patterns were developed to generalize knowledge fusion processes 
in relation to sources involved in these processes. For this, the knowledge fusion 
processes ongoing in a context-aware decision support system (CADSS) were 
investigated [11]. 

In the CADSS a situation is modeled by a two-level context. Abstract and 
operational context represent the situation at the first and second levels, respectively. 

The abstract context is a non-instantiated ontology-based situation model. This 
context is created for a specific situation. It captures knowledge relevant to this 
situation from an application ontology. The ontology combines domain and task 
knowledge needed to describe situations happening in the application domain. 

The operational context is the result of an abstract context instantiation for the 
actual circumstances. Data and information from various sources (sensors, humans, 
etc.) is fused within the abstract context structure to produce the operational context. 
This context is a near real-time schematic picture of the ongoing situation. 

The operational context is the basis for decision making. The system supports the 
decision maker with a set of decisions feasible in the current situation. This set is a 
result of solving tasks specified in the abstract context as a constraint satisfaction 
problem.  

The investigation of the processes ongoing in the CADSS results in the following 
knowledge fusion patterns: 

Selective fusion: integration of multiple knowledge pieces from various ontologies of 
different types into a new ontology. The pattern is used for application ontology 
creation.  



 
2nd International Workshop on Ontologies and Information Systems 

 

23 
 

Simple fusion: integration of multiple knowledge pieces from a single large 
multipurpose ontology into a new knowledge piece intended to restricted purposes. 
The pattern is used for abstract context building. 
Extension: inference of new knowledge as a result of knowledge integration. The 
pattern is used for abstract context building. 
Instantiated fusion: fusion of data/information from multiple (possibly, heterogeneous) 
sources to create a representation that may be used by the CADSS, decision makers, 
and other humans as the basis for problem solving and decision making.  
Flat fusion (see Fig. 1): fusion of knowledge from multiple knowledge sources during 
problem solving. The pattern is used for generation of a set of feasible decisions. 
Adaptation: gaining new capacities/capabilities by units (knowledge sources, source 
network, actors, etc.) as a result of their adaptation to new circumstances or new 
scenarios. The pattern is used for adaptation of an existing knowledge source network 
to new scenarios and for adaptation of decision executives to changing settings. 
Historical fusion: revealing new knowledge from hidden knowledge based on the 
accumulated one. The pattern is used to inductive inference of new relations between 
the entities presenting in different contexts. 

The knowledge fusion patterns are formalized in terms of preservation/change of the 
structures and autonomies of the initial and target sources, and in terms of the results 
the knowledge fusion processes produce in the CADSS. The reasons of choice the 
states for structures and autonomies as a measure are as follows. 

Fig. 1. Flat fusion 

Name: flat fusion 
Problem: providing the decision maker with a set of alternative decisions 
Solution: solving the problems, to which the decision maker has to find solutions 
in the current situation, as a constraint satisfaction problem 
Initial source: operational context 
Target source: a knowledge source fusing operational context and the set of 
alternatives 
Autonomy pre-states: initial  source  target source 
 non-autonomous  n/a*  
Result in CADSS: a new knowledge source of a new type 
Result in ontology terms: a new knowledge source representing the result of 
fusion of the dynamic ontology with the set of alternative decisions 
Post-states:   initial  source  target source 
 Structure: changed   n/a 
 Autonomy: n/a   autonomous 
Schematic representation: Fig. 2 
Phase of CADSS functioning: generation of a set of alternative decisions 
*n/a means the source does not exist 
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Knowledge fusion involves multiple sources in the integration processes. In the 
context-aware systems integration of data/information/knowledge refers to the process 
of integration of their conceptual structures. Therefore, source’s structure is an 
obligatory concept taken into account by the integration.  

Autonomy creates awareness of the reliability of data/information/knowledge 
represented in the sources. The CADSS operates in dynamic environments. 
Information and knowledge represented in the environmental sources that are related to 
the internal system sources (i.e., the environmental sources and system ones are non-
autonomous) are considered to be more reliable than information/knowledge 
represented in the autonomous environmental sources. An argument in favor of this is 
any changes in the linked (non-autonomous) environmental sources are reflected in the 
system sources.  

An example of patterns specification is given in Fig. 1; a schematic representation in 
Fig. 2. Flat fusion patter is used in this example. 

5 Knowledge Fusion Patterns for Situation Detection   

Within IMSK, the domain modeling and knowledge representation is based on 
ontologies [12]. They are used as the core representation paradigm and formalism. The 
knowledge representation for the fusion module includes two main categories of 
knowledge: (1) knowledge specifying fusion tasks and (2) knowledge forming the 
input for these fusion tasks. The fusion tasks to be supported are attribute and 
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observation fusion, critical situation recognition and event correlation. In this paper, 
we will focus on situation recognition and the attribute and observation fusion forming 
the basis for it. An ontology-based formalization of the situation model is available in 
[12].  

Within the attribute fusion, the different features acquired through the various 
sensors of IMSK are combined so to determine the identity of the objects and entities 
taking part of the external situation. As opposed to kinematic information (i.e. position, 
velocity and acceleration), attribute information provide descriptive information about 
an entity’s characteristic or quality. The ID-tag, color, width or acoustic signature on 
an entity all make plausible attributes. Attributes are, by many means, useful within 
systems such as IMSK. In crowded spaces, attributes can facilitate a tracker to 
associate observations to correct tracks. A rich set of attributes can also support in the 
situational- and behavioral analysis, e.g. by determining the identity of entities, by 
establishing their relations, and by indicating odd attribute combinations. 

The aim of the attribute fusion module is to build a more precise and complete 
description of the entities taking part in an observed situation. This is made by 
continuously trying to extend and refine the flora of attributes associated with each 
entity. For this task, we use heterogeneous sensors and take advantage on their 
different qualities and the kind of attributes they can deliver. During the situation 
fusion phase, the focus is on the relations that exist between these different entities. 
Finding these relations allow having a more coherent representation of the ongoing 
situation. The representation goes from a set of observed entities to a structured 
observed situation in which the previous entities take part, with specific roles. When 
two observations (at least partially) overly, the information fusion sub-processes builds 
an unique view of the observed object or situation from them. The fusion phase 
confronts several points of view on the state of an object or a situation. This 
confrontation leads to a conflict resolution phase. A major stake of information fusion 
is to automate the conflict resolution phase. 

Fig. 3 describes the general information flow used for situation recognition. IMSK 
smart sensors, fusion modules and open information sources provide information 
which are captured in observation graphs based on the domain model. These graphs are 
used for observation fusion and create fused observation graphs. The observation 
graphs are the basis of situation recognition, which essentially is based on comparison 
with a-priori defined models of critical situations. In case a critical situation is 
detected, alerts are generated in the command & control system. 

When investigating the use of knowledge fusion patterns for situation recognition 
in IMSK, the following process was used: we first matched the decision support 
process forming the ground for knowledge fusion patterns onto the situation 
recognition flow in IMSK. Afterwards the matching phases were investigated in more 
detail in order to identify potentially suitable patterns. The potentially suitable patterns 
then were mapped onto the IMSK ontology in order to finally decide on applicability. 

The first step, mapping the decision support process on the situation recognition 
flow, showed a principal difference in the approaches. IMSK did not explicitly use an 
abstract context which was adapted and configured for the actual operative situation 
but rather applied the same application ontology, which was configured for the 
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application case under consideration by instantiating it. Although the approaches have 
similarities, the fundamental difference is that structural changes and extensions as 
supported by the knowledge fusion patterns addressing the process flow in adapting the 
abstract context (abstract context creation, refinement and reuse) are not applicable. It 
should be noted that the use of “context” from decision support systems in IMSK is 
appropriate, since both event correlation and situation recognition depend on the actual 
situation of an entity (e.g. the access control sub-systems for the EU-summit). 

The knowledge fusion patterns defined for the “operative” part of the decision 
support system process could be applied even for IMSK. An example is the “flat 
fusion” pattern presented in section 4. This pattern would be used to create a list of 
critical situations based on the representation of observations in the knowledge base. In 
DSS, flat fusion creates a list of feasible solutions for a decision problem. In situation 
recognition, this “feasible solution” correspond to possible situations.  

Other knowledge fusion patterns considered as useful and pertinent for the 
situation recognition scenario are “instantiated fusion” (for creating a real-time 
representation of the current situation based on the observations), “historical fusion” 
(for creating new knowledge based on archived previous critical situations) and 
“adaptation” (for adaptation of the knowledge base to the detected situation). Fig. 4 
gives an overview to the fusion process and usable knowledge fusion patterns in 
IMSK. 

Fig. 3. General information flow for situation recognition 
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In addition to the use of KF (knowledge fusion) patterns in the knowledge fusion 
process, we also investigated possible knowledge fusion results [13 – 23]. Potential 
results enhancing the knowledge base are: 
• new knowledge created from data/information. Such knowledge represents 

information having been processed, organized or structured in a way that may be 
used by systems and humans as the basis for problem solving and decision making; 

• a new type of knowledge. This result means integration of such knowledge that the 
outcome is knowledge of a radically new type; 

• a new knowledge about the conceptual scheme. This result concerns changes in 
schemes formally representing knowledge. New relations, concepts, properties, etc. 
appearing in existing schemes are examples of new knowledge; 

• a new problem solving method or a new idea how to solve the problem. This is the 
result of reuse and combining existing knowledge in new scenarios; 

• new capabilities/competencies of a unit (a unit that produces or contains 
knowledge). Like the item above, the new capabilities/competencies are the result of 
reuse and combining existing knowledge in new scenarios; 

• a solution for the problem. This outcome means integration of knowledge from 
various sources in problem solving, which results to a problem solution; 

• a new knowledge source created from multiple sources. This result is a 
generalization of different knowledge fusion results. It implies origination of a new 
source to represent the new knowledge. 
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6 Summary and Future Work 

The paper investigated the possibility of KF pattern use in situation recognition using 
the example of civil security from the IMSK project. The main result was that four KF 
patterns from the operative part of the knowledge fusion process were found applicable 
and useful. Based on this insight, we recommend that future projects aiming at the 
development of knowledge fusion systems for situation recognition should take these 
patterns into account. We expect this to speed up the construction process of the 
domain model and the knowledge base. Another result of this investigation is that KF 
patterns designed for DSS at least on the conceptual level can be transferred to another 
knowledge fusion purpose: situation recognition. 

The main limitation of the research presented here is that it stays on a conceptual 
level. It would be worthwhile and interesting to develop an actual knowledge fusion 
solution for situation recognition based on KF patterns. During this development 
process, the efforts spend would have to be documented and compared to other 
projects in order to validate whether pattern use really saves efforts.  
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Abstract. We address the existing gap between business process models and 
lawful states of business objects. This gap hinders compliance of business 
process models with internally and externally imposed regulations. Existing 
modelling methods such as BPMN and ArchiMate lack an explicitly declarative 
approach for capturing flow of business objects, their states and laws of state 
transitions. Such deficiency can cost organization potential legal problems, make 
the ability of BPMN and ArchiMate to capture real-world phenomena 
questionable and drive modellers to employ additional standards. This paper 
proposes a formalized solution for closing the gap between business process 
models and states of business objects by using BWW model. Our approach 
includes means for explicit definition of states of business objects, automatic 
generation of conceivable state space at a process model design-time, and 
automatic generation of lawful state space and compliance checking at a process 
run-time. 

Keywords: Business process modelling, BWW, BPMN, Object state, 
Compliance. 

1   Introduction 

Business processes are valuable assets of any organization. In organizations business 
process modelling has become a main activity for capturing, analysing, and improving 
business processes. Business process modelling comprises two aspects – the control-
flow perspective and data-flow perspective [1]. Control-flow perspective defines 
possible execution paths of a business process, while data-flow perspective represents 
how business objects are manipulated and change states during a process. Data in 
business process models are usually declared in terms of business objects (physical or 
virtual) and usually there are prescribed allowed states of business objects contained in 
internal business policies, external legislative documents, standards, reference models, 
and other regulations. Nowadays there is an increased pressure on organizations to 
guarantee compliance of their business processes with various regulatory and 
legislative requirements, other externally imposed constraints, and internal business 
policies [2]. For an organization engaged in business process modelling this might 
mean that (1) activities in business process models have to be associated with business 
objects representing inputs or outputs, (2) it has to be possible to represent a state of a 
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business object at a given point of time, (3) it has to be possible to associate allowed 
state transitions with a business process model, and (4) it has to be possible to detect if 
a state of a business object is compliant with allowed state transitions. In this paper we 
are not talking about the soundness of the process – correctness criteria that a process 
model has to fulfil, e.g., deadlock or livelock patterns.  

Compliance can be checked during or after the execution of the business process, 
called compliance by detection,  or compliance can be checked while modelling the 
business process, called compliance by design [3]. In this paper we address the issue of 
compliance between business process models and lawful state space of business 
objects. In our solution we intend to apply compliance by detection method to check 
during the execution of the business process if states of business objects are compliant 
with the lawful state space. However, we also intend to generate a space of conceivable 
states for business objects at a design-time of business process.  

We motivate our research with the following: compliance between business process 
models and lawful state space of business objects (1) ensures that organization will not 
violate laws and there will be no potential legal problems for the organization, and (2) 
ensures consistency in collaborative business processes and customer satisfaction. A 
number of studies exist that show the importance of addressing data and states of data 
in business process models – e.g., in [4] authors indicate the importance of data-driven 
process structures in large engineering processes such as assembling of a car or an 
airplane, and according to [5] in order to achieve safe execution of a process model it 
must be ensured that every time a task attempts to access a data object, the data object 
is in a certain expected data state (legal state). And since not all possible transitions of 
states are meaningful, restrictions on object state transitions are also required. In this 
paper we intentionally use the term “business objects” and not “data objects”, since 
active structure elements are also capable of assuming a state which can be illegal and 
should be also monitored. 

Nowadays organizations employ industry modelling standards like BPMN [6] and 
ArchiMate [7] to understand and improve business processes. Business Process Model 
and Notation (BPMN) [6] is the de-facto standard for representing in a very expressive 
graphical way the processes occurring in virtually every kind of organizations [8]. 
However, BPMN has its limitations when it comes to modelling other aspects of 
organizations such as organizational structure and roles, functional breakdowns, data, 
strategy, business rules and technical systems [9]. Information about Enterprise 
Architecture (EA) is needed to create real-world business process models. To provide a 
uniform representation for diagrams that describe EA, ArchiMate modelling language 
has been developed [7]. The core of ArchiMate language consists of three main types 
of elements: active structure elements, behaviour elements, and passive structure 
elements (objects) [7]. Some tools like ARIS [10] and QPR [11] allow linking BPMN 
and ArchiMate models in their modelling environments. Linkage between BPMN 
models and ArchiMate models provides possibilities to complement BPMN models 
with enterprise aspects and ArchiMate models with detailed process descriptions. In 
this paper we particularly address linked BPMN and ArchiMate models, which we, for 
simplicity reasons, call business process models. 

The previous research has shown (see [12], [13] and [14]) that BPMN and 
ArchiMate lack in ability to describe flow of business objects in business process 
models and explicitly declare states of business objects imposed by regulations. This 
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gap hinders compliance of business process models with external and internal 
regulations. 

Wand and Weber [15] built a set of models for the evaluation of modelling 
techniques based on an upper ontology defined by Bunge [16]. They extended Bunge’s 
ontology and applied it to the modelling of information systems (BWW model) [15].  
BWW model consists of constructs present in the real world that must be represented 
in information systems. BWW model allows straightforwardly addressing: (1) states of 
things, (2) lawful state space and lawful event space of things, (3) conceivable state 
space and conceivable event space of things, (4) state law that restricts values of the 
properties of things to a lawful subset, and (5) lawful transformations that define which 
events in things are lawful. To be able to control whether an unlawful event has 
occurred in a business process, or a business object has assumed an unlawful state, it is 
necessary: (1) to provide means explicitly defining states of business objects in 
business process models (2) to generate lawful and conceivable states spaces for 
business process models, and (3) to check compliance of business process models with 
generated lawful state spaces at a run-time.   

This paper presents an on-going research which aims to provide a solution and a 
prototype of a tool for supporting explicit declaration of lawful states and compliance 
checking between business process models and lawful state space of business objects. 
For a theoretical foundation purpose we propose to use BWW model [15], since BWW 
model complements BPMN and ArchiMate for what they are lacking – explicit 
representation of business objects, their states, and state transition laws. 

Research presented in [17] describes how BPMN and ArchiMate support BWW 
model. There are 6 BWW model elements that are not supported by these modelling 
languages, namely, State Law (SL), Conceivable State Space (CSS), Lawful State 
Space (LSS), History (H), Conceivable Event Space (CES), and Lawful Event Space 
(LES): or a tuple {SL, CSS, LSS, H, CES, LES}. These six elements are to be taken 
into consideration to define a complete, lawful, and consistent description of business 
processes. Our work focuses on the use of BWW elements {SL, CSS, LSS, H, CES, 
LES} in designing compliant with the states of business objects business process 
models. However, we are aware that the subject of compliance is broader than 
concerns of business object states. 

The main contribution of this paper resides in that we use BWW model – a system’s 
model with a proven research record – to supplement BPMN and ArchiMate models 
with explicit declarations of object states, state laws and conceivable and lawful state 
spaces in order to support organizations in achieving compliance with regulations.  

The paper is structured as follows. In Section 2 the related work is outlined. In 
Section 3 a running example that we use throughout the paper is described. Section 4 
contains formalization of BWW elements {SL, CSS, LSS, H, CES, LES} using a set 
theory. In Section 5 existing gaps and the proposed solution is discussed. Brief 
conclusions and future work are presented in Section 6. 

2   Related Works 

The lack of consistent theoretical foundation for building information systems urged 
Wand and Weber [15] to build a set of models for the evaluation of modelling 
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techniques. Wand and Weber have extended the ontology presented by Mario Bunge 
[16] and developed a formal foundation called BWW model for modelling information 
systems [15]. Elements in BWW model (in the text shown in italics) can be organized 
in the following groups (adapted from [17]): 
1. Thing – including Properties, Classes and Kinds of Things. Thing is an elementary 

unit in BWW. Things possess Properties, which defines States of a Thing. Things 
can belong to Classes or Kinds depending on a number of common Properties. A 
Thing can act on another Thing if its existence affects the History of the other 
Thing. Things are coupled if one Thing acts on another. 

2. State of Thing – Properties of Things define their States. State Law restricts Values 
of Properties of Things. Conceivable State Space is a set of all States a Thing can 
assume. Lawful State Space defines States that comply with State Law. Stable State 
is a State in which Thing or a System will remain unless forced to change by Thing 
in the System Environment. Unstable State is State that will be changed into 
another State by the Transformations in the System. History is the chronologically-
ordered States of Thing. 

3. Transformation – transformation between States of Things. Transformation is a 
mapping from one State to another. Lawful Transformation defines which Events in 
Thing are lawful.  

4. Event – is a change in State of Thing. Conceivable Event Space is a set of all Events 
that can occur to Thing. Lawful Event Space is a set of all Events that are lawful to 
Thing. Events can be Internal Events and External Events. Events can be Well-
Defined – Event in which the subsequent State can be predicted – or Poorly-
Defined Event in which the subsequent State cannot be predicted. 

5. System – a set of coupled Things. System Composition is Things in the System. 
System Environment is Things outside the System interacting with the System. 
System Structure is a set of couplings that exist among Things. Subsystem is System 
whose composition and structure is a subset of the composition and structure of 
another System.  System Decomposition is a set of Subsystems. Level Structure is an 
alignment of the subsystems. 
The authors of [5] propose a notion of “weak conformance” which checks 

conformance of a process model with respect to data objects. This notion can be used 
to tell whether in every execution of a process model each time a task needs to access a 
data object in a particular state, it is ensured that the data object is in the expected state 
or can reach the expected state and, hence, the process model can achieve its goals. In 
[18] authors identify that consistency between business process models and object life 
cycle is required, however, their relation is not well understood. Authors clarify this 
relation and propose an approach to establish the required consistency by explicitly 
defining object states in business process models and then generating life cycles for 
each object type in the process. The authors of [18] indicate that object life cycle 
modelling is valuable at the business level. However, we propose to consider states of 
objects also at the application and technology levels of enterprise architecture since 
objects can be hidden and specified in sub-process structures at different levels of an 
enterprise. The authors of [19] use object life cycle as a common means for explicitly 
modelling allowed state transitions of an object during its existence and propose a 
technique for generating a compliant business process model from a set of given 
reference object life cycles.  
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The notion of a “legal state” is also mentioned in [20] where authors indicate that 
the representation of legal states in a model of a trade procedure is essential because 
organizations should be able to derive their obligations, rights, and duties at each point 
during the execution of the trade procedure and propose to annotate the states in Petri 
nets. In [2] authors investigate the use of temporal deontic assignments on activities as 
a means to declaratively capture the control-flow semantics that reside in business 
regulations and business policies. In object-oriented paradigm, state machines are 
extensively used for representation of states of objects [21]. In [22] the authors propose 
logic based formalism for describing the semantics of business contracts and the 
semantics of compliance checking procedures and close the gap between business 
processes and business contracts. In [3] the author focuses on compliance by design 
and extends artifact-centric approach to model compliance rules using Petri nets and 
show how compliant business processes can be synthesized automatically from the 
point of view of the involved business objects. 

Since we address the importance of explicitly representing business objects and 
their states in business process models, our approach is also related to case handling 
[23] – a relatively new paradigm that, unlike workflow management, is strongly based 
on data. In our approach we generate a lawful state space using a conceivable state 
space based on a particular business process scenario (case). 

The objective of this paper differs from the related work in that it uses BWW model 
as a theoretical foundation for generating conceivable and lawful state spaces from a 
business process model and applies it to nowadays de-facto modelling methods BPMN 
and ArchiMate. 

3   Example: Electronic Submission 

Throughout this paper we are using a simple electronic submission example at a 
university in which a researcher uploads his publication to university repository and 
can choose an option to publish her work as Open Access publication (see Figure 1). 
Researchers must choose a licence under which they wish to publish their publication – 
a version of the full text of the work which the publisher permits to archive in the 
institutional repository. The possible versions of the publication’s full texts are: pre-
print, post-print or published version. Uploaded publication can assume several states 
based on the set of its properties, e.g., lawful state will be when a version of a 
publication’s full text is the pre-print and publisher has permitted archiving this 
publication. Lawful event will be allowing showing a full text of this publication 
publicly. Unlawful event will be when a publisher has not allowed archiving but a full 
text is made available publicly. 
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Fig. 1. BPMN 2.0 model of the electronic submission business process. 

4   Formalization of BWW Model    

In this section we propose formal definitions of BWW model elements based on 
informal description of BWW model presented in [12]. 

Definition 1: Thing. A Thing is the elementary unit in the BWW ontological model. 
The real world is made up of Things. Things possess Properties. 
A Thing is a tuple:  

T = {P, SL, CSS, LSS, H, LT, CES, LES}, where: 
• P is a set of Properties of a Thing 
• SL is a State Law of a Thing 
• CSS is a Conceivable State Space of a Thing 
• LSS is a Lawful State Space of a Thing 
• H is a History of a Thing 
• LT is Lawful Transformation of a Thing 
• CES is a Conceivable Event Space of a Thing 
• LES is a Lawful Event Space of a Thing 

Example. In the running example presented in Section 3 Thing is a Publication 
submitted by a Researcher.  

Definition 2: Property. A Property is modelled via a function that maps the Thing 
into some value. 
Property is a tuple: 



 
2nd International Workshop on Ontologies and Information Systems 

36 

P = {a, t}, where: 
• a is an Attribute of a Property 
• t is a Property type, namely, in general, in particular, hereditary, emergent, 

intrinsic. 
Property is described as a function that maps a Thing from a set of Properties Px to Py: 

(f : Px → Py). 
Example. In the running example presented in Section 3 Publication is assumed to 
have the following Properties (due to limitation of space we present only a subset of 
all possible properties): 

• P1={Title, In General}. 
• P2={Status, In General} – differs from the notion State (although names can 

be identical). Values of “Status” can be “Registered, “Confirmed”, 
“Cancelled”. 

• P3={Open Access Mark, In General} – represents whether a Researcher has 
chosen the option to archive Publication as Open Access. 

• P4={CC Licence, In General} – represent chosen CC License, possible values: 
“CC BY”, “CC BY-SA”, “CC BY-ND”. 

• P5={Version of the Full Text, In General} – can have values “pre-print” 
“post-print”, or “publisher's version/PDF”. 

• P6={Publisher Policy, In General} – can have values “Green” (can archive 
pre-print and post-print or publisher's version/PDF), “Yellow” (can archive 
pre-print), “White” (archiving not formally supported). 

Definition 3: State. The vector of values for all Property functions of a Thing. 
Let’s assume that there is Publication X, then a State for a Publication X at a given 
point of time can be defined as  

Sxi = {ID, {P 1, P2,...Pi, Pi+1,...Pn}}, where: 
• ID is a name that identifies the State 
• {P1, P2,...Pi, Pi+1,...Pn} is the vector of values for all Property functions 

Example. State for a Publication X from the running example: 

SPx = {Confirmed, {Title X, Confirmed, Yes, CC BY, Pre-Print, Yellow}} 

Definition 4: Conceivable State Space. The set of all States that the Thing might 
ever assume.  

CSS = {S, T}, where: 
• S is a set of finite conceivable States  
• T is a Transformation that is a mapping function, e.g., from State X to State 

Y: (ft: Sx→Sy) – it is an association to a particular activity in the business 
process model. 

Example. For any uploaded Publication X from our running example: 

CSSP = {{Registered, Add Publication}, {Open Access, Choose OA Option}, {Not 
Open Access, Archive Internally}, {CC Licence Chosen, Choose CC Licence}, {Full 
Text Version Chosen, Choose Full Text Version}, {Publication Confirmed, Confirm 
OA Archiving}, {Publication Cancelled, Cancel OA Archiving}} 

Definition 5: State Law. A State Law restricts the values of the Properties of a 
Thing to a subset that is deemed lawful. 
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SL = {Plaw}, where: 
Plaw are Properties of a Thing that are lawful and is a subset of Properties of a Thing: 

Plaw ⊑ P 
Example. In the electronic submission example a State “Full Text Available Publicly” 
is lawful only in case when Properties of Publication are, .e.g.: 

• P1={Title=“Title X”, In General} 
• P2={Status= “Confirmed”, In General} 
• P3={Open Access Mark= “Yes”, In General} 
• P4={CC Licence=“CC BY”, In General} 
• P5={Version of the Full Text= “Pre-Print”, In General} 
• P6={Publisher Policy = “Yellow”, In General} 

Definition 6: Lawful State Space. The set of States of a Thing that comply with 
State Laws of the Thing. 

LSS = {S, SL} where: 
• S is a set of finite lawful States  
• SL is a State Law – set of Properties that are lawful for a Thing in this 

particular state 
Example. Let’s assume that a Researcher has uploaded a particular Publication X, 
then: 

LSSPx = {{Registered, {Title X, Registered}}, {Open Access, {Title X, Registered, 
Yes}}, {CC Licence Chosen, {Title X, Registered, Yes, CC BY}}, {Full Text Version 
Chosen, {Title X, Registered, Yes, CC BY, Pre-Print, Yellow}}, {Publication 
Confirmed, {Title X, Confirmed, Yes, CC BY, Pre-Print, Yellow }} 

Definition 7: History. The chronologically ordered states that a Thing traverses in 
time. 

H = {ss, si, …, sn,… se}, where: 
• ss is a start State 
• si  and sn are chronologically next States in time 
• se is an end State 

Example. History of States in the running example for a Publication X: 

HPx = {Registered, Open Access, CC Licence Chosen, Full Text Version Chosen, 
Confirmed} 

Definition 8: Lawful Transformation. Defines which Events in a Thing are lawful. 
Event is a change in a State of a Thing. 

LT = {E l, SC, CA}, where: 
• El is a set of Events that are lawful in a Thing, it can be defined as a subset of 

all Events: El ⊑ E  
• SC is a set of Stability Conditions that specify the States that are lawful under 

Lawful Transformation 
• CA is a set of Corrective Actions that specify how the values of the Property 

functions must change to provide a State acceptable under transformation law.  
CA={(f:Px→Py)} 

Example.  In the running example LT for a Publication X in a State “Registered”: 
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LTPx={{E 1={Registered→Open Access}, SCE1 ={Registered, Open Access}, CA E1 

={{Title X, Registered}→{Title X, Registered, Yes}}}, {E2={Registered→Not Open 
Access}, SCE1 ={Registered, Not Open Access}, CA E1 ={{Title X, 
Registered}→{Title X, Registered, No}}}} 

Definition 9: Conceivable Event Space. The set of all possible Events that can 
occur in the Thing. 

CES = {E, T}, where: 
• E is a set of all Events that can occur in a Thing  
• T is a Transformation that is a mapping function, e.g., from State X to State 

Y: (ft: Sx→Sy) 
Example. In the running example CES for Publication X: 

CESPx ={{E 1{Registered→Open Access}, E2{Registered→Not Open Access}, 
E3{Open Access→CC Licence Chosen}, E4{CC Licence Chosen→Full Text Version 
Chosen}, E5{Full Text Version Chosen→Publication Confirmed}, E6{Full Text 
Version Chosen→Publication Cancelled} 

Definition 10: Lawful Event Space. The set of all Events in a Thing that are lawful. 
LES = {El, LT} where: 

• E is a set of lawful Events  
• LT is a Lawful Transformation 

Example. In the running example LES for Publication X: 

LESPx={E1{Registered→Open Access}, E2{Open Access→CC Licence Chosen}, 
E3{CC Licence Chosen→Full Text Version Chosen}, E4{Full Text Version 
Chosen→Publication Confirmed}}. 

The applications of above-presented formalizations will be shown in Section 5. 

5   Existing Gaps and Proposed Solution 

This paper continues the research presented in [14] and [13] where the evaluation of 
BPMN and ArchiMate against  BWW was presented. Based on the results presented in 
previous works, we can conclude that BWW model defines a set of elements that are 
supported by BPMN and ArchiMate modelling language as well as a set of elements 
that are not supported by these modelling languages. Majority of BPMN and 
ArchiMate core elements can be mapped to BWW constructs. However, it is necessary 
to supplement BPMN and ArchiMate modelling languages with the missing elements 
in order to be able to maintain a set of lawful object states in business process models.  

Because in BPMN and ArchiMate there is no explicit representation for object’s 
State, Conceivable State Space, Lawful State Space, State Law, Conceivable Event 
Space, Lawful Event Space, and History – resulting BPMN and ArchiMate models may 
be irrelevant and modellers may need to incorporate additional modelling techniques to 
overcome these defects. It may be impossible to detect from BPMN and ArchiMate 
models which events and states should be expected to occur and which events and 
states can occur but are illegal. Another important aspect is lacking of element History, 
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which chronologically describes state changes of business objects. This deficiency can 
lead to problems regarding maintaining system’s log and recovery. 

These gaps hinder lawfulness of business process models, because lawful states of 
business objects are not explicitly depicted in business process models, models might 
contain meaningless states and events, since a set of conceivable states and events are 
not depicted, and, as a result, business process models do not represent real-world 
processes and can lead to business process incompliance with regulations. Also, since 
BPMN proclaims to be directly executable, omitting states and state transition laws 
may hinder correct automated execution.  

Using BWW model will potentially support creating business process models 
compliant with regulations, since missing BWW elements are addressed. Our approach 
intends to achieve the following: 

− Explicitly defining Properties of business objects in business process models 
using formal definition described in Section 4 and indicating whether business 
object is an input or output parameter of an activity. 

− Explicitly defining States of business objects in business process models using 
formal definition described in Section 4. 

− At business process design-time we intend to generate automatically State Law, 
Conceivable State Space and Conceivable Event Space directed graphs based 
on formal definitions presented in Section 4 and explicitly defined Properties 
and States of business objects. 

− We intend to check compliance of business process with lawful states of 
business objects at a run-time. At business process run-time based on a 
particular process scenario or case, we intend to generate automatically Lawful 
State Space, History, and Lawful Event Space directed graphs. 

− We intend to use rules for object life cycle generation presented in [18] for 
automatically generating conceivable and lawful state spaces. Rules for object 
life cycle generation presented in [18] are based on patterns that are matched in 
the business process model and used to create object life cycle with state 
transitions from initial state to possible end states. 

The proposed solution for maintaining lawful states of business objects in business 
process models requires a repository-based modelling tool that accommodates BPMN, 
ArchiMate and BWW.  

For the running example of electronic submission of a research paper to a university 
repository Figure 2 depicts Conceivable State Space and Lawful State Space graphs for 
a Publication X. We would like to indicate that Publication is not the only business 
object in this example – also “Notification from Publisher” is a business object, CC 
licence, etc., but due to limited space we do not add analysis of other business objects. 
Conceivable State Space and Lawful State Space graphs were created using formalisms 
defined in Section 4: 
1. LSS was created using formal definition LSS = {S, SL} – which represents a 
sequence of Lawful States and what are Properties of Thing for the lawful states: 
LSSPx = {{Registered, {Title X, Registered}}, {Open Access, {Title X, Registered, Yes}}, 
{CC Licence Chosen, {Title X, Registered, Yes, CC BY}}, {Full Text Version Chosen, 
{Title X, Registered, Yes, CC BY, Pre-Print, Yellow}}, {Publication Confirmed, Title X, 
Confirmed, Yes, CC BY, Pre-Print, Yellow}}. 
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2. CSS was created using formal definition CSS = {S, T} – which represents all 
possible sequences of states for Publication: 
CSSP = {{Registered, Add Publication}, {Open Access, Choose OA Option}, {Not 
Open Access, Archive Internally}, {CC Licence Chosen, Choose CC Licence}, {Full 
Text Version Chosen, Choose Full Text Version}, {Publication Confirmed, Confirm OA 
Archiving}, {Publication Cancelled, Cancel OA Archiving}}. 

 

Fig. 2.  Conceivable and lawful state spaces for a publication in electronic submission 
example. 

6   Conclusions 

Compliance between business process models and object state spaces are especially 
required in data-driven processes – in any process model that is based on data and 
manipulates with business objects. This paper presents an on-going research towards 
supporting compliance between business process models and lawful state space of 
business objects. BWW model is used as the foundation, since it allows 
straightforwardly addressing the lawful and conceivable state spaces of business 
objects. BPMN and ArchiMate modelling languages do not have elements that support 
explicit declaration of object states, including State Law, Conceivable State Space, 
Lawful State Space, History, Conceivable Event Space, and Lawful Event Space. The 
main contribution of this paper is a formalized solution for providing compliance 
between business process models and lawful states of business objects that has a 
capacity to support organizations in ensuring compliance between business process 
models and regulations.  

With regards to tool support further research involves implementation of modelling 
environment capable of maintaining state spaces of business objects. 
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Abstract. The paper proposes a new method for facilitating knowledge exchange 
by seeking relevant university experts for commenting actual information events 
arising in the open environment of a modern economical cluster. This method is 
based on a new mathematical model of ontology concepts matching. We propose 
to use in the formal core of our method a new modification of Latent Dirichlet 
allocation. The method and the mathematical model of ontology matching were 
validated in the form of a software-based solution: the newly designed decision 
support system titled EXPERTIZE. The system regularly monitors different text 
sources in the Internet, performs document analysis and provides university 
employees with critical information about relevant events according a developed 
matching algorithm. In the proposed solution we made several contributions to 
the advances of knowledge processing, including: new modifications of topic 
modeling method suitable for application in expert finding tasks, integration of  
new algorithms and existing ontology services to show feasibility of the solution. 

Keywords: expert finding, natural language processing, topic modeling. 

1   Introduction 

Emerging and successful growing of new forms of inter-organizational cooperation 
known as regional, innovation or university clusters [1] in national economies became 
a significant phenomenon of the modern world-wide socio-economical system. 
Sustainable exchange of expertise and professional knowledge between stakeholders of 
innovation clusters plays an important role in knowledge-based economics [2]. For this 
task an university undoubtedly should be a catalyst which provides expert evaluation 
and opinions. Critical problems and major strategic choices should be commented, 
discussed and exposed for multiple stakeholders including industry mass-media and 
society. 

Until now there is no big success of tight integration of university community 
within the framework of emerging innovative clusters. Informational links are 
developed by ad hoc manner, major activities are implemented inside the stable 
university-based structures like incubators and business parks. Communication with 
business experts and mass media shows that in modern turbulent information 
environments it is the paradigm of information and knowledge exchange which should 
be modernized. The modernized paradigm of information and knowledge exchange 
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should facilitate reactive or even proactive behavior of university community in 
response to critical emerging economic or social phenomena in the open environment 
of innovative cluster-based economy of knowledge. 

Traditional analytical methods which provide modern university community with 
current information about important discussion topics and critical issues lack of 
comprehensiveness and become too slow. In nowadays practice of universities the best 
solutions primarily include manual analysis of mass media and internet resources and 
further slow distribution of information about relevant public events through the 
inefficient hierarchical organizational structure (from the schools, faculties towards 
department and employees). 

We believe that advanced methods of automated and automatic knowledge 
management belong to critical scientific foundations of modernization the paradigm of 
information and knowledge exchange. A specifically designed combination of 
automated text processing and ontology-based knowledge engineering may improve 
quality of information analysis and reduce university’s response time. 

There are many interesting systems which approaches are close to our knowledge 
exchange idea. The one of it is Media Information Logistics project (Media-ILOG) 
which is concerns the domain of mass media too. The goal of the Media-ILOG [3], 
was to improve information flow inside a local newspaper JonkopingsPosten. 

In our research we limited the scope of the aforementioned global problem to the 
key issue of real-time matching between relevant university experts and actual 
information events arising in the open environment of the economical innovation 
cluster. We offer a solution of that issue in the form of new automated method of 
experts finding for facilitating knowledge exchange between the university and 
heterogeneous community of the innovation cluster.  

In contrast to Media-ILOG which is used semantic matching approach proposed by 
Billig et al. [4] The core of our method is a modification of Latent Dirichlet allocation. 
[5]  It is algorithmically implemented in the newly designed decision support system 
titled EXPERTIZE. The system regularly monitors different text sources in the 
Internet, performs document analysis and provide university employees with critical 
information about relevant events according the specific relevance matching algorithm. 

The high level design structure of EXPERTIZE software system includes several 
principal components. They are Crawler, Data Modeler, Data Store, GUI and Matcher. 
We match an input document not only with a single expert from our dataset, but with a 
scientific areas of interest, which is a category of the formal ontology. Each category is 
represented as a probability distribution of latent topics, so we match distribution of 
latent topics in the query document with the category using the maximum-likelihood 
estimation. 

In the result of software implementation EXPERTIZE software system has been 
implemented as a software service. Now it is in an operating state, and regularly 
collects data from the several information resources available in Internet: library of 
HSE9 and Elibrary10. Open systems interfaces allow EXPERTIZE get real-time access 
to the areas of domain interest of the employees of HSE from the InfoPort service [6]. 

                                                           
9 publications.hse.ru 
10 elibrary.ru 
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A set of practical use cases show that EXPERTIZE properly matches the actual 
information about discussion topics and information events.  

The article has the following structure. After the introduction Section 2 contains 
related works overview in the information modeling and semantic matching to experts’ 
domains. In Section 3 we observe essentials and formal foundations of our method. 
Main design decisions and functionality of EXPERTIZE software system are described 
in Section 4. Section 5 provides the readers with case study of application of that 
system in a real life information environment. Section 6 concludes the work, giving 
comparison results of our method and other known approaches and defining open 
research questions for further investigation. 

2 Overview of Relevant Formal Methods for Expert Finding 

As soon as our task is to match ontology concepts of expertise with plain text of news 
it is strongly related to the common expertise retrieval task. The past decade has 
appeared tremendous interest in expertise retrieval as an emerging subdiscipline. From 
2005 the Enterprise Track at the Text REtrieval Conference (TREC) provided a 
common platform for researchers to empirically assess methods and techniques 
devised for expert finding [7]. The TREC Enterprise test collections are based on 
public facing web pages of large knowledge-intensive organizations, such as the World 
Wide Web Consortium (W3C) and the Commonwealth Scientific and Industrial 
Research Organisation (CSIRO). 

Balog et al. 2012 [8] highlights state of the art models and algorithms relevant to 
this field. They classified expert finding approaches as follows:  

• profile-based model; 
• document-based model; 
• hybrid model. 
A profile-based model for expert finding using information retrieval proposed in 

Balog and de Rijke [9]. A candidate’s skill is represented as a score over documents 
that are relevant given a knowledge area. The relevance of a document is estimated 
using standard generative language model techniques.  

In the other approach, the method of document-based expert finding does not create 
a profile for each expert. It uses documents to match candidates to queries. The idea is 
to first find documents that are relevant to the topic and then locate the experts 
associated with these documents. The document models are also referred to as query-
dependent approaches. Later, Fang and Zhai [10] presented a general probabilistic 
model for expert finding and showed how the document-based model can be adapted 
in this schema. 

Balog et al. [8] applied this approach to a language model–based framework for 
expert finding. They also used the profilebased approach in their system and showed 
that the document-based approach performs better than the profile-based model. 
Serdyukov and Hiemestra [11] proposed a hybrid model for expert finding which 
combines both profile- and document-based approaches. 

Semantic analysis of texts for expert finding with required competencies proposed 
by Fomichov on the basis of Formal Concept Analysis [12]. The approach allows to 
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build and compare semantic representations of expert profile using the theory of K-
representation and a model of linguistic database. 

A topic modeling approach for expert finding proposed by Balog et al. [13]. Instead 
of modeling candidate profiles or documents, they built a model for each input query 
and used this model to calculate the probability of candidates given queries. Their 
approach is similar to the document likelihood method, which is used in language 
model–based information retrieval. Based on their results, this model underperforms 
the profile- and document based approaches. The main reason of its poor performance 
is the sparsity of the models built from the queries. Their definition of topic, however, 
is different from ours. The term topic in their work refers to query words that users use 
to search for experts, whereas in the present work we use the term topic as a set of 
concepts that are extracted from a collection using a topic modeling algorithm. There 
are multiple known methods for topic modeling of document which are Latent 
Semantic Analysis (LSA) [14] Latent Dirichlet allocation (LDA) [5] et al. 

The topic modeling approach is based on the assumption that words in a document 
are independent of one another (bag of words) and of their order in the text. Similarly, 
documents in a corpus D are independent of one another and unordered. Distribution of 
words W  is determined by the set of latent topics Z . Each topic has its own word 
distribution (phi) and each document has distribution over topics (theta). 

Traditional topic-based information retrieval approach is exploited by Wei and 
Croft, 2006 [15]. The extracted topics are used for information retrieval; whereas the 
to-be-retrieved documents are used in the retrieval step, i.e., the distribution of topics 
over words (phi) is used for estimating )/( ZQP , where Q  – is a set of word in query. 

The distribution of documents over topics (theta) is used for estimating )/( DZP . 

Another topic-based model is proposed by Momtazi and Naumann [16]. This model 
outperforms the state-of-the-art profile- and document-based models. To-be-retrieved 
documents are not used in the retrieval step. Instead, we only use these documents for 
training LDA, i.e., to be-retrieved documents are used as a corpus to extract topics in 
an off-line process. Then, in the retrieval step, we only use the distribution of topics 
over words (phi) for estimating both )/( ZQP  and )/( ZeP where e – is an expert 

label. 
In a paper [17] the researchers show how to use a topic-based model with scientific 

ontology, where each document labeled with a category in scientific classification 
taxonomy C. They represent each category c as a conditional probabilistic distribution 

)/( cP Z  which denotes the probability of category c being labeled with topic z. By 

utilizing LDA, )/( cP Z  is a Z -dimension vector of topic distribution. The main 

requirement for this approach is to estimate the probability )/( czP k , which cannot be 

obtained directly from LDA. However, according to the Bayes formula authors 
calculate )/( czP k  by  

 
∑
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where )/( kzcP  and )( kzP  can be obtained from LDA. As soon as ∑k kzcP ),(  is 

constant for different c and )( kzP is uniform distribution we have  
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On the basis of explored papers the best way to solve our task is to match between 
relevant university experts and actual information events using topic-based model, 
which is proposed by Momtazi and Naumann [16]. Thus, we should implement the 
model for papers in Russian language concluded in our enterprise dataset. With the 
help of approach described in [17] this topic-based approach can be applied to use with 
scientific ontology. To show feasibility of the solution, we archive an integration of 
new algorithms and existing ontology services. 

3 The Essentials and Formal Foundations of the Method Proposed 

In our previously designed InfoPort system [6] for solving the expert finding 
problem we proposed to translate a user-specified query to a corresponding SPARQL 
query which is evaluated against a specific set of RDF repositories. The query result 
consisted of a relevant category of scientific classification taxonomies and keywords. 
The search algorithm of InfoPort system retrieved all persons who labeled with this 
query.  

In the current research our new system EXPERTIZE works automatically: it gets 
news event as a query and matches it to the most relevant scientist, who can provide 
expert evaluation and opinions about it. In other word we arrange experts in order to 
relevance to the event. 

On the one hand news events are represented as news in natural language format, 
thus we have ability to extract semantic information from the text. On the other hand 
each expert has texts in the form of written papers or records of spoken interviews and 
tutorials. This material contains rich semantic information about personal interests and 
abilities. 

There are some formal models suitable for implementation of context analysis such 
as a Distributional Semantic Model (DSM) [18][19] and Latent Semantic Analysis 
[20][14] and Latent Dirichlet Allocation [5]. 

In our project we use an extension of Latent Dirichlet Allocation which is a 
generative formal model that uses latent groups to explain results of observations – 
data similarity in particular. For instance, if the observations are words in the 
documents, one can posit that each document is a combination of a small number of 
topics and that each word in the document is connected with one of the topics. Latent 
Dirichlet Allocation (LDA) is one of topic-modeling methods and was first introduced 
by its authors as a graphical model for topic detection. 

In our approach by training the LDA model, we form the statistical portrait of its 
author. A person writing a text has a set of topics in their mind, and each document has 
a certain distribution of these topics. The author first selects the topic to write on; 
within this topic, there is a distribution of words that may occur in any document that 
contains this topic. The next word in the text is generated within the distribution. Then 
the same procedure is repeated. On each iteration, the author either selects a new topic 
or continues to use the previous one, and generates the next word within the active 
topic [5]. 
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The first step of our method for expert finding is a training the model on a collection 
of texts. We get an estimate of two discrete distribution functions. The following is 
distribution of probabilities of words W  in topics Z : 

 
ZW ,1,,1  );/( ∈∈ kizwP ki   (3) 

Distribution of probabilities of topics Z  in documents D : 

 
DZ ,1,,1  );/( ∈∈ nkdzP nk   (4) 

Semantic representation of query news document d0 can be also calculated using 
built LDA model. It is distribution of probabilities of topics Z  in documents d0 – 

KkdzP k ,1  );/( 0 ∈ . 

In the second step, the extracted topics are used to calculate the probability of query 
document d0 given candidates E and categories C. Both E and C represented as a word 
in the LDA model. Thus, P(Q/E) and P(Q/C) is calculated based on the topics that are 
distributed over candidate names (E) or scientific domain topics (C). 

 ∑
∈
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CzPCzdPCdP )/(),/()/( 00   (6) 

By assuming conditional independence between d0 and E, C and the document d0 as 
equiprobable with other documents we have 
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Using (2) and (7) from (5) and (6) we get following simple formulas 

 ∑
∈

∝
Zz
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 ∑
∈

∝
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We rank the categories C from scientific classification taxonomy according to the 
maximum-likelihood estimation. Most probable categories are chosen and associated 
with expert. 

 
( ))/(maxarg 0max cdPc

Cc∈
=   (10) 

We perform the same approach to rank experts E from a set of employees of the 
company.  

4. Software Design of EXPERTIZE 

The described method for experts finding was practically implemented during 
design and implementation of the system for matching between relevant university 
experts and actual information events arising in the open environment of the 
economical cluster. Such system was called EXPERTIZE. The following services are  
distinguished in the high-level design of that system (Fig.2): 
1. Web Crawler;  
2. Data Modeler;  
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3. Data Store; 
4. Graphical User Interface (GUI); 
5. Matcher. 

EXPETIZE actively uses our InfoPort Service [2]. That semantic service provides in 
the form of formal ontology factual information about more than three hundred 
employees of Higher School of Economics (HSE NRU)11 branch at Nizhny Novgorod. 
The InfoPort data is represented as RDF triples. Triples include hierarchical 
information as it originally is in the source. The first level is an alphabetical ordered 
list of group of scientist, second is a scientist with his personal interests and papers, 
and third is papers with its features. 

The components of the EXPETIZE system can be classified as Online and Offline 
services. Both are interacted with InfoPort via native REST interface. Offline ones 
work within monthly period to update information regularly. Online services work on 
demand, when user activates it by web interface. 

 
Fig. 1. Interaction of EXPETIZE services with InfoPort platform. 

Offline processing begins with crawler Service by scheduler. It makes a request via 
REST-interface to the InfoPort Store Service to take a list of papers’ URI 
(Uniform Resource Identifiers). As soon as each paper is available online the Crawler 
gets it by URI and extracts paper’s features from page using XML parser. Paper’s 
features include: authors, title, abstract, free keywords, scientific categories of 
ontology. This information is collected to the Data Store with the help of MySQL12 
base as a Temporal raw data. Implementation of Crawler Service uses Python13 
programming language and Lxml14 library for HTML processing. 

Preprocessing in the Data Modeler service includes the following steps: 
• get temporal raw data; 
• tokenize the text; 
• lemmatize the tokens; 
• index the words using the dictionary of lemmas; 
• filter out the words that are too frequent (stop words) or too rare (used only once); 
• index authors and scientific categories; 
• form bag of words using lemmas, authors and categories; 

                                                           
11 http://www.hse.ru/en/ 
12 http://www.mysql.com 
13 http://www.python.org 
14 http://lxml.de 
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• build LDA model with a given number of topics K. 
At present time, there are several methods for building LDA models, that is, 

methods of searching for parameters of all distribution functions in the model. All of 
the methods are iteration-based and are similar in structure to the Expectation 
Maximization (EM) algorithm. They are: 

- Online Variational Bayes algorithm [21]; 
- Gibbs Sampling [22]; 
- Expectation Propagation [23]. 
Among these algorithms, we use the Online Variational Bayes algorithm as it is the 

most precise one [21]. It is well implemented in the Gensim15 toolkit. resource-
intensive algorithm. 

 
Fig. 2. Principle design of the EXPERTIZE system. 

 
Online processing performs on demand of user by opening Web GUI. Web interface 

activates RSS Newsfeed, which gets and displays 10 last news from the RSS feed and 
an empty textbox. User can choose one of its 10 news or paste the text to the textbox 
manually. When user specify input query the GUI transfer it to the Matcher.  In turn, 
this component performs online semantic search. A semantic representation of event is 
matched with semantic representations of scientific categories and experts by applying 
the formula (8) and (9) and selecting top 5 of the units. So, the Mather component 
returns 5 URIs to the GUI. 

To provide user friendly output of the finding result GUI component makes a 
request to the Infoport Service. It gets features of the selected units: full name, expert’s 
photo URL, expert’s department. 

                                                           
15 http://radimrehurek.com/gensim 
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The crawled collection includes 4132 units but only 1492 papers are in the Russian 
language. So, we decide to extend collection with the help of eLibrary16 scientific 
database. This is a biggest scientific database in the Russian language. We extracted a 
part of this base connected only with Information Technologies field. It includes 9127 
papers not older than 2011 year. 

5   Case study 

Evaluation of our proposed method and the EXPERTIZE system was performed 
empirically. We choose experts from our pool. This pool includes more than three 
hundreds of professors and researchers of the HSE NRU branch at Nizhny Novgorod17. 
According to an experts field of the study we chose news, which one can be comment 
by expert and put it to EXPERTIZE. If this expert appears in the list, proposed by the 
system, we mark such attempt as a successful match. 

Let’s take a case study. There is an expert Sidorov Dmitry V. whose profile includes 
a set of scientific domain topics, which he is interested in. There are:  

• w1 - innovation projects, 
• w2 - venture investments, 
• w3 - innovative potential estimation  
• etc. 

Each scientific domain topics coded as one word and we have pre-created table 
which is distribution of probabilities of words W  in latent topics Z : 

ZW ,1,,1  );/( ∈∈ kizwP ki . It usually has small number of elements higher than zero.  

Table.1. Example of probabilities distribution of words W  in latent topics 
Z,1);/( 1 ∈kzwP k  

 z1 z2 … z58 … z200 
w1 0 0.04  0.1  0 

We find news with title «Yandex company pays for big data»18, which he can be 
able to comment as an expert. This news is about investment of Russian IT giant to an 
Israeli startup company. As each other documents in the collection it can be found 
probabilities distribution of latent topics z in document. This news goes as an input to 
the Matcher component where it converts to the probability distribution over latent 
topics (4) using the pre-built LDA model. The number of topics we set equal to 200. 
Table.2. Example of probabilities distribution of topics Z  in documents d0 – 

KkdzP k ,1  );/( 0 ∈ . 

  z1 z2 … z58 … z200 
d0 0 0.21  0.058  0.034 

 

                                                           
16 http://elibrary.ru 
17 http://nnov.hse.ru/en/ 
18 http://www.kommersant.ru/doc/2469831 
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Next, using formula (10) the algorithm chooses each categories c from scientific 
classification taxonomy and finds )/( 0 CdP . Top 5 of experts who has maximum 

)/( 0 CdP  is shown in the system. A result is presented in Fig. 3. 

 
 

Fig. 3. Graphical user interface of the EXPERTIZE system. 
 

As soon as our target expert Sidorov Dmitry V. is presented in the output we mark 
this trial as a successful one. From 100 trials we get 43 successful matches. 

Table 3. Experimental results with different model of ontology matching. 
 
 
 
 
 
We choose the Topic-base approach because in comparison with other approaches 

(Document-based and Candidate-based) this one gets the best results.  

6 Conclusion 

In this article we presented a new approach to support rapid exchange of knowledge 
in innovation clusters based on reactive experts finding. The proposed method of 
expert finding uses open Internet resources and existing ontological services like 
InfoPort [6] to get access to the approved skills of potential experts. 

During our research we developed a new formal method based on Latent Dirichlet 
allocation, which includes a software-based solution for matching between relevant 
university experts and actual information events arising in the open environment of the 
economical cluster. This solution allows performing real-time matching between 
Internet news and areas of interest of university employees with further quick 
notification about possible participation of relevant employees in interviews, 
informational programs and discussions. In the proposed solution we made several 
contributions to the advances of knowledge processing, including: new modifications 

Document-based 0.31 
Candidate-based 0.22 
Topic-based 0.43 
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of topic modeling method suitable for application in expert finding tasks, integration of  
new algorithms and existing ontology services to show feasibility of the solution.  

A software design of decision support system EXPERTIZE was developed for 
practical application of the method proposed. The first use cases of the EXPERTIZE 
system show their relevance and ability to solve the task specified. 

Using topic-based model proposed by Momtazi and Naumann [16] we have 
achieved about 0.43 amount of mean average precision (MAP) on our own queries. 
The same approach on TREC 2005 and 2006 queries, shows 0.248 and 0.471 amount 
of MAP respectively [16]. So, precision of EXPERTIZE system is not much less than 
achieved on TREC 2006. The estimation of recall and f-measure in our EXPERTIZE 
system less interesting because in general user doesn’t need a full set of various 
experts. One or two most relative experts usually enough for facilitating knowledge 
exchange. 

As soon as we perform expert matching with scientific categories we can apply 
cross-language expertise retrieval by applying multi-language scientific ontology. It 
would be our prospective work. 
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Abstract. In this paper we propose the use of an ontology matching algorithm to 
guarantee the interoperability of the different agents that integrate an smart city. 
In this sort of environment the different parties need to cooperate and to integrate 
their information in order to provide enhanced services to the users of the smart 
city. As the information of these parties may be described by means of different 
and heterogeneous ontologies, we find the solution in the use of ontology 
matching techniques. The algorithm presented was designed to be able to exploit 
the knowledge of previous matched agents to enhance the results and provide the 
most accurate results possible. 

Keywords: internet of things, smart cities, ontology, ontology matching, 
alignment reuse 

1 Introduction 

In the last years there has been a remarkable increase in the amount of projects and 
initiatives related to Internet of Things [1] and Smart Cities [2]. The Internet of Things 
is the evolution of the information and communication technologies (ICT), that is 
taking us from having connectivity at anytime and anyplace to also having it with 
anything. This situation is reflected by the growing amount of different devices with 
connecting capabilities, such as RFID tags, NFC devices, sensors, actuators, etc. Such 
devices are the building blocks of the smart cities. 

The idea behind integrating these devices in a city is to turn it into a smart one, so 
citizen’s lives can be improved with new types of services and comfort. These services 
can be related to almost every aspect of city life and infrastructure, water and energy 
supply, transportation, healthcare, education, etc. [23], and precisely the cities are 
looking at ICT to offer services to citizens while reducing costs and improving 
efficiencies. 

To turn a city into a smart one, the first task to address is to develop a rich 
environment of networks that support digital applications [2]. This task involves, 
firstly deploying the proper infrastructure which includes different types of sensors, 
smart devices and actuators, together with the actual networks that allow the 
communication of these. However, the devices by themselves are not enough and it is 
necessary to develop applications that exploit these networks of devices. 
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Hence, in a smart city, smart devices, Sensor Networks (SNs) [23] and applications 
to exploit them, assume a crucial role. These urban sensors and sensor networks are 
generally spread over a wide area and continuously measuring different variables. The 
data collected is processed by the different applications which may trigger an action in 
some actuator or the response to a user’s request. 

It is highly likely that the deployment of a smart city is not done all at once but in a 
series of steps, so it is equally likely that different parts of the smart city are developed 
by different parties, resulting in the coexistence of different public and private 
deployments, each one of which possibly using different smart devices and also their 
own hardware and software architectures. It is necessary to guarantee the success of a 
smart city to put a special interest in allowing that these different deployments will be 
able to interact and seamlessly communicate with each other and, that the information 
gathered by the different devices will be properly integrated and shared among the 
different systems [26]. 

This problem is not new to the research community and several alternatives have 
been already proposed [26][25][11]. These approaches propose using a wrap for the 
different sensors, or compel the use of some standard or protocol to allow the 
communication between parties with different knowledge representations. Other 
efforts include the use of ontologies to semantically describe services and devices 
available [3]. The work that we have developed is in line with the latest but what we 
propose exploits ontologies differently. 

Our proposal includes the use of ontology matching techniques [4] to guarantee the 
connectivity among the different parties in a smart city. 

The remaining of the paper is organized as follows. In section 2, we delve into the 
use of ontology matching in smart cities and provide the foundations that supported the 
development of our system. In section 3, a description of our solution is provided and 
discussed. Finally in section 4, the main conclusions and future lines of work are 
summarized. 

2 Ontology Matching in Smart Cities 

A smart city may be seen as a distributed system where several agents on behalf of 
their users collect data from the environment by using different sensors. The concept of 
user here should be globally understood, as the user of an agent may be a citizen, a 
smart device, an application, another agent, etc. The use of ontologies in smart cities is 
not new as there is for instance the SCRIBE ontology [24] [5] designed out of the 
information gathered from different cities or the ������ platform [6]. Ontologies help 
in providing a vocabulary to describe a certain domain and the specification of the 
meaning of the terms in that vocabulary [4], in our concrete case, ontologies help in 
defining the different events, entities and services in a smart city. Besides, they are 
particularly suitable for describing the meaning of the concepts in a communication 
process between the agents in a Multi-agent System (MAS) [7] and hence they are 
used as a way of reducing the semantic gap among the different interacting parties. 
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Fig. 1. Fig. 2. Classification of matching techniques 

However, there are several reasons why ontologies by themselves are not enough to 
guarantee the interoperability of the different agents. For instance, the agents may use 
different ontologies to represent the information gathered from the sensors, the 
software applications in the smart city may be developed by different providers that 
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represent their internal knowledge using different ontologies, there may be agents or 
applications included in the smart city in a later stage or even itinerant agents that only 
need a concrete service at a certain time. In order to actually reduce the heterogeneity 
in the definitions and allow a seamless communication of the parties, we relied on 
ontology matching techniques [8]. 

These techniques allow the identification of alignments for pairs of ontologies 
where an alignment identifies the set of correspondences holding between the entities 
belonging to the ontologies [9]. Apart from the manual identification of 
correspondences fulfilled by human experts which has been practically dismissed due 
to its cost, there are automatic and semi-automatic methods to compute the alignment 
between the ontologies which exploit different features of the ontologies or use 
external resources to identify the possible correspondences between the concepts. 

Different classifications have been made for the matching techniques although for 
the scope of this paper, we followed the one that Euzenat and Shvaiko propose in [4]. 
This classification, as shown in figure 119, can be read both top-down, then stressing 
the interpretation that the different techniques provide for the input information, and 
also bottom-up, focussing on the type of input that the matching techniques use. 
Regardless of the direction of the reading, they both meet at the concrete techniques 
layer.   

In the following section, while describing our solution to the ontology matching 
problem in smart cities, we briefly describe the different techniques that we have used 
linking them to this classification. 

3 Solution Description 

In this section we briefly describe our algorithm for ontology matching in smart 
cities and how we have enhanced its results by following an alignment reuse [12] 
approach. 

It takes as input two OWL [18] ontologies and relies on the exploitation of some 
initial correspondences which we named binding points and which are similar to the 
anchors initially used by systems such as LogMap [13], Anchor-Flood [14], Anchor-
Prompt [15] or ASCO [16], although the procedure followed to compute the binding 
points is remarkably different to the one used to obtain the anchors in each one of these 
systems. 

These initial correspondences are obtained by using some language-based and 
terminological techniques. The language-based techniques consider names as words in 
a natural language and exploit their morphological features. Some of the methods used, 
as part of the pre-processing of the strings, are tokenisation, that consists of splitting 
words into shorter sequences by means of a separator (blanks, punctuation marks, 
camel-case changes, etc) and stopword elimination, that consists of removing words 
such as articles, prepositions, etc. 

On the other hand, the terminological techniques consider their inputs just as strings 
and apply string-distance measures to asses the similarity between two entities. In our 
case we have used Jaro-Winkler distance [10] and Levenshtein distance [10] on the 

                                                           
19 Extracted from the book Ontology Matching [4] 
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pre-processed strings. The results of these distances are weighted in order to obtain an 
only lexical value for each pair of entities in the ontologies to match. To weight the 
results of these measures, another similarity distance is used, in this case, it is based on 
the exploitation of WordNet [17] as a external resource. This is also a language-based 
technique that takes advantage of the definitions provided by this lexical database to 
evaluate the distance between two terms. 

Once the similarity between the terms in the ontologies has been determined, only 
those pairs with the highest value are selected to become the initial binding points. 

These initial correspondences sequentially undergo several procedures that take 
advantage of some structural features of the ontologies and that allow the discovery of 
new binding points. These binding points can identify both pairs of classes or 
properties. Each one of the newly discovered binding points is assigned a tag that 
identifies the procedure and branch within it that led to its discovery. If a binding point 
is reached by several procedures, all the tags are recorded. 

1. Properties Inverse Procedure: this procedure retrieves new correspondences 
between properties by exploiting the existence of inverse properties defined with the 
construct owl:inverseOf.  

2. Properties Domain Range Procedure: this procedure obtains new correspondences 
between classes by comparing the domains and ranges of the initial properties. Not 
only the first-level domain and range classes are evaluated but the procedure 
continues until reaching the higher levels of the hierarchy.  

3. Classes Properties Procedure: this procedure allows the retrieval of both new 
correspondences between classes and properties. This procedure recursively 
identifies the similar properties existing among the class correspondences, and then 
assesses the existence of other classes belonging to the domain or range of this 
properties that could be a new correspondence.  

4. Classes Family Procedure: this procedure retrieves new correspondences between 
classes. It exploits the familiar relations of the classes. For each pair of them, its 
superclasses, subclasses, and sibling classes are evaluated to determine the existence 
of new possible matches.  

These procedures are iteratively applied until no new correspondences are 
discovered. Once these procedures have finished all the correspondences that have 
been discovered are filtered to produce the final output of the algorithm. To do so, the 
tagging is very important as it allows the identification of the different procedures and 
sub-procedures. It is based on the idea that the different procedures exploit different 
structural features of the ontologies and hence the likelihood that the obtained results 
are good is not the same for all of them. 

To evaluate the performance of the algorithm we intended to use ontologies from 
the smart city domain. However, the amount of ontologies in this area proved not to be 
enough to allow an accurate evaluation. Hence we have used the testbed provided by 
the Ontology Alignment Evaluation Initiative 2013 [19] (OAEI-13) which provides 
different series of tests to evaluate the performance of a matching algorithm. This is 
usually done by using the standard information retrieval metrics of precision, recall 
and f-measure [4]. 
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─ Precision: measures the ratio of correct correspondences over the total number of 
returned ones. It reflects the degree of correctness of an algorithm. 

 

���	
�
� =
#����_���	�	
��

#��������������_����
 (1) 

─ Recall: measures the ratio of correct correspondences over the number of 
expected ones. It reflects, the degree of completeness of an algorithm. 
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─ F-measure: is a measure introduced to compare the systems with just one value 
since it is highly likely that the system with a higher recall may have a lower 
precision and vice versa. 

 � −
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These measures were used to evaluate the performance of our algorithm. Among the 
range of tests at the OAEI-13 we have tested our algorithm with several of them, 
although for the scope of this paper we will be focussing on the conference track which 
aims at finding alignments within a collection of ontologies from the domain of 
conference organization. The results obtained by our algorithm for each pair of input 
ontologies are compared with a reference alignment also obtained from the OAEI-13 
website. In table 1 we include the average results obtained for this task. 

Table 3. Average values obtained in the conference track 

Precision Recall F-measure 
0.86 0.57 0.67 

In the smart cities domain, there is a series of ontologies that describe the resources 
and services that are available for the agents. If an agent needs a certain resource or 
service, it will need to match its ontology to the appropriate one in the smart city. 
Depending on where the service or resource is deployed, the agent may need to match 
its ontology to a part of the ontology that describes the smart city itself, usually when 
the agent needs access to a resource, or to another agent’s ontology, usually when the 
agent needs a service that is offered by the other one. This situation is depicted in 
figure 2. In any case, this process will output an alignment between both ontologies. If 
several agents need to access the same resource or service, the process will be repeated 
several times. 

Our intuition is that if a new agent arrives in the smart city and is willing to use a 
service or resource, the alignments previously obtained from other agents may help in 
tuning the alignment process for this new agent and therefore they may be used to 
enhance the results produced by the algorithm. 

This led us to delving into alignment reuse techniques [20] which in spite of not 
being a particularly used matching technique [4], it was precisely the one that better 
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met the our requirements. This technique is grounded on the idea that when describing 
an application domain the ontologies to be matched are similar to already matched 
ones and hence this knowledge may be reused. This idea was implemented in the 
COMA [21] and COMA++[22] systems which are two of the most well-known ones 
and that have been continuously evolving since 2002 to include new matchers and 
features. 

 
Fig. 2. Fig. 3. Smart City 

To asses the viability of integrating alignment reuse as part of the ontology 
matching proposal for smart cities, we have used the ontologies of the conference 
track. The procedure followed to do so is to feed the algorithm with some intermediate 
alignments that are then used to identify binding points between the ontologies to 
match. 

Consider the following example, let us suppose that there are three different 
ontologies, �, � and �, and that we need to match ontology � to ontology �. If we also 
have available the alignments between � and � (����	_�_�) and, � and � 
(����	_�_�), then it is possible to identify a path that, using these intermediate 
alignments, may link entities in � to entities in �. We refer to this as a ring between � 
and � through �, and it is graphically represented in figure 3. 

Tables from 2 to 6 show the results of testing this approach with the ontologies of 
the conference track. From the ontologies available at this track in the following 
examples we have used the following ones: cmt, conference, confOf, edas, ekaw and 
sigkdd. 

Table 2 shows the results obtained by directly matching the conference ontology to 
the confOf ontology. These values are included to provide a baseline to compare the 
results obtained when using rings. 
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Fig. 3. Fig. 4. Ring 

Table 4. Results obtained without using any ring 

conference - confOf 
Precision 0.9 

Recall 0.6 
F-measure 0.72 

Tables 3 and 4 show two different sets of results obtained when using an additional 
ontology as ring. Table 3 contains the set of results obtained when matching 
conference to confOf, using as additional input the alignments output when matching 
conference to edas and edas to confOf. Table 4 presents the set of results obtained 
using ekaw. As we can observe, in any case, the values obtained are better than those 
in table 2. However, the improvement using edas was more noticeable in the recall, 
while the improvement using ekaw was in the precision.  

Table 5. Results obtained using edas for the ring 

conference - (edas) - confOf 
Precision 0.86 

Recall 0.80 
F-measure 0.83 

Table 6. Results obtained using ekaw for the ring 

conference - (ekaw) - confOf 
Precision 1.00 

Recall 0.73 
F-measure 0.84 

When using edas for the ring, 10 different paths from conference to confOf were 
detected which allowed the identification of 5 new correspondences. Using ekaw, just 
8 different paths were identified which added 2 new correspondences that were not 
detected when directly running the matching process. We considered then a combined 



 
2nd International Workshop on Ontologies and Information Systems 

 

63 
 

approach using both edas and ekaw at a time, seeking to obtain results with the 
precision enhancement provided by ekaw and the recall enhancement provided by 
edas. The results obtained are shown in table 5. 

Using a multiple ring the amount of identified paths rises to 13. The results obtained 
with this approach show that precision is not as high as when just using the single ring 
with ekaw as there is an extra incorrect correspondence that is added to the final 
output. However, for recall and F-measure, the values obtained are remarkably higher 
that those obtained with single rings and when compared to the baseline results we 
observe an improvement of 10.95% for precision, 62.26% for recall and 35.48% for 
f-measure. 

Table 7. Results obtained with edas and ekaw used at the same time 

conference - (edas &ekaw) - confOf 
Precision 0.92 

Recall 0.86 
F-measure 0.89 

In spite of being a positive outcome, the results vary when using the alignments 
with other ontologies as rings. Table 6 shows the results obtained when considering the 
alignments with cmt and sigkdd for the rings. The results in this table also show an 
improvement compared to the baseline in table 2, although they are not as remarkable 
as those in table 5.  

Table 8. Results obtained with cmt and sigkdd at the same time 

conference - (cmt & sigkdd) - confOf 
Precision 0.90 

Recall 0.66 
F-measure 0.76 

Other tests run using more alignments showed no improvement compared with 
using just two as in the examples presented previously. However the testbed that we 
used is not large enough to entirely dismiss that possibility. An issue that we have 
identified is that even when using the reference alignments provided by the OAEI, 
which are the golden standard used to compare the results of any algorithm, there were 
some paths that we identified, that led to selecting as binding points pairs of entities 
that then were not considered as a valid correspondence in the reference alignment. 

4 Conclusions & Future Work 

In this paper we have introduced the smart cities domain and underline some 
communication and interaction problems that are highly likely to show up in this kind 
of development. We have also described the foundations of the ontology matching 
based approach that we propose to tackle such problems in the smart cities, and the 
ontology matching algorithm that we have defined to address this problem. We have 
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described the measures of precision, recall and f-measure used to evaluate this type of 
algorithm, and the results obtained when doing so. 

We have then looked at some alternatives to refine the alignments obtained by our 
algorithm and therefore improve such results. Among the different techniques we have 
focused on alignment reuse as it was particularly indicated for scenarios like ours. We 
have used previously existing alignments, rings, to identify paths of between the 
ontologies to match and therefore enhance the results obtained. We have tested this 
approach using the ontologies available from the conference track of the Ontology 
Alignment Evaluation Initiative 2013. And we have verified the viability and validity 
of the approach. 

In spite of these good results that account for the viability of our approach, there are 
some issues that need to be addressed in order to obtain the best results possible and 
hence to improve the usability of the smart cities. There is, for instance, the need to test 
our proposal using ontologies taken from the real domain where it will be deployed, 
the smart cities. Additionally, as we introduced in section 3, there seems to be a direct 
relation between the rings chosen and the goodness of the results obtained, so we aim 
at focusing on determining the features that make a ring better than other. It is also 
necessary to explore techniques that will allow the alignment reuse in the real 
environment, so we are turning to some techniques such as alignment storing and 
sharing and alignment annotation. 
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Abstract. The emergence of service analysis, design, architectures and solutions 
presented in service marketing and software engineering literature has created a 
need for understanding the nature of services. Services are often considered as 
possessing characteristics that are assumed to pose specific problems for service 
providers as opposed to providers of goods. This paper presents an ontological 
interpretation of the concept of service using a general and upper level ontology 
with a strong base in natural sciences. The Basic Formal Ontology (BFO) is used 
to interpret the concept of service, as defined in the Service Dominant Logic 
approach. The interpretation is demonstrated in an analysis of service 
characteristics, in relation to goods. The ontological and reductionist approach 
opens up to a formulation and analysis of service, a social and economical 
phenomenon, in terms of general natural science oriented concepts. The 
ontological grounding provides a language that supports alignment of specific 
service definitions used in different subject fields, as well as alignment with 
adjacent concepts such as capability. The interpretation and analysis support the 
conclusions that studied characteristics are relevant to the concept of service, 
although they cannot be considered as determinant characteristics of service, and 
from a practical point of view they contribute partially to observed concerns and 
problems. 

Keywords: Service, Ontology, Basic Formal Ontology, Service Dominant 
Logic. 

1 Introduction 

This paper revisits the concept of service and explores a novel kind of ontological 
interpretation that enables a reductionist analysis of the nature of services, its 
similarities with and differences from goods. 

The distinction between, and duality of goods and services have been a vibrant topic 
of economical, market, and software engineering research and practices. The word 
'service' has been part of natural language since 13th century and subsequently carries 
substantial common sense meaning. The topics of services and goods have been 
discussed amongst economists [1], such as by Adam Smith in his book, The Wealth of 
Nations, from 1776, and the discussions continues even today. 

The search for defining and distinguishing characteristics of service have constituted 
a key research topic, however practitioners [2] and researchers [3],[4] find that 
characteristics such as intangibility, inseparability, heterogeneity, perishability does 



 
2nd International Workshop on Ontologies and Information Systems 

 

67 
 

not constitute major service problems and are not determining criterion of services. 
The on-going debate illustrate that a deeper understanding of the concept of service is 
needed.  

This paper address the question if it is possible to create a formulation, 
interpretation, of the concept of service, using a higher level ontology, that can be used 
to explain the differences in argumentation relating to service characteristics, relations 
between services and goods, and practical consequences of servicing. 

This question is part of a design science inquiry into the requirements that influence 
the design of a knowledge organisation construct, Ability Perspective, an (Enterprise) 
Architecture Viewpoint [5].  In the design of an Ability Perspective it is important that 
knowledge about capabilities [6], and abilities are aligned with related, adjacent 
concepts such as service since service is sometimes considered as a mechanism to 
enable access to a set of one or more capabilities [7]. Furthermore, the use of an upper-
level ontology provides an ontological grounding, a language, that support alignment 
of specific service definitions used in different subject fields, e.g. organisational 
design, marketing and information technology (IT). 

The aim of this paper is to present of an ontological interpretation of the concept of 
service in terms of general concepts. The upper-level ontology - Basic Formal 
Ontology (BFO) [8] - is used to interpret 'service' as defined by Vargo and Lusch in 
their Service Dominant Logic (S-D Logic) work [9, 10]. The interpretation is explored 
and demonstrated in an analysis of service characteristics and relations to goods. For 
brevity, this paper covers an analysis of the frequently cited characteristics; 
intangibility, inseparability, heterogeneity, and perishability. 

The main contributions of this paper are firstly, a novel ontological interpretation of 
the concept of service using a upper-level ontology that provides a bridge between 
natural and social sciences, and offers clarifications of the constituent parts of the 
concept of service. Secondly, conclusions that analysed service characteristics are 
relevant but not determinant, and that practical implications of the service 
characteristics depend on specific kinds of services. Thirdly, the introduction, in 
section 3.2, of the 'lead-to pattern' that provides a novel and flexible approach for 
informed reasoning about value creation along Result Ladders up to the Service 
Horizon. 

The paper is structure as follows: In section 2 an outline of the objects of analysis, 
services characteristics and aspects, is presented. In the 3rd section, the theoretical 
basis is introduced. I section 4 an interpretation of the S-D logic service definition 
using BFO is presented. The services characteristics are then analysed in section 5. The 
paper is concluded with sections with future research and conclusions. 

2 Services characteristics 

In this section the service characteristics that are chosen as subject of interpretation and 
analysis are presented. They are well known, and often cited as vital and relevant in 
service marketing literature by scholars [2], [1], [4], [3]. These characteristics are 
argued to separate services from goods and that they constitute major cause for service 
concerns and problems that are different from goods concerns and problems. 
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The intangibility  characteristic of service suggests that the performance, application 
of competences don't have material qualities and cannot be experienced, seen, heard, 
felt, smelled, or tasted. According to Zeithaml [2] service specific problems include: 
services cannot be stored, services cannot be protect through patents, cannot readily 
display or communicate services, and prices are difficult to set. 

The inseparable characteristic suggests that both a producer and consumer that 
must be both present at the time of performance of the service; i.e. a service is 
produced, delivered and consumed simultaneously, and centralised mass production of 
services is difficult [2]. 

The heterogeneity (inconsistency, variability) characteristic relates to the 
variability, inconsistency, of a service performance. A service may be rendered 
differently over time and space, and some qualities may vary across service producers, 
e.g. a person could by tired one day and well rested another day, standardisation and 
quality control are difficult to achieve [2]. 

The perishability  (inventory) characteristic relates to that a service, a performance 
of services, or application of competences, cannot be stored for future reference, 
delivery, or use [2]. 

3 Theoretical basis 

The theoretical basis consists of three parts; the subject of interpretation: a service 
definition from Service Dominant Logic, an upper level ontology - Basic Formal 
Ontology, and additional analytical tools. 

For clarity the names, designations of previously defined concepts are prefixed with 
an abbreviation indicating the ontological domain they belong to: sdl: Service 
Dominant Logic, bfo: Basic Formal Ontology, ext: Analytical tools, extensions. 

1.1      Services according to Service Dominant (S-D Logic) 

As the subject of interpretation and analysis the service definition from Service 
Dominant Logic by Stephen L. Vargo and Robert F. Lusch [9] is selected because it is 
well known, contemporary, and consists of relatively few parts, thus making 
interpretation, reduction, reformulation and analysis feasible. 

The Service Dominant Logic is an approach, perspective, mind-set, and theory 
about the nature of service, in relation to goods, within the realm of marketing and 
economic exchange. S-D Logic offers an alternative to the prevailing dominating 
goods perspective. Instead of focusing on the exchange of goods the focus should shift 
to a focus to the value that various activities, material and immaterial entities provide, 
i.e. to the service they provide.   

In S-D Logic, service is defined as the process of using one’s competences 
(knowledge and skills) through deeds, processes and performances for the benefit of 
another part.  

Alternatively a service focus may be formulated in terms of operants that operate on 
operands (goods, material and immaterial entities, and other services). 
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3.1 Basic Formal Ontology (BFO) 

The Basic Formal Ontology is an upper-level ontology that supports the creation of 
lower-level domain specific ontologies.  

The BFO project [8] started in 2002 with initial theoretical contributions from Barry 
Smith and Pierre Grenon. The aim of BFO is to provide a genuine upper ontology that 
specifically can be extended by domain ontologies developed for scientific research, 
such as for biomedicine. BFO is based on the principle of ontological realism [11], 
where ontologies are viewed as representations of the reality that are described by 
science.  

Key elements of BFO are the support for formal (logical) reasoning enabled by its 
definition and the inclusion of common formal theories such as mereotopology and 
qualitative spatial reasoning. As part of the effort to formalize BFO, the BFO is 
defined using OWL and in first order logic using the CLIF (Common Logic 
Interchange Format) from ISO.  

With respect to other public domain ontologies DOLCE, SUMO and CYC, BFO 
aims at, and provides a smaller core that is extendable and adaptable to specific 
domains [11], thus making it suitable for creation of a service specific extension. BFO 
shares some philosophical basis with DOLCE and SUMO, such as the inclusion of 
'universals' and 'particulars' as well as the acceptance of a dichotomy between 
'continuants' ('endurant') and 'occurrents' ('perdurant'). 

 
Fig. 4.  Illustration of key concepts from the BFO Ontology, version 2012 July 

Table 9. Description of BFO concepts used in the interpretation 

BFO   Description 
Entity An entity is anything that exists, or has existed, or will exist 
Continuant An entity that persists, endures, or continues to exist through time while 

maintaining its identity. ('endurant') 
Occurrent An entity that unfolds itself in time, or it is the instantaneous boundary of such an 

entity (for example a beginning or an ending), or it is a temporal or spatiotemporal 
region, which such an entity occupies. ('perdurant'). 

Material 
Entity 

Has some portion of matter as proper or improper continuant part. ‘Portion of 
matter’ is intended to encompass both mass and energy. Every material entity at 
any given time is localized in space at that time, and can move in space. Material 
entities are three-dimensional spatial entities, as contrasted with the processes in 
which they participate, which are four-dimensional entities. 
Example: a human, an aggregate of humans. 

Object A material entity, which manifests causal unity via physical covering (organisms, 
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cells), or internal physical forces (portions of solid matter such as rocks and lumps 
of iron), or engineered assembly of components (engineered artifacts such as 
watches and cars). Objects can be joined to other objects and may include other 
objects as parts. Examples: cell, organism, grain of sand. 

Immaterial 
Entity 

Have no material entities as parts.  
Examples: surface, line, point 

Process Has temporal proper parts and for some time t, P s-depends-on some material 
entity at t. has-participant is an instance-level relation between a process, a 
continuant, and a temporal region at which the continuant participates in some way 
in the process. A process do not change, it is the change itself.  
Examples: the life of an organism, a process of sleeping. 

Process 
Profile 

A process that represents a selective cognition or abstraction of mutually 
dependent sub processes.  
Examples: a pair of rumba dancers is moving together across the dance floor form 
a mutually dependent process pair, the process of temperature changes in John 

3.2 Analytical tools 

For the purpose of analytical convenience we introduce 6 supporting concepts: 
Performer, Servicing, Result, Lead-to pattern, Result Ladder and Result Horizon. 

A Performer is a bfo:Material Entity that can change the world. The ext:Performer 
concept facilitates an understanding of questions  relating to interrogative 'who', 'who 
is doing what' and sdl:Operants. Examples include; Natural performers (organisms, 
humans,...), Man Made (machine, information system,...), Social (person, organisation 
unit, enterprise, ...), and Roles (actor, worker, ...).  

The word "service" is often used as a sign for both the act of 'applying competences' 
and the resulting value, benefit part of (a) service(s). Servicing is a bfo:Process that 
specifically corresponds to the act of applying competences.  

The following Lead to pattern, Result Ladder, and Result Horizon concepts 
provides the primary vehicles for reasoning about transfers of benefits from providers 
to beneficiaries. 

The general three-part Lead to pattern is a pattern where some source entities lead 
to some result entities [6]. This pattern is pervasive in science, theories and 
frameworks, e.g. causality - effect from cause, means to some ends, marketing - 
attributes lead to consequences that lead to values [12] and templating [13]. 

 

 

Fig. 5. Illustration of (A) Lead-to pattern, and (B) Result Ladder and Result Horizon concepts 

• A Source entity participates in a thematic source role, e.g. source entities are 
instrumental in bringing about a result. Examples: material and immaterial entities, 
humans, competence, skills, knowledge, information, and performers. 
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• A Result entity participates in a thematic determinant product role. Examples 
include; value; benefit; satisfaction of objective; and entity, quality, functioning that 
comes into being, dies, does not come into being; and a state-of-affair; and a change 
or no change; and some act that is completed-done-not done. 

• The Lead-to entity is an entity that provides a link between the source and the result, 
where results are lead to, brought about, achieved, accomplished, realised, made, 
generated, etc. Examples of lead-to mechanisms include; a realising process, 
mechanism, causality, logical entailment, counter factual specification, probabilistic 
specification, and mathematical formulas. 
 
A Result Ladder is a partially ordered set of ext:Results with ext:Lead-to links in-

between, where a ext:Result may play the role of a ext:Source entity for following 
ext:Lead to links. A ext:Result Ladder may include intermediary ext:Lead to links that 
mediate a transfer between source entities and terminal result entities over time and 
space.  

In marketing and in services research numerous examples of ladders are found, e.g. 
Means-End Theory where product attributes (A) lead to consequences in product use 
(C), to individuals’ values (V) [14], value theories [15] such a Rokeach instrumental 
and terminal values, and Cocktons worth maps [16]. In the analysis no specific value 
theory is assumed. 

The ext:Result Ladder concept enable a detailed analysis of a number of benefit 
related aspects and questions: What is valued, which value is attributed to whom? 
Where and when are ext:Results observed and measured? How many ext:Result 
Ladders exist simultaneous (customer, provider, worker, owner, society, ...)? Is there a 
single terminal end point, or multiple? If so, does the value ladder terminate in some 
universal value space (“everything”), or at some value attributed to some single entity 
(“the”), or in societal values (“we”), or in experiential values of (all) sentient beings 
(“i”), or in some values that evolve over time? 

A Result Horizon specifies the time, space and end result(s) of ext:Result Ladders. 
As such it is analogous to an investment horizon.  

The ext:Result Horizon concept enables a detailed analysis of questions and aspects 
that influence design, management and governance of services: Where does a 
ext:Result Ladder ends, or should end? Is it at servicing completion, or at the exchange 
of service performance for money, or should/must the horizon be longer? Higher order 
values such as dignity, justice or gender equality may be assumed to be even 
(qualitative) better than money, or emotional values.  

4 BFO based interpretation of the S-D Logic service 
definition 

In this section the interpretation of the service definition using the Basic Formal 
Ontology (BFO), is presented. The following S-D Logic definition constitute the base 
for interpretation and subsequent analysis: 

"the application of competences for the benefit of another" [10]. 
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The service definition involves two agentive entities that play two roles, the applyer 
(producer, provider) and, another (consumer, beneficiary). From a systems 
perspective the two entitles may be considered as two (hard or soft) systems [17]. 

In the following diagram the rectangles represent concepts, the ovals represent 
concept relations, and the lines represent arguments of a concept relation.  

Fig. 6.  Illustration of the BFO based interpretation of S-D Logic service definition 
 

The "application of competence" is interpreted as consisting of five constructs: 
 

1. The applyer entity that is attributed to the ‘application of competence for the 
benefit of another’, is interpreted generally as a bfo:Continuant. For specific kinds 
of service a more suitable subtype may be defined, e.g. a Human being can be 
represented as a bfo:Material Entity. 

2. An applyer incorporates of at least one entity that can perform  the "application of 
competences", i.e. change the world and deliver benefits. This entity is interpreted 
as a ext:Performer, that is competent (have requisite or adequate ability or 
qualities). In many cases the applyer and performer are the same entities, e.g. a 
human. In other cases they are different, e.g. an organisation consist of persons 
performing the servicing. 

3. Competences are for the purpose of brevity interpreted as bfo:Continuant qualities 
of a ext:Performer. 

4. The S-D Logic service definition do not explicitly include references to entities 
other than competences it is however implicitly understood in S-D Logic that more 
entities can participate in a ext:Servicing process, such as material and goods. 
These additional entities are added to the interpretation as participating 
bfo:Continuants.  

5. The application of competences occurrence is interpreted as a ext:Servicing 
process in which the applyer participates, together with at least one ext:Performer 
and possibly one or more bfo:Continuant in source roles. 

 
The "the benefit of another" is interpreted as consisting of three constructs: 

 
1. An another entity that is interpreted as a bfo:Continuant. 
2. The benefit entity is interpreted as an bfo:Entity attributed to the another entity. 

<participation>
another

<bfo:Process or bfo:Process Profile>
application of competences for the benefit of another

<bfo:Continuant><bfo:Continuant> <bfo:Continuant>
competence

<bfo:Entity>
benefit

<participation>
result

<participation>
applyer

<ext:Performer>
...

<participation>
source

operant

<bfo:Continuant>
...

operand operates on

<ext:Servicing>
application of competences

<bfo:Occurrent>
...

<bfo:Occurrent>
...

<participation>
source

<participation>
lead-to

<bfo:Quality>

attributed to

<bfo:Entity>
…

performer
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3. Both another and the benefit entities participate in an bfo:Occurent where the 
benefit comes (or not) into being. The benefit entity participates in a result role and 
the another entity in an another role. 
 
The last part of the definition to interpret is the "for " part that links the "application 

of competences" with the "benefits of another". The separation of the two (or more) 
agentive entities implies that some form of transfer of results, must exist, directly or 
through intermediary entities and/or over time and/or space. Here the ext:Lead to 
pattern is applied to represent linking and transfer aspects between applyer and 
another. The competent ext:Performer, and additional entities attributed to the applyer 
corresponds to entities playing the source role, the benefits attributed to another 
corresponds to result role entities, and the overall application of competences for the 
benefit of another process corresponds to the ext:Lead to part. 

Depending the specific kind service defined or analysed, the overall “application of 
competence…” bfo:Process can be represented as one large bfo:Process, or as a group 
of smaller bfo:Processes, or as a bfo:Process Profile in alignment with soft systems 
thinking [17]. 

For a specific kind of service it is possible to consider both the applyer and another 
as causally united bfo:Objects and then associate a bfo:Process with each, possibly 
together with intermediary bfo:Occurrents, or bfo:Processess, that mediate the transfer 
of benefits. This kind of separation opens up to ext:Result Ladder and ext:Result 
Horizon reasoning.  

A Service horizon is defined as a ext:Result Horizon that determines the scope of 
service benefits ext:Result Ladder(s) to consider. It should be noted that the applyer 
and another entities may value intermediary results and terminal benefits differently. 

The Triple-O  service constructs: sdl:Operant is interpreted as a ext:Performer, and 
sdl:Operant as additional bfo:Continuants participating in a bfo:Occurent. 

5 Analysis of a interpreted service definition 

This section presents an analysis of service characteristics based on the Basic Formal 
Ontology based interpretation of service as defined in S-D Logic. The analysis focuses 
on exploring the following questions: Is the characteristic relevant to the definition of 
the concept of service? Is the characteristic determining/distinguishing service from 
goods? Does the characteristic impact practical considerations? 

5.1 Intangibility 

In the service interpretation three sources of intangibility are identified: 
 

• bfo:Occurrent, the occurrence of “application of competences.”, e.g. hair cutting. 
• participating source intangible bfo:Immaterial Entities, e.g. hair style.  
• resulting benefit bfo:Entity at the end of a Service Horizon, e.g. customer value. 
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In the service interpretation Tangible phenomenons are identified: 
 

• ext:Performers, sdl:operants, e.g. hairdresser and customer. 
• bfo:Material entities, sdl:operands, e.g. chemicals, pair of scissors and hair. 

 
What could be argued is that goods, in an opposite sense, can be seen and tasted, 

e.g. a cake, hair cut. However some goods are intangible; e.g. hairstyle, news, patents 
and intellectual properties. 

The relevance of tangibility depends on one or more Service horizons, e.g. an 
intangible hairstyle, lead to a tangible hair cut, which leads to emotional intangible 
values at a later dinner. One argument for intangibility is that all Service horizons 
finally end up in sentient beings or humans with resulting intangible terminal 
emotional values. This argument is problematic, from a practical point of view, since 
service agreements often are specified in terms of shorter Service horizons and tangible 
results, such a cut hair or other functional qualities. Furthermore the actual ext:Result 
Ladders and Service horizons relevant to the provider, and beneficiary are in general 
different. 

From a practical point of view, the qualities of a service depend on the mix of 
participating tangible bfo:Performers, and bfo:Continuants (material or immaterial). 

Goods produced in manufacturing processes can be viewed as the sum of processing 
steps, or a historical embodiment of ext:Servicing [18]. The last production steps can 
be viewed as embedded services performed by the supplier on behalf of the consumer. 

Based of the analysis I find that intangibility is a relevant characteristic of a service, 
although not a determinant characteristic. From a practical point of view intangibility 
is relevant, however a focus on intangibility may obfuscate the relevance of tangible 
entities along ext:Result Ladder and at the Service horizon. 

5.2 Inseparability of production and consumption 

In a hairdressing service case, a hairdresser (applyer) and consumer (another) meets, 
rendezvous directly in several bfo:Processes, ‘wash hair’, ‘modify hair’, etc. where the 
application of competences lead to benefits (cut hair) for the consumer, i.e. a direct 
transfer ext:Lead to mechanisms are present. However benefits may materialise at a 
later stage, in some other location, possibly at a dinner, mediated by the hair and the 
mental state of the consumer. The ext:Result Ladder (and Service horizon) may be 
longer than the time and space where hairdresser and consumer rendezvous, or the 
period of ext:Servicing, or the duration of a service agreement.  

When buying a tree in order to facilitate clean air for our children; the transfer (lead-
to) processes between the tree buyer, planter and future beneficiaries are many and 
separated by time and space.  

Based on the analysis I find that inseparability is a relevant characteristic of service, 
although not a determinant characteristic. From a practical point of view, reasoning 
about inseparability could be replaced by reasoning about ext:Lead to processes, 
ext:Result Ladders and Service horizons. 
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5.3 Heterogeneity (inconsistency, variability) 

Two separate services, applications of competence, implies two distinct bfo:Processes, 
leading to differences in the quality. Three sources of variability in servicing are 
identified in participating bfo:Continuants: 

 
• ext:Performer, e.g.hairdresser, numerically controlled machine, computer. 
• bfo:Material entity, e.g. pair of scissors, shampoo. 
• bfo:Immaterial entities, e.g. hair style. 

 
In goods production processes the qualities of participating ext:Performers have an 

impact on the variability in the qualities of goods. Labour intensive production 
processes involve variability patterns that differ from processes executed by high 
quality man-made machines, or computers. In cases where the supply of goods are 
demand driven and engineered-to-order, the production process may involve higher 
variability due to re-tooling, configuration of machines, and human creative activities 
that cannot fully benefit from being repeatable and standardised.  

Analogous to production of goods, the same ext:Performer and bfo:Material entities 
may participate in two different ext:Servicing processes, which may lead to lower 
expected variability. Variability in service availability may be mitigated by sourcing 
and dynamic capacity management of participating bfo:Continuants. 

In the case of a custom-made toy making service, a company may choose to 
manufacture toys with high performance man-made machines, using steel as material, 
or human craftsmen that carves toys out of wood. Here an interesting questions arise, 
what is more relevant, the variability of servicing or the variability of the participating 
material?  Depending on how variability is measured a highly variable, man made, old 
and ragged, toy made out of wood may be considered as more (emotionally) valuable 
than a durable, hard, cold and low variable steel toy. 

Based on the analysis I find that heterogeneity is a relevant characteristic of service, 
although not a determinant characteristic. From a practical point of view all sources of 
variability should be considered along relevant ext:Result Ladders. 

5.4 Perishability (inventory) 

In the service interpretation four sources of perishability are identified: 
 

• bfo:Process ("application of competences"), e.g. cutting of a hair, 
• ext:Performer, e.g. hair dresser that gets older and forgets, 
• source bfo:Entities, e.g. shampoo and pair of scissors that degrades over time. 
• resulting bfo:Entity, e.g. emotional values of a haircut that diminish over time.  

 
An “application of competences” (bfo:Process) cannot be stored for future use. On 

the other hand, ext:Performers and participating bfo:Material entities (pair of scissors, 
rental facilities) can be stored, and they can be acquired or produced in advanced for 
later participation in delivery. Neither ext:Performers and bfo:Material entities need to 
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be owned or controlled. In a sourcing scenario they can be accessible (in mint 
condition) and thus replace inventory. 

Goods (interpreted as bfo:Material entities), as well as ext:Performers and 
bfo:Material entities that participate in manufacturing processes may perish over time; 
people and machines get old, material decompose, chemicals degrade, etc. 
bfo:Immaterial entities such as hair styles, songs, digital and reproducible material 
exist over time without diminished capacity, although they may be forgotten. 

Based on the analysis I find that perishability is a relevant characteristic of service, 
although not a determinant characteristic of service. From a practical point of view the 
temporal and inventory aspects of participating ext:Performers, bfo:Material entities 
and bfo:Immaterial entities are highly relevant for both services and goods. 

6 Future Research 

Through a formalization of the service definition, using the same first order logic 
construct used in the formalisation of BFO, a domain specific service extension to 
BFO can be created. Such formalisation provides a platform for detailed analytical 
comparisons between a wider range of service definitions, service aspects, such as co-
creation of value, and inquiries into larger systems based on services and goods. 

The use of BFO as an ontological grounding (language) can be used to integrate a 
service construct with adjacent constructs such as capability. In the paper “What 
Capability Is Not” [6] I provide a conceptualisation of a Capability construct, “a 
substantial possibility that source entity(ies) lead to a result”, based on the ext:Lead to 
pattern, that integrates well with presented service interpretation.  

The BFO interpretation together with the Triple-O concepts (operant, operand, 
occurrence) suggests that a simplified, socially oriented, definition of service may be 
possible, e.g. “use of effort (energy, material) leading to a result of another”. 

7 Conclusions 

In this paper, I have revisits the concept of service and presented an interpretation of 
the concept of service as defined by the Service Dominant Logic framework, using a 
higher level ontology - Basic Formal Ontology. The use of BFO enables an inter-
theoretical reduction and a bridge between social and natural sciences.  

Based on the interpretation and analysis I argue that the use of BFO provides 
clarifications, of the constituent parts of the concept of service (as defined in S-D 
Logic), and of similarities and differences between goods and services. However the 
interpretation and analysis of a single service definition reduces the possibility for 
making more general conclusions.  

Furthermore I conclude that the studied characteristics are relevant to the concept of 
service, although they cannot be considered as determinant characteristics. From a 
practical point of view the studied characteristics contribute partially to observed 
concerns and problems.  
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In order to obtain a complete understanding for, both services and goods, it is 
necessary to consider the nature of all participating bfo:Material Entities, 
bfo:Immaterial Entities, and ext:Performers along one or more ext:Result Ladders up 
to  the relevant or desired Service horizon.  

These findings are consistent with studies [2], and the view that a service involves a 
service perspective on value creation rather than a category of market offerings [19]. 
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