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Abstract. The paper proposes a new method for facilitatimgdedge exchange
by seeking relevant university experts for comnmentctual information events
arising in the open environment of a modern econahgluster. This method is
based on a new mathematical model of ontology qusaeatching. We propose
to use in the formal core of our method a new nicatiion of Latent Dirichlet
allocation. The method and the mathematical motlentology matching were
validated in the form of a software-based solutithe newly designed decision
support system titled EXPERTIZE. The system regularbnitors different text
sources in the Internet, performs document analgsid provides university
employees with critical information about relevantents according a developed
matching algorithm. In the proposed solution we enadveral contributions to
the advances of knowledge processing, includingy nedifications of topic
modeling method suitable for application in exdartiing tasks, integration of
new algorithms and existing ontology services tavsfeasibility of the solution.

Keywords: expert finding, natural language processing, topacieling.

1 Introduction

Emerging and successful growing of new forms odrisirganizational cooperation
known as regional, innovation or university clustgt] in national economies became
a significant phenomenon of the modern world-wideciG-economical system.
Sustainable exchange of expertise and professkmatledge between stakeholders of
innovation clusters plays an important role in kienlge-based economics [2]. For this
task an university undoubtedly should be a catalysth provides expert evaluation
and opinions. Critical problems and major strategfioices should be commented,
discussed and exposed for multiple stakeholdedsidimg industry mass-media and
society.

Until now there is no big success of tight integmatof university community
within the framework of emerging innovative clusterinformational links are
developed byad hoc manner, major activities are implemented inside #table
university-based structures like incubators andn@ass parks. Communication with
business experts and mass media shows that in motebulent information
environments it is the paradigm of information &mdwledge exchange which should
be modernized. The modernized paradigm of informmatind knowledge exchange
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should facilitate reactive or even proactive bebawf university community in
response to critical emerging economic or socianpimena in the open environment
of innovative cluster-based economy of knowledge.

Traditional analytical methods which provide modemiversity community with
current information about important discussion ¢spiand critical issues lack of
comprehensiveness and become too slow. In nowgagtice of universities the best
solutions primarily include manual analysis of masdia and internet resources and
further slow distribution of information about reét public events through the
inefficient hierarchical organizational structureofn the schools, faculties towards
department and employees).

We believe that advanced methods of automated arndmatic knowledge
management belong to critical scientific foundasiafi modernization the paradigm of
information and knowledge exchange. A specificallgsigned combination of
automated text processing and ontology-based kmimsleengineering may improve
quality of information analysis and reduce univigrsiresponse time.

There are many interesting systems which approaateeslose to our knowledge
exchange idea. The one of it is Media Informatiargistics project (Media-ILOG)
which is concerns the domain of mass media too. gda of the Media-ILOG [3],
was to improve information flow inside a local n@aper JonkopingsPosten.

In our research we limited the scope of the afordiored global problem to the
key issue of real-time matching between relevanivarsity experts and actual
information events arising in the open environmehtthe economical innovation
cluster. We offer a solution of that issue in tloenf of new automated method of
experts finding for facilitating knowledge exchangpetween the university and
heterogeneous community of the innovation cluster.

In contrast to Media-ILOG which is used semantid¢ahismg approach proposed by
Billig et al. [4] The core of our method is a madétion of Latent Dirichlet allocation.
[5] Itis algorithmically implemented in the newtiesigned decision support system
titted EXPERTIZE. The system regularly monitors feliént text sources in the
Internet, performs document analysis and providieeusity employees with critical
information about relevant events according theifpeelevance matching algorithm.

The high level design structure of EXPERTIZE sofevaystem includes several
principal components. They are Crawler, Data Madébata Store, GUI and Matcher.
We match an input document not only with a singleest from our dataset, but with a
scientific areas of interest, which is a categdrthe formal ontology. Each category is
represented as a probability distribution of lategics, so we match distribution of
latent topics in the query document with the catggesing the maximum-likelihood
estimation.

In the result of software implementation EXPERTIZ&ftware system has been
implemented as a software service. Now it is inogerating state, and regularly
collects data from the several information resosiraeailable in Internet: library of
HSPE and Elibrary®. Open systems interfaces allow EXPERTIZE get tiead access
to the areas of domain interest of the employed43# from the InfoPort service [6].

9 publications.hse.ru
0 elibrary.ru
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A set of practical use cases show that EXPERTIZ&p@rly matches the actual
information about discussion topics and informateents.

The article has the following structure. After timroduction Section 2 contains
related works overview in the information modelangd semantic matching to experts’
domains. In Section 3 we observe essentials andalofoundations of our method.
Main design decisions and functionality of EXPEREIZoftware system are described
in Section 4. Section 5 provides the readers witbecstudy of application of that
system in a real life information environment. $&tt6 concludes the work, giving
comparison results of our method and other knowpragrhes and defining open
research questions for further investigation.

2 Overview of Relevant~ormal Methods for Expert Finding

As soon as our task is to match ontology concepéxpertise with plain text of news
it is strongly related to the common expertiseiegtl task. The past decade has
appeared tremendous interest in expertise retr@vain emerging subdiscipline. From
2005 the Enterprise Track at the Text REtrieval f@mnce (TREC) provided a
common platform for researchers to empirically assenethods and techniques
devised for expert finding [7]. The TREC Enterpriwst collections are based on
public facing web pages of large knowledge-intemsivganizations, such as the World
Wide Web Consortium (W3C) and the Commonwealth r@ifie and Industrial
Research Organisation (CSIRO).

Balog et al. 2012 [8] highlights state of the amduls and algorithms relevant to
this field. They classified expert finding approastas follows:

« profile-based model;

» document-based model;

* hybrid model.

A profile-based model for expert finding using inf@tion retrieval proposed in
Balog and de Rijke [9]. A candidate’s skill is repented as a score over documents
that are relevant given a knowledge area. The aaley of a document is estimated
using standard generative language model techniques

In the other approach, the method of document-bagpdrt finding does not create
a profile for each expert. It uses documents taclmatindidates to queries. The idea is
to first find documents that are relevant to thpidoand then locate the experts
associated with these documents. The document madelalso referred to as query-
dependent approaches. Later, Fang and Zhai [1Gepted a general probabilistic
model for expert finding and showed how the docurt@sed model can be adapted
in this schema.

Balog et al. [8] applied this approach to a languagpdel-based framework for
expert finding. They also used the profilebasedr@ggh in their system and showed
that the document-based approach performs beter the profile-based model.
Serdyukov and Hiemestra [11] proposed a hybrid rhdaie expert finding which
combines both profile- and document-based appr@ache

Semantic analysis of texts for expert finding witlyuired competencies proposed
by Fomichov on the basis of Formal Concept Analy$®. The approach allows to
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build and compare semantic representations of expefile using the theory of K-
representation and a model of linguistic database.

A topic modeling approach for expert finding propddy Balog et al. [13]. Instead
of modeling candidate profiles or documents, theitta model for each input query
and used this model to calculate the probabilitycafididates given queries. Their
approach is similar to the document likelihood roethwhich is used in language
model-based information retrieval. Based on thesults, this model underperforms
the profile- and document based approaches. The reason of its poor performance
is the sparsity of the models built from the querieheir definition of topic, however,
is different from ours. The term topic in their \aefers to query words that users use
to search for experts, whereas in the present warlkuse the term topic as a set of
concepts that are extracted from a collection usirigpic modeling algorithm. There
are multiple known methods for topic modeling ofcdment which are Latent
Semantic Analysis (LSA) [14] Latent Dirichlet allation (LDA) [5] et al.

The topic modeling approach is based on the assomittat words in a document
are independent of one another (bag of words) &mide@r order in the text. Similarly,
documents in a corpu3 are independent of one another and unordereditiRison of
words W is determined by the set of latent topZ: Each topic has its own word
distribution (phi) and each document has distritnutiver topics (theta).

Traditional topic-based information retrieval apgeh is exploited by Wei and
Croft, 2006 [15]. The extracted topics are usedirid@rmation retrieval, whereas the
to-be-retrieved documents are used in the retristeg, i.e., the distribution of topics
over words (phi) is used for estimati®®(Q/Z) , whereQ — is a set of word in query.

The distribution of documents over topics (thesa)sed for estimating(Z /D) .

Another topic-based model is proposed by Momtadildaumann [16]. This model
outperforms the state-of-the-art profile- and doentrbased models. To-be-retrieved
documents are not used in the retrieval step. adstee only use these documents for
training LDA, i.e., to be-retrieved documents asedias a corpus to extract topics in
an off-line process. Then, in the retrieval step, anly use the distribution of topics
over words (phi) for estimating botP(Q/Z) and P(e/Z)wheree — is an expert
label.

In a paper [17] the researchers show how to uspia-based model with scientific
ontology, where each document labeled with a cayego scientific classification
taxonomyC. They represent each categorgs a conditional probabilistic distribution
P(Z/c) which denotes the probability of categarypeing labeled with topiz. By

utilizing LDA, P(Z/c) is a |Z| -dimension vector of topic distribution. The main

requirement for this approach is to estimate thobability P(z /c), which cannot be
obtained directly from LDA. However, according tbet Bayes formula authors
calculate P(z, /c) by

Rc/ z) A(z)
Zk RAcz)

where Rc/z) and F(z) can be obtained from LDA. As soon %k Rcz) is

Nz /c)= 1)

constant for different and F(z,) is uniform distribution we have
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P(z/c)d P(c/z) 2

On the basis of explored papers the best way tesmir task is to match between
relevant university experts and actual informaterents using topic-based model,
which is proposed by Momtazi and Naumann [16]. Thwe should implement the
model for papers in Russian language concludeduineaterprise dataset. With the
help of approach described in [17] this topic-bagpproach can be applied to use with
scientific ontology. To show feasibility of the stibn, we archive an integration of
new algorithms and existing ontology services.

3 The Essentials and Formal Foundations of the Metd Proposed

In our previously designed InfoPort system [6] fwlving the expert finding
problem we proposed to translate a user-specifiestygto a corresponding SPARQL
qguery which is evaluated against a specific seRDF repositories. The query result
consisted of a relevant category of scientific sification taxonomies and keywords.
The search algorithm of InfoPort system retrievécbarsons who labeled with this
query.

In the current research our new system EXPERTIZEksvautomatically: it gets
news event as a query and matches it to the migstarg scientist, who can provide
expert evaluation and opinions about it. In otherdwve arrange experts in order to
relevance to the event.

On the one hand news events are represented asimewatural language format,
thus we have ability to extract semantic informatfrom the text On the other hand
each expert has texts in the form of written papen®cords of spoken interviews and
tutorials. This material contains rich semantiomfation about personal interests and
abilities.

There are some formal models suitable for impleatén of context analysis such
as a Distributional Semantic Model (DSM) [18][19%caLatent Semantic Analysis
[20][14] and Latent Dirichlet Allocation [5].

In our project we use an extension of Latent DlathAllocation which is a
generative formal model that uses latent groupsexjaain results of observations —
data similarity in particular. For instance, if thebservations are words in the
documents, one can posit that each document isrdination of a small number of
topics and that each word in the document is cardewith one of the topics. Latent
Dirichlet Allocation (LDA) is one of topic-modelingnethods and was first introduced
by its authors as a graphical model for topic d&ac

In our approach by training the LDA model, we fothe statistical portrait of its
author. A person writing a text has a set of topidheir mind, and each document has
a certain distribution of these topics. The autfist selects the topic to write on;
within this topic, there is a distribution of worttsat may occur in any document that
contains this topic. The next word in the texténgrated within the distribution. Then
the same procedure is repeated. On each iterdtierguthor either selects a new topic
or continues to use the previous one, and genetiatesext word within the active
topic [5].
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The first step of our method for expert findingisraining the model on a collection
of texts. We get an estimate of two discrete digtion functions. The following is
distribution of probabilities of wordW in topics Z :

P(W, /z,); i 01|W|,k 01]Z] 3)
Distribution of probabilities of topicZ in document:D :
P(z/d,); kO1[Z|,;nO1D| 4)

Semantic representation of query news docurdgman be also calculated using
built LDA model. It is distribution of probabilitee of topics Z in documentsd, —

P(z,/d,); KOL[K]|.
In the second step, the extracted topics are wsedltulate the probability of query
document, given candidatek and categorie€. BothE andC represented as a word

in the LDA model. Thus, F¥E) and PQ/C) is calculated based on the topics that are
distributed over candidate names (E) or sciendifimain topics (C).

P(d,/E) =) P(d,/zE)P(z/E) (5)
P(d,/C) =) P(d,/zC)P(z/C) (6)

By assuming conditional independence betwdesnd E, C and the documetfitas
equiprobable with other documents we have

P(dolz,E):P(dO/z,C):P(dO/z):%D Rz/d,) @)
Using (2) and (7) from (5) and (6) we get followisignple formulas

P(d,/E) O Z Rz/d,)P(E/?2) (8)

P(d,/C) O Z Rz/d,)P(C/2) 9)

We rank the categories C from scientific classtfaa taxonomy according to the
maximum-likelihood estimation. Most probable categ® are chosen and associated
with expert.

Conax = argmax{P(d, / c)) (10)

We perform the same approach to rank experts E &gt of employees of the
company.

4. Software Design of EXPERTIZE

The described method for experts finding was peatlii implemented during
design and implementation of the system for matghietween relevant university
experts and actual information events arising ie thpen environment of the
economical cluster. Such system was called EXPERTIhe following services are
distinguished in the high-level design of that eyst(Fig.2):

1. Web Crawler;
2. Data Modeler;
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3. Data Store;
4. Graphical User Interface (GUI);
5. Matcher.

EXPETIZE actively uses our InfoPort Service [2].afsemantic service provides in
the form of formal ontology factual information alitomore than three hundred
employees of Higher School of Economics (HSE NRUjanch at Nizhny Novgorod.
The InfoPort data is represented as RDF triplespl@y include hierarchical
information as it originally is in the source. Tfiest level is an alphabetical ordered
list of group of scientist, second is a scientigthvhis personal interests and papers,
and third is papers with its features.

The components of the EXPETIZE system can be ladsas Online and Offline
services. Both are interacted with InfoPort viaivetREST interface. Offline ones
work within monthly period to update informatiorgrdarly. Online services work on
demand, when user activates it by web interface.

Regular
offline
service

EXPETIZE system

Online
services

Native i InfoPort platform

REST-
Interface |

Store
Service

_________________

Fig. 1. Interaction of EXPETIZE services with Infmf®platform.

Offline processing begins with crawler Service biieduler. It makes a request via
REST-interface to the InfoPort Store Service toetak list of papers’ URI
(Uniform Resource Identifiers). As soon as eachepap available online the Crawler
gets it by URI and extracts paper’'s features framgepusing XML parser. Paper’s
features include: authors, title, abstract, freg/wards, scientific categories of
ontology. This information is collected to the D&sore with the help of MySGE
base as a Temporal raw data. Implementation of @ra®ervice uses Pyth&n
programming language and Lxthlibrary for HTML processing.

Preprocessing in the Data Modeler service inclildedollowing steps:

» gettemporal raw data;

» tokenize the text;

* lemmatize the tokens;

 index the words using the dictionary of lemmas;

« filter out the words that are too frequent (stopd®) or too rare (used only once);
 index authors and scientific categories;

» form bag of words using lemmas, authors and caigegjor

1 http://iwww.hse.ru/en/
12 http://www.mysgl.com
13 http://www.python.org
14 http://Ixml.de
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 build LDA model with a given number of topi&s

At present time, there are several methods fordmgl LDA models, that is,
methods of searching for parameters of all distidloufunctions in the model. All of
the methods are iteration-based and are similastincture to the Expectation
Maximization (EM) algorithm. They are:

- Online Variational Bayes algorithm [21];

- Gibbs Sampling [22];

- Expectation Propagation [23].

Among these algorithms, we use the Online Variaidayes algorithm as it is the
most precise one [21]. It is well implemented ire tiensintt toolkit. resource-
intensive algorithm.

InfoPort RO RSS \

Store Servic |- oo o Web GUI <:| Newsfeed |!

3 " H 1

EST- ‘ i

- nterface ____________ i !

/ Offine ™\ | ﬁ !

! processing 1 ! 1

1 : : :

! ! 1

! Crawler Data L Online :

: Service Modeler Pl Matcher processing 1

1 1

! L !

\ D ;
\\*—--ﬂ— ______________ R4 \\\___ ____________________ ,,’

P \

1 1

1 1

! Temporal raw data LDA model Data Store !

1 1

1 1

\

Fig. 2. Principle design of the EXPERTIZE system.

Online processing performs on demand of user bypiogé/Neb GUI. Web interface
activates RSS Newsfeed, which gets and displayastthhews from the RSS feed and
an empty textbox. User can choose one of its 1Gsrmavpaste the text to the textbox
manually. When user specify input query the GUhsfar it to the Matcher. In turn,
this component performs online semantic searcherastic representation of event is
matched with semantic representations of scientditegories and experts by applying
the formula (8) and (9) and selecting top 5 of timits. So, the Mather component
returns 5 URIs to the GUI.

To provide user friendly output of the finding résGUI component makes a
request to the Infoport Service. It gets featufeath® selected units: full name, expert's
photo URL, expert’'s department.

15 http://radimrehurek.com/gensim
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The crawled collection includes 4132 units but cb®2 papers are in the Russian
language. So, we decide to extend collection whi help of eLibrardf scientific
database. This is a biggest scientific databaskeerRussian language. We extracted a
part of this base connected only with Informaticechnologies field. It includes 9127
papers not older than 2011 year.

5 Case study

Evaluation of our proposed method and the EXPERT$¥Eem was performed
empirically. We choose experts from our pool. Thaol includes more than three
hundreds of professors and researchers of the H8E Ihanch at Nizhny Novgoréd
According to an experts field of the study we chosess, which one can be comment
by expert and put it to EXPERTIZE. If this expepipaars in the list, proposed by the
system, we mark such attempt as a successful match.

Let’s take a case study. There is an expert SidDroitry V. whose profile includes
a set of scientific domain topics, which he isiatted in. There are:

e W - innovation projects,

* W, - venture investments,

e Ws - innovative potential estimation
+ etc.

Each scientific domain topics coded as one word wadhave pre-created table
which is distribution of probabilities of wordsW in latent topics Z:

P(w /z.); i DL|W|,kDﬁ. It usually has small number of elements highanthero.
Table.1. Example of probabilities distribution ofomds W in latent topics

P(w, /7.);k 01Z]

Z; Z e Zsg e Zo0c

W, 0 0.04 0.1 0

We find news with title «Yandex company pays fog diata*, which he can be
able to comment as an expert. This news is abeastment of Russian IT giant to an
Israeli startup company. As each other documenthencollection it can be found
probabilities distribution of latent topics z ina@onent. This news goes as an input to
the Matcher component where it converts to the adiby distribution over latent
topics (4) using the pre-built LDA model. The numbétopics we set equal to 200.
Table.2. Example of probabilities distribution afpics Z in documentsd, —

P(z,/d,); KOL[K]|.

Z; Z e Zsg e Zo0c

do 0 0.21 0.058 0.034

16 http://elibrary.ru
17 http://nnov.hse.ru/en/
18 http://www.kommersant.ru/doc/2469831
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Next, using formula (10) the algorithm chooses eeategoriesc from scientific
classification taxonomy and find¥d,/C). Top 5 of experts who has maximum

P(d,/C) is shown in the system. A result is presenteddn &

EXPERTIZE Pesynbrartbl NoMcKa 3KCnepTos

Komnanusa Axaekc sannatur sal

3UKTOpOBMYY
ro MeHeKMeHTa

Cuopos Amutp
Kadeapa seruy

£

1 1 SKOHOMETPUKUA

CapuerKo AHapeil Bnagummposuy
Katbeapa uHHOPMaLIMOHHBIX CUCTEM 1 TEXHONOTHIA

EE5
Fig. 3. Graphical user interface of the EXPERTIZ&tem.

As soon as our target expert Sidorov Dmitry V.lissented in the output we mark
this trial as a successful one. From 100 trialgete43 successful matches.
Table 3. Experimental results with different modebntology matching.

Document-based 0.31
Candidate-based 0.22
Topic-based 0.43

We choose the Topic-base approach because in cizmparith other approaches
(Document-based and Candidate-based) this onelgebest results.

6 Conclusion

In this article we presented a new approach to aupppid exchange of knowledge
in innovation clusters based on reactive expendirig. The proposed method of
expert finding uses open Internet resources andtiegi ontological services like
InfoPort [6] to get access to the approved skifllpaiential experts.

During our research we developed a new formal methased on Latent Dirichlet
allocation, which includes a software-based sotufior matching between relevant
university experts and actual information evenisirzg in the open environment of the
economical cluster. This solution allows performingal-time matching between
Internet news and areas of interest of universitypleyees with further quick
notification about possible participation of relavaemployees in interviews,
informational programs and discussions. In the psep solution we made several
contributions to the advances of knowledge proogssncluding: new modifications
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of topic modeling method suitable for applicatioreixpert finding tasks, integration of
new algorithms and existing ontology services tovgfeasibility of the solution

A software design of decision support system EXPERTwas developed for
practical application of the method proposed. Tit& fise cases of the EXPERTIZE
system show their relevance and ability to soheetdsk specified.

Using topic-based model proposed by Momtazi and naun [16] we have
achieved about 0.43 amount of mean average prac{§8i@\P) on our own queries.
The same approach on TREC 2005 and 2006 queriesssh248 and 0.471 amount
of MAP respectively [16]. So, precision of EXPERHBZ&ystem is not much less than
achieved on TREC 2006. The estimation of recall fingtasure in our EXPERTIZE
system less interesting because in general usesndoeeed a full set of various
experts. One or two most relative experts usuatiyugh for facilitating knowledge
exchange.

As soon as we perform expert matching with scientftegories we can apply
cross-language expertise retrieval by applying inlattguage scientific ontology. It
would be our prospective work.
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