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Abstract. We consider the function class E generated by the constant
functions, the projection functions, the predecessor function, the substi-
tution operator, and the recursion on notation operator. Furthermore,
we introduce regressive machines, i.e. register machines which have the
division by 2 and the predecessor as basic operations. We show that
E is the class of functions computable by regressive machines and that
the sharply bounded functions of E coincide with the sharply bounded
logspace computable functions.
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1 Introduction

One of the main features of logspace-algorithms is their incapacity to copy the
whole input due to memory shortage, thus forcing them to read the data "on
the fly", every time they are needed.

This feature has been exploited in [3] where the set L of logspace computable
predicates has been shown to be the set of predicates recognized by read-only
while programs and in [4] where the closure with respect to substitution and
simultaneous recursion on notation of the constant functions and the projection
functions has been shown to contain the characteristic functions of the predicates
in L.

In this paper, we consider the class E of number theoretic functions defined as
the closure with respect to substitution and (unbounded) recursion on notation
of the predecessor function, the constant functions and the projection functions.

We show that E is a subset of the logspace computable functions which
contains all the sharply bounded logspace functions. Moreover, we show that
E is the set of functions computable by regressive machines, a kind of register
machines which have the division by 2 and the predecessor as basic operations
on registers.

Therefore, the present work can be considered an improvement of the char-
acterization of L given in [4] because we use recursion on notation instead of
simultaneous recursion and we characterize not only the {0, 1}-valued logspace
functions, but also the sharply bounded logspace computable functions.
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2 Preliminaries

In this paper, we will only consider functions with finite arity on the set N =
{0,1,...} of natural numbers.

From now on, we agree that x, vy, z, ¢, j, n range over N, that a, b, ¢, k range over
N — {0}, that x,y,z range over sequences (of fixed length) of natural numbers,
that p, ¢ range over integer polynomials with nonnegative coefficients and that
f, g, h range over functions.

A function f is a polynomial growth function iff there is a polynomial p such
that |f(x)] < p(|x|) for any x, where |x1,...,2,| = |z1],...,|zs| and |z| =
[log,(x + 1)] is the number of bits of the binary representation of x.! Moreover,
f is sharply bounded iff there is a polynomial p such that f(x) < p(]x|) for any
x, and f is regressive iff there is some constant k such that f(x) < max(x, k)
for any x, see [2].

We will use the following unary functions: the binary successor functions
So :x +— 2x and s1 : x +— 2x + 1 ; the constant functions C,, : © — n for any
n € N; the division by two function dive : x — |2/2] ; the remainder function
remg : ¢ +— x — 2|x/2] ; the length function len : z — |z|.

We will also use the following functions: the modified subtraction function
sub : x,y — r—y = max(x — y,0); the predecessor function P : x — z—1 =
max(z — 1,0); the bit function bit : z,y — rems(|x/2Y]); the smash function
smash : x,y — x#y = 217191; the most significant part function MSP : z,y —
|2/2¥]. Recall that bit(x,y) is the y-th bit of x and that M .SP(z,y) is the number
represented in binary by the |x|—y leftmost bits of z. Finally, we will use the
substitution operator SUBST(¢1,...,gs, h) transforming functions gi,...,gp :
N® — N and function h : N® — N into the function f : N®* — N such that
f(x) = h(g1(x),...,95(x)) and the recursion on notation operator RN (g, ho, h1)
transforming function g : N® — N and functions hg : N°t2 — N and h; : N**+2 —
N into the function f : N**! — N such that

10,y) =9(y),
f(si(x),y) = hi(z,y, f(z,y))

where ¢ € {0,1}. Let E be the closure under substitution and recursion on nota-
tion of the set comprehending the predecessor function P, the constant functions
C,, for any n and the projection functions I%[i]:x1,...,2, — z; (1 <i < a)
with any arity a.

3 Regressive machines

Now, we introduce regressive machines, a kind of random access machines which
have the division by 2 and the predecessor as basic operations.

! Here, the notation |x1,...,zy| is just an abbreviation for the sequence |z1], ..., |zn|.
However, |x1,...,Zn]| is also interpreted as |zi| + ... + |zx].
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A regressive machine operates on a finite number of variables (the registers)
X¢,...,%p and its program is built up according to the following rules:?

P ::=X; := e|pred(X;)|half(X;)|Ps; Ps|loopX; doPend

where instruction X; := e sets the value of register X; to the value of expression
e, and e can be any natural number constant, any register, or the least signif-
icant bit 1sb(X;) of register Xj. Moreover, instructions pred(X;) and half(X;)
compute the predecessor and (the quotient of) the division by 2 of X;, respec-
tively. Finally, the program loop X; do P end executes |z| times program P, where
x is the value held by X;.

From now on, we adopt the notation of [4], so that registers and programs
are denoted by capital letters and we will write programs with the typewriter
font.

For any program P with b registers, a memory state of P is a sequence x =
r1,...,Ty where x; is the value of X;.

Consider the function mp : N® — N’ such that mp(x) is the state of P
after the computation of P starting from state x. The following lemma states
that regressive machines compute regressive functions and that they operate
in polynomial time as long as instructions are executed sequentially and each
operation is executed in constant time.

Lemma 1. For any program P with b registers there is a constant ¢ such that
I°[i)(mp(x)) < max(x,c) for any 1 <i < b and there is a polynomial p such that
the running time of P starting from memory state x is bounded by p(]x]|).

A program P with b registers computes a function f : N* — N with respect to
input registers Xi,...,X, and output register X iff for any x1,...,z, the value
f(x1,...,x4) is returned in register X; when P is executed with X; having initial
value z; for 1 <4 < @ and all the other variables are initialized to zero.

4 Main results

Let SB be the set of sharply bounded functions, let RM be the set of func-
tions computable by regressive machines and let FL be the set of logspace
computable functions. The following statement summarizes the relationships be-
tween logspace functions, class E and regressive machines.

Theorem 1.
FLNSBCECRMCFLNE.

2 The loop predecessor machines of [2] do not have either the assignment X:=1sb(Y)
or the division instruction, and use the LOOP XDOP construct, which iterates  many
times P, where z is the value held by X. In [3], counter machines with only decrement
instructions have been considered, but the registers’ contents are bounded by the
length of the input.
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Proof (Sketch). We first show that class E contains sharply bounded versions
of the arithmetic operations (e.g. add,(x,y,2) = y + z for y,z < p(|z|)) and
is closed with respect to the sharply bounded mazimization operator MAX,(g)
transforming function g : N**! — N into the function f : N — N such that
F(x) = max{i < p(x)g(x,i) # 0} if {i < plx|g(x,i) # 0} # 0, otherwise
f(x) = 0. Then, we set bity(x,i) = bit(f(x),:) and show that bit; € E for
any f € FL. The proof is carried out by induction on the characterization of
FL given by Clote and Takeuti [1] which defines FL as the least function class
closed with respect to substitution, concatenation recursion on notation and
sharply bounded recursion on notation of the set comprehending the projection
functions, the binary successor functions, the bit, the length and the smash
functions.

Then, the first inclusion of the theorem is true because for any g € FL such
that g(x) < p(]x|) for some polynomial p, we have

g(x) = max{y < p(|x])|¥;<|p(x)) bit(y, ) = bity(x,i)}

and the characteristic function of the predicate V;|,(x|)bit(y,i) = bity(x,1) is
in E. The second inclusion can be easily obtained by showing (by induction on
E) that for any function f € E there is a regressive machine computing f.

To show the third inclusion, we introduce counter machines and show that
they simulate regressive machines using only a logarithmic amount of memory
space. Then, counter machines can be easily simulated by functions in FLNE and
we obtain that RM C FL N E. A counter machine operates on a finite number
of read-only input registers and a finite number of read/write registers called

counters. Input registers are denoted as Y;,...,Y, and counters are denoted as
Zi,...,Zy for some a and b. Let y = y1,...,y, be the input values and let
Z = z1,...,2, be the values of the counters. A counter machine program is

defined according to the following rules:

Q = Z; := e|succ(Z;)|half(Z;)|Qs;Qz|if (e = n) thenQ; else Qs
|LoopE; doQ; end

where e is any constant, any counter or lsb(Ej)7 expression e; can be Zj,
bit(Yz,,Z;) or 1sb(Z;), and E; is an expression whose value is

eily,z) = { P2 . itz =0, 1 <i<po2)
MSP(y,,,zi+1)—zir2 otherwise

Furthermore, we define the function My : No*® — N@ such that (y, Mgy(y,z))
is the memory state returned after the computation of a counter machine pro-
gram Q starting from the state (y,z). Then, every regressive machine program P
with b registers is simulated by a counter machine program Q with 3b registers.
This means that for any x € N*, y € N® and z € N* | if I*[i](x) = e3;_2(y, 2)
for any 1 < i < b, then I°[i](mp(x)) = e3;_2(y, My(y,z)) for any 1 < i < b.
In other words, the value of register X; of program P is represented by coun-
ters Zzi—s,Z3i—1,Z3; of program Q so that es;_o(y,z) = x;. If X; has been set
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to a constant value, then z3;,_> = 0 and z3; is the value of X;. Otherwise,
an input value has been assigned (or copied) to X; and decrement or divi-
sion instructions have been performed on it. In that case, the value of X; is
MSP(Yss_ys 23i—1)—23i (23i—2 is the index of the input value, z3;_; is the num-
ber of divisions and z3; is less than or equal to the number of decrements). Then,
pred(X;) is simulated by succ(Zs;) (if X; is positive) whereas half(X;) is sim-
ulated by succ(Zs;—1);half(Za;) (Zs: could also be increased according to its
parity and the value of bit(y.,, ,,23i—1))-

So, for any function f : N®* — N computed by a regressive machine program
P with b registers, there is a counter machine Q with 3b counters such that

f(x) = ezj_a(x, My(x,1,0,0,...,4,0,0,...,0))

where j is the index of the output register of P. Moreover, by Lemma 1 there
is a polynomial p such that p(|x|) bounds all the counters at any step of the
computation of Q. Therefore, we encode the counters with a single number
cp(x,2) = 21p(|x|) B0V 4. 42z 1p(|x|)+ 235 < p(]x])* and we define functions
€p.i» M, q : N1 5 N belonging to FL N E such that &, ;(x, ¢, (x,2)) = €;(x,2),
Mpa(x, ¢p(x,2)) = ¢p(Mq(x,2)) and

(%) = &p3j—a(x, M o(x, cp(x,1,0,0,...,a,0,0,...,0))).
Since ¢, € FL N E, we obtain that f € FLNE.

From Theorem 1 we obtain immediately that E is a subset of logspace com-
putable functions and coincides with the class of functions computable by re-
gressive machines.

Corollary 1. E=RM C FL.

Moreover, by Theorem 1, we are also able to state that the sharply bounded
logspace functions coincide with the sharply bounded functions in E.

Corollary 2. FLNSB = ENSB.

Finally, from the corollary above we obtain the following new characterization
of L.

Corollary 3. The characteristic functions of logspace predicates coincide with
the {0, 1}-valued functions in E.
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