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Preface

The MoDeVVA workshop series brings together researchers and practitioners interested in combining MDE with validation and verification. The 11th edition took place on the 30th of September 2014 and was co-located with MODELS’14 in Valencia, Spain. The special topic of this edition was modeling and reasoning in the presence of incompleteness, underspecification and the unknown.

Out of the 19 papers submitted and reviewed by at least three members of the program committee, 9 were selected.

In addition to the presentation of the papers selected by the program committee, MoDeVVA’14 featured an invited presentation by Markus Völter, who works as an independent consultant in the domain of language engineering, modeling and model-driven software engineering.

This volume contains the abstract of the invited presentation and the final versions of the selected papers, in the order in which they were presented at the workshop. The papers were collected using the EasyChair conference system, formatted according to the LNCS style, and assembled using pdfLaTeX and the pdfpages package.
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Language workbenches (LWBs) are tools that support the efficient construction of languages. Several LWBs support modular extension and composition of languages, as well as flexibly mixing diverse notational styles in a single model. This has obvious advantages for V&V: languages of different levels of abstraction and levels of formality can be integrated, verification-specific extensions can be modularly introduced and validation is more efficient because programs can be much more readable as a consequence of domain-specific notations.

But there are also challenges:

– How can verification tools deal with (potentially unknown) extensions to the subject languages?
– Can the semantics implied by language extensions be exploited to speed up the verification?
– Can the semantics of extensions be proven to be equivalent to their lower-level representation?

In this talk I illustrate the opportunities and challenges based on mbeddr\(^1\), an extensible set of integrated languages for embedded software development built with the JetBrains MPS language workbench.

My hope is that the opportunities help establish LWBs as a tool in the V&V community, and the challenges inspire discussions in the workshop and research after the conference.

\(^1\) http://mbeddr.com/
Assessing the Quality of Meta-models

Jesús J. López-Fernández, Esther Guerra, and Juan de Lara

Universidad Autónoma de Madrid (Spain)
{Jesusj.Lopez, Esther.Guerra, Juan.deLara}@uam.es

Abstract. Meta-models play a pivotal role in Model-Driven Engineering (MDE), as they define the abstract syntax of domain-specific languages, and hence, the structure of models. However, while they play a crucial role for the success of MDE projects, the community still lacks tools to check meta-model quality criteria, like design errors or adherence to naming conventions and best practices.

In this paper, we present a language (mmSpec) and a tool (metaBest) to specify and check properties on meta-models and visualise the problematic elements. Then, we use them to evaluate over 295 meta-models of the ATL zoo by provisioning a library of 30 meta-model quality issues. Finally, from this evaluation, we draw recommendations for both MDE practitioners and meta-model tool builders.

1 Introduction

Model-Driven Engineering (MDE) considers models as the main assets in software development. Frequently, such models are not built using general-purpose modelling languages, like UML, but with Domain-Specific Languages (DSLs). Recent surveys on the use of MDE in industry [8] observe that nearly 40% of respondents use in-house DSLs, likely developed using meta-models. Hence, a critical factor in the success of MDE projects is the quality of the meta-models.

However, the MDE community still lacks flexible tools permitting the specification, evaluation and user-friendly report of desired properties of meta-models. A meta-model is considered of quality if it serves its purpose (contains all needed abstractions of the domain), and is technically built using sound principles (e.g., there are no repeated attributes among all sibling classes) [5]. The first concern is related to meta-model validation (“are we building the right meta-model?”) while the second refers to verification (“are we building the meta-model right?”).

In this paper, we present the language mmSpec and its supporting tool (metaBest), directed to the specification of desired meta-model properties, their evaluation, and the visualization of non-conforming parts of meta-models. We have used this tool to define a reusable library of 30 meta-model quality properties coming from quality criteria of conceptual schemas [2], naming guidelines [3], or from our experience. The properties have been classified in four categories depending on their relevance and nature. Moreover, we have evaluated the properties over 295 meta-models from the ATL zoo1. The ATL zoo is an open source
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repository to which any author can contribute, being the authorship of its metamodels attributed to a wide range of MDE community members. From the results of this study, we provide suggestions for MDE practitioners and meta-modelling tool builders.

This paper extends [9] (a tool demo paper) by presenting a library of quality properties that is evaluated over a repository of meta-models.

The remaining of this paper is organized as follows. First, Section 2 introduces the mmSpec language and tool, and overviews the library of quality properties. Section 3 presents the evaluation of the library over the meta-models of the ATL zoo. Section 4 compares with related research, and Section 5 ends with the conclusions and future work.

2 Specification of meta-model properties with mmSpec

We have developed a domain-specific language, named mmSpec, to specify metamodel properties and automate their evaluation on meta-models. In the following two subsections, we first introduce the main constructs of our language, and then we describe its use to construct a generic library of quality properties which can be applied on meta-models to assess their quality in an automatic way.

2.1 Definition and evaluation of meta-model properties

mmSpec allows expressing meta-model properties in a concise, intensional, declarative, platform-independent way. It provides high-level primitives that simplify the definition of meta-model properties, like first-order qualifiers for the length of navigation paths or collectors of the composed cardinality in navigation paths. Moreover, it is integrated with WordNet [11], which allows testing the nature of words (i.e., nouns and verbs) and synonymy.

The aim of this language and its companion tool (metaBest [9]) is providing a sound framework for expressing and evaluating quality issues and structural properties of meta-models. To favour simplicity, mmSpec properties follow a select-filter-check style that includes:

- A selector of the type (class, attribute, reference or path) and amount (a quantifier like every, some, none or an interval) of elements that should satisfy a given condition.
- An optional filter over the elements in the selector.
- A condition that is checked over the filtered elements.

Filters and conditions consist of qualifiers which can be negated, combined through and/or connectives, and point to new selectors, enabling recursive checks. The main qualifiers allow expressing conditions on the existence of elements, their name (nature, synonymy, prefix, suffix, camel-phrase), abstractness, multiplicity, type, length of navigation paths, inheritance relationships, depth and width of hierarchies and trees of containment relationships, collectors of the composed
cardinality in navigation paths, reachability from/to classes, and (a)cyclicity. Altogether, \textit{mmSpec} promotes first-class primitives for elements (like paths or inheritance hierarchies) that need to be checked in meta-models frequently.

To evaluate a property on a meta-model, our Java-coded evaluator gathers the meta-model elements that match the property filter (or all of them, if there is no filter), verifies which ones meet the condition, and checks whether the size of the resulting subset is consistent with the selector’s quantifier.

The bottom left of Fig. 1 shows a property using \textit{mmSpec}. It states that every class (selector) that is abstract (filter) should have some concrete child class (condition), or as it is expressed, be super to some class that is not abstract. If an abstract class does not fulfil this condition, it is useless because it cannot be instantiated. The meta-model in Fig. 1 (taken from the zoo) does not satisfy the property, as class \textit{BusinessEntityPropertySet} is abstract with no children.

Each property can be assigned a description of its intention, which gets shown in the \textit{Test Result} view (see right of Fig. 1). While this view summarizes the results of all evaluated properties, the \textit{Property Assessment} view highlights the relevant elements that did (green-coloured) or did not (red-coloured) fulfil a particular property. In this case, the class \textit{BusinessEntityPropertySet} is displayed in red when we double-click on the property in the \textit{Test Result} view.

The language offers abstraction mechanisms to package properties into functions with parameters. When the functions are called, it is possible to include a set of elements in place of a parameter. For example, \texttt{fun(every class {!abstract})} evaluates property \texttt{fun} for all concrete classes in the meta-model.

Finally, \textit{metaBest} supports batch evaluation of a set of properties over a set of meta-models, generating a CSV file with the results. In this way, we have managed to deliver the results of evaluating a library of meta-model quality issues for a large number of meta-models, as we explain in the following sections.
## Design

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>D01</td>
<td>An attribute is not repeated among all specific classes of a hierarchy.</td>
</tr>
<tr>
<td>D02</td>
<td>There are no isolated classes (i.e., not involved in any association or hierarchy).</td>
</tr>
<tr>
<td>D03</td>
<td>No abstract class is super to only one class (it nullifies the usefulness of the abstract class).</td>
</tr>
<tr>
<td>D04</td>
<td>There are no composition cycles.</td>
</tr>
<tr>
<td>D05</td>
<td>There are no irrelevant classes (i.e., abstract and subclass of a concrete class).</td>
</tr>
<tr>
<td>D06</td>
<td>No binary association is composite in both member ends.</td>
</tr>
<tr>
<td>D07</td>
<td>There are no overridden, inherited attributes.</td>
</tr>
<tr>
<td>D08</td>
<td>Every feature has a maximum multiplicity greater than 0.</td>
</tr>
<tr>
<td>D09</td>
<td>No class can be contained in two classes, when it is compulsorily in one of them.</td>
</tr>
<tr>
<td>D10</td>
<td>No class contains one of its superclasses, with cardinality 1 in the composition end (this is not finitely satisfiable).</td>
</tr>
</tbody>
</table>

## Best practices

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP01</td>
<td>There are no redundant generalization paths.</td>
</tr>
<tr>
<td>BP02</td>
<td>There are no uninstantiable classes (i.e., abstract without concrete children).</td>
</tr>
<tr>
<td>BP03</td>
<td>There is a root class that contains all others (best practice in EMF).</td>
</tr>
<tr>
<td>BP04</td>
<td>No class can be contained in two classes (weaker version of property D09).</td>
</tr>
<tr>
<td>BP05</td>
<td>A concrete top class with subclasses is not involved in any association (the class should be probably abstract).</td>
</tr>
<tr>
<td>BP06</td>
<td>Two classes do not refer to each other with non-opposite references (they are likely opposite).</td>
</tr>
</tbody>
</table>

## Naming conventions

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>N01</td>
<td>Attributes are not named after their feature class (e.g., an attribute <code>paperID</code> in class <code>Paper</code>).</td>
</tr>
<tr>
<td>N02</td>
<td>Attributes are not potential associations. If the attribute name is equal to a class, it is likely that what the designer intends to model is an association.</td>
</tr>
<tr>
<td>N03</td>
<td>Every binary association is named with a verb phrase.</td>
</tr>
<tr>
<td>N04</td>
<td>Every class is named in pascal-case, with a singular-head noun phrase.</td>
</tr>
<tr>
<td>N05</td>
<td>Element names are not too complex to process (i.e., too long).</td>
</tr>
<tr>
<td>N06</td>
<td>Every feature is named in camel-case.</td>
</tr>
<tr>
<td>N07</td>
<td>Every non-boolean attribute has a noun-phrase name.</td>
</tr>
<tr>
<td>N08</td>
<td>Every boolean attribute has a verb-phrase (e.g., <code>isUnique</code>).</td>
</tr>
<tr>
<td>N09</td>
<td>No class is named with a synonym to another class name.</td>
</tr>
</tbody>
</table>

## Metrics

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>M01</td>
<td>No class is overloaded with attributes (10-max by default).</td>
</tr>
<tr>
<td>M02</td>
<td>No class refers to too many others (5-max by default) - a.k.a. efferent couplings (Ce).</td>
</tr>
<tr>
<td>M03</td>
<td>No class is referred from too many others (5-max by default) - a.k.a. afferent couplings (Ca).</td>
</tr>
<tr>
<td>M04</td>
<td>No hierarchy is too deep (5-level max by default) - a.k.a. depth of inheritance tree (DIT).</td>
</tr>
<tr>
<td>M05</td>
<td>No class has too many direct children (10-max by default) - a.k.a. number of children (NOC).</td>
</tr>
</tbody>
</table>

### Table 1. Library of meta-model quality properties.

In order to test the quality of meta-models, we have built an `mmSpec` library covering typical mistakes (some of them from [2]) that designers tend to commit, as well as others that may jeopardize a basic level of meta-model quality. The library has four categories of issues, depending on their nature and relevance:

- **Design.** Properties signalling a faulty design (an error).
- **Best practices.** Basic design quality guidelines (a warning).
- **Naming conventions.** For example, use of verbs, nouns or pascal/camel case.
- **Metrics.** Measurements of meta-model elements and their threshold value, like the maximum number of attributes a class should reasonably define. Most metrics are adapted from the area of object-oriented design [6].

Table 1 lists the properties from these categories. To illustrate `mmSpec`'s expressiveness, next we show the formulation of a property from each category:

- **D02:** *There are no isolated classes.* The encoding of this property is:
Assessing the Quality of Meta-models

no class => and { sub-to no class, super-to no class, reach no class, reached-from no class }.

The aim is to check the absence of classes that are not involved in any association or hierarchy. Thus, we use the no class selector, and check the following conditions: the class is orphan (qualifier sub-to with selector no class), childless (qualifier super-to with selector no class), contains no reference (qualifier reach with selector no class), and is not pointed by any other (qualifier reached-from with selector no class).

– BP03: There is a root class that contains all others. This is a common best-practice in EMF, where meta-models define a class from which all other classes can be reached through composition relations. Its encoding is:

strictly 1 class { cont-root {absolute}} => exists.

A class satisfying cont-root is the root of a containment tree; if the root is absolute, then it contains all classes. This illustrates how mmSpec provides primitives that simplify the definition and checking of meta-model properties.

– N04: Every class is named in pascal-case, with a singular-head noun phrase. To obtain intuitive class names, these should be composed by a sequence of words starting with capital letters, and with a singular noun as the last word [3]. For instance, WashingMachine is a good class name, but Washing and MachineWashing are not. The connection of mmSpec with WordNet enables checking whether a word is a singular noun.

every class => name = pascal-phrase{end{noun{ singular}}}. 

– M01: No class is overloaded with attributes. Even in large meta-models, classes with too many attributes often evidence a questionable design. While some entities in certain domains might carry a vast load of information, commonly, this data can be split into smaller entities that are arranged using inheritance or composition. Thus, the following property states that every class should have a maximum of 10 non-inherited (!inh) attributes.

every class => with { !inh } [0, 10] attribute.

3 Assessing the quality of existing meta-models

To evaluate our tool and have a measure of the quality of current meta-modelling practice, we have applied our library of quality properties to the Atlan Ecore zoo of 295 meta-models. We have chosen this repository as it is representative of the meta-models that MDE practitioners build in practice. The size of the meta-models varies from tiny ones with just one class, to meta-models of medium size, the largest one having 699 classes. This is interesting as one of our goals is to detect whether the kind of quality issues depends on the meta-model size, and whether big meta-models are faultier (even if in average) than smaller ones.

Fig. 2 shows the number of quality issues detected in the analysed meta-models. Interestingly, only 5 meta-models have no issue, while no meta-model contains more than 22. The average number of issues per meta-model is 7.26.
Regarding the distribution of issues according to their kind, Fig. 3 shows how many meta-models fail each property from Table 1. Design is the most relevant category of properties, as it gathers errors that may potentially lead to a faulty design. In this sense, the results for the properties in this category are good in average, as they have low rate of failure. Indeed, there are two design properties that every meta-model fulfils: D01 and D02. D01 checks the absence of repeated attributes in a hierarchy (see D01 in Fig. 4 for a faulty example), while D02 checks that the upper bound of features is not 0. However, 110 meta-models fail property D09 (37% of analysed meta-models). This error consists in making a class to be contained in two other classes, with minimum source multiplicity 1 in one of the containment relationships, as shown in Fig. 4. This is an error because, at the instance level, an instance of A could never be contained in an instance of C, as it must be mandatorily contained in an instance of B.

Surprisingly for a set of EMF meta-models, the top unmet property is BP03, an EMF best practice that states the need for a root class whose instances may contain the whole model tree. Fig. 4 shows an example meta-model that fulfils this property, and an example that does not. In BP03 (+), A contains B and C, and hence D (as it is subclass of B), so A acts as absolute root class. On the contrary, BP03 (-) does not meet the property because A does not contain D.

The next two properties not satisfied by more meta-models are N03 and N04, which are naming conventions. N03 demands the verbalization of binary association names (e.g., reaches). N04 checks the conventions for class names, as explained in Section 2.2.

---

**Fig. 2.** Number of quality issues in meta-models.

**Fig. 3.** Number of meta-models that contain issues of a certain type.
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Fig. 4. Some quality issues of the library.

Fig. 5. Percentage of non-fulfilled issues in each category, w.r.t. meta-model size.

Regarding the error rate evolution of each category of issues with respect to the meta-model size (measured in number of classes), Fig. 5 shows that all categories present an upward error trend as meta-models enlarge. The vertical axis in this diagram corresponds to the percentage of issues in the category that were not met by some meta-model. The growth ratio is higher in small/medium size meta-models (up to 100 classes). Then, the error growth is steadier, particularly on the design category, which remains around 20% even at the largest meta-model size. The issues of type metrics grow as the meta-model size increases, peaking 100% (i.e., all issues of the category fail in large meta-models). This might be comprehensible, since a greater number of classes usually demands a greater number of features and relationships. However, properties such as M01, M02 or M03 might be considered independent from the meta-model size, as they take care of the class feature overpopulation, which is a bad practice despite the meta-model size. More worrisome is the evolution of the best practice category. This category reflects less severe concerns than design, but they still are bad modelling practices. It is worth noting that most meta-models present a 40 to 65% error rate, which together with the design’s - almost permanent - 20%, denote an average design quality that may be improved.

Fig. 6 shows the distribution of meta-model sizes where each issue type tends to occur. For most properties, faulty meta-models have between 1 and 200 classes. However, properties M04, BP06, D07 tend to fail in large meta-models. This is natural in some cases, e.g., D07 checks the presence of overridden at-
tributes in inheritance hierarchies. Instead, properties D06, D09, D10, BP04, N03 tend to occur in small meta-models. The fact that 3 important design properties fail in small meta-models might mean that such meta-models were built by more unexperienced designers, compared to large ones. As a matter of fact, properties with a greater number of failure occurrences (as seen in Fig. 3: D09, BP03, BP04, N03, N04, N07, M02, M03) mainly appear in really small meta-models.

Finally, if we look at the average number of quality issues per class, we find that the most frequent categories of issues are best practices and naming conventions (0.18 issue occurrences per class in both cases). Design (0.07 issues per class) and metrics (0.05 issues per class) are less frequent; nonetheless, if they are considered together, the error rate seems worrisome at least.

3.1 Discussion

From the analysis of the meta-model repository, we realize that a way to improve the quality of meta-models is the inclusion of these quality checks in the meta-modelling tools, for example, to discover problems like D09. Actually, for some of these problems (like the ones related to metrics) the tool could trigger some refactoring suggestions. Regarding naming conventions, we noticed the usefulness
of having integrated “smart” spell checkers (i.e., to check correctness of names in camel-case).

It is worth mentioning that mmSpec is integrated with metaBup [10], a tool for the example-based construction of meta-models. This means that the meta-model builder can check these quality issues during meta-model construction.

4 Related work

We could use OCL instead of mmSpec. However, OCL expressions tend to be more complex, as OCL lacks primitives (for gathering paths or inheritance hierarchies) which are part of mmSpec and have been designed to express properties on meta-models. Moreover, mmSpec supports the visualization of problematic elements (i.e., properties do not report just true/false). A comparison of OCL and mmSpec is available at: http://www.miso.es/tools/metaBest.html.

In [7], quality properties are defined as QVT-Relations transformations which produce a model with the problems in a meta-model. They define a catalog of problems for MOF-based meta-models, categorized into: syntactic (i.e., well-formedness constraints), semantic (i.e., poor design choices), and convention. Interestingly, mmSpec fulfils the features that [7] demands from any automated model verification approach: it is declarative, generic, flexible (though not standard), direct, and it has easy-to-inspect reporting facilities. Some of its primitives are specific for meta-model verification and would be difficult to specify with QVT-Relation patterns.

In [2, 4], quality properties of conceptual schemas are formalised in terms of quality issues, which are conditions that should not happen. Our approach also aims at detecting errors or bad smells; however, we focus on meta-models (not schemas). Thus, our library considers all issues in [2] that are meaningful in meta-modelling, as well as others specific to meta-models (like the existence of a root for EMF meta-models). While in [2], the method is evaluated on schemas developed by students, our library is applied to a public repository of meta-models built by developers. The same authors propose guidelines for naming UML schemas in [3], for which they provide a tool [1]. Interestingly, [3] presents a study on the effectiveness of current UML modelling environments for building schemas (not meta-models), and concludes that by including more quality issues in the IDEs, the quality of the developed schemas increases.

Some works aim at characterizing meta-model quality. For example, in [5], the authors adapt the ISO/IEC 9126 for meta-models, proposing concepts like completeness, conciseness, detailedness or complexity. However, there is no concrete proposal on how to measure such properties.

Few works analyse the quality of real meta-models. In [13], the authors take some basic size metrics (e.g., number of classes) over meta-models from different repositories (including the ATL zoo). In the same line, [12] correlates meta-model metrics, like the usage of inheritance w.r.t. meta-model size. Instead, we focus on detecting patterns that may indicate flaws in meta-models.
Conclusions and future work

In this paper, we have introduced \textit{mmSpec}, a language directed to the specification of properties to be checked on meta-models, and \textit{metaBest}, a tool to visualize and report the problematic elements. We have used both to build a catalog with 30 meta-model quality properties, which has been evaluated over 295 meta-models. The obtained results show that most meta-models contain some issue; hence, the community would benefit from integrated tool support (like \textit{metaBest}) for checking quality properties during meta-model construction.

In the future, we plan to analyse correlations between meta-model flaws, provide a catalog of quick fixes and recommendations, and support the creation of user-defined categories for properties. We also plan to develop a further language for meta-model testing based on constraint solving.

Acknowledgements. This work has been funded by the Spanish Ministry of Economy and Competitivity with project “Go Lite” (TIN2011-24139).
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Abstract. Executable Domain Specific Modeling Languages (xDSML) opens many possibilities in terms of early verification and validation (V&V) of systems, including the use of dynamic V&V approaches. Such approaches rely on the notion of execution trace, i.e. the evolution of a system during a run. To benefit from dynamic V&V approaches, it is therefore necessary to characterize what is the structure of the executions traces of a given xDSML. Our goal is to provide an approach to design trace metamodels for xDSMLs. We identify seven problems that must be considered when modeling execution traces, including concurrency, modularity, and scalability. Then we present our envisioned approach to design scalable multidimensional trace metamodels for xDSMLs. Our work in progress relies on the dimensions of a trace (i.e. subsets of mutable elements of the traced model) to provide an original structure that faces the identified problems, along with a trace API to manipulate them.

1 Introduction

In the recent years, a lot of effort have been made to provide tools and methods to design executable Domain Specific Languages (xDSMLs) [4,5]. Executability of models opens many possibilities in terms of early verification and validation (V&V) of systems, including the possibility to rely on dynamic V&V approaches such as debugging, runtime verification [6] or model checking [2].

A central concept in dynamic V&V approaches is the execution trace, which represents the evolution of a system during a run. A trace is the alternate sequence of states of the system and events that triggered the state changes. All previously cited approaches rely on traces: model checking consists in verifying a property of a system by analyzing all its possible traces, and a counter-example in the form of a trace is provided if it is not satisfied; runtime verification consists in checking whether or not a trace satisfies a property; debuggers require traces to be able to replay faulty scenarios in order to investigate for bugs.

Henceforth, a significant prerequisite for the V&V of execution models is the definition of the structure of the execution traces of a considered xDSML. Since an xDSML should define what is the state (also called runtime data) of
a model during its execution [4], a trace metamodel could potentially be defined based on this information. But many questions remain regarding what data should contain a trace, or how it should be structured. In this paper, we identify a number of problems to face when modeling execution traces, and we present an approach to face these problems. We first introduce in Section 2 a motivating example, which is an xDSML called RoboML and a simple scenario involving two robots following one another. Then in Section 3 we list and illustrate a series of seven problems linked to trace modeling, including concurrency, modularity and scalability. In Section 4 we present our approach to generate scalable and multidimensional trace metamodels. Finally Section 5 concludes with perspectives.

2 Motivating example

Our motivating example consists in an xDSML called RoboML, which extends timed automata with hierarchy, events, and domain specific actions. A RoboML model consists in a set of communicating timed automata. When executed, the current state of the automata changes depending on the current state, events, clocks and conditions. Additional domain-specific runtime data is available, such as the GPS coordinates of the robot. Actions triggered on transitions allow a robot to move, interact and communicate with other robots. The very simple scenario we consider is based on two robots $A$ and $B$, each configured with a RoboML model. Robots are configured to regularly send their coordinates to the other robot when they change their position. Figure 1 illustrates the scenario, which can be summed up in the following way:

1. Both robots are in an initial area.
2. Robot $A$ moves towards a final area.
3. When arrived, $A$ waits 5 seconds and then sends a message to $B$ to move.
4. Then $B$ moves to the final area.

We want to check the following two properties:

(a) $B$ starts moving 5 seconds after $A$, not before nor after.
(b) Each time a robot covers 1 meter, it sends a message to the other one with its new coordinates.
3 Problems when Modeling Traces

In this section, we present a series of problems that must be dealt with when modeling execution traces, and we illustrate them with the example introduced in the previous section.

3.1 Trace Contents

The first category of problems concerns the contents of an execution trace, apart from the state of the executed model and the events that triggered state changes.

(Pb. 1) Concurrency modeling The execution of one or multiple models may imply concurrent variables within runtime data. In such case, the different states of these variables may or may not be independent from one another. In our example, the status of a robot is most of the time completely independent from the status of the other. However, communications between the robots imply some kind of ordering between the states of the robots. For instance, we know that $B$ didn’t start moving before receiving a message from $A$, thus allowing us theoretically to verify property (a). A challenge is thus to take into account these concurrency relationships between variables into the trace structure.

(Pb. 2) User-defined additional information Analyzing the behavior of a system requires information about how it changes over time. Yet, in some cases, properties may concern data that we do not directly have. In our example, property (b) concerns the meters covered by a robot, which is not directly available in the state of the executed model. Such variable could easily be derived from the evolution of the coordinates of the robot and would belong in the trace to verify such properties.

(Pb. 3) Scalability in space Execution traces can be arbitrarily large, as some complex systems are monitored continuously in case a failure occurs. Thus a challenge is to manage scalability in space when manipulating traces, whether it is offline (file or database storage) or online (in memory). In our example, a robot changes its internal state all the time to update its coordinates or listen to communications, leading quickly to a large amount of states.

3.2 Trace Manipulations

The second category of problems concerns the eventual manipulations of an execution trace, which may constrain the structure of the trace.

(Pb. 4) Modularity A trace must be constructed during the run of a program, in order to be manipulated either during or after the run. Modularity of the trace is a problem for both the construction and the manipulation phases. First, when tracing a system, one can be interested in observing only a subset of the variables, which require a non-monolithic and modular trace format. Second,
when manipulating a trace, one might want to extract a subset of the information (e.g. a subtrace with only a selection of variables), or conversely to add new information within the trace (e.g. derived variables). In our example, property (a) only concerns the movement states of the robots and not their coordinates, thus extracting a trace with only the former information would be relevant to prove this property.

(Pb. 5) **Manipulation safety** Generic trace metamodels exist to model all kinds of traces for any executable language [1]. However, constructing traces with such metamodels may lead to inconsistent trace models, since their genericity does not forbid one to create a trace whose states are not relevant to the concerned xDSML. In our example, for instance, we may want to ensure that coordinates are stored as a pair if integers instead of a string.

(Pb. 6) **Reuse of trace manipulations** To verify properties on traces, or to be able to write interesting queries to explore them, we must define operations that manipulate traces. An important need is to be able to reuse such operations from a trace to another, from a system to another, or even from an xDSML to another. In our case, verifying property (a) requires an operator that checks all states that are found 5 seconds after a specific situation, which can be generalized in a *within* operator.

(Pb. 7) **Scalability in time** Traces are eventually analyzed, which requires iterating over the steps of the trace. The potentially large size of a trace compromises the capacity to make queries in a reasonable time. Moreover, if some variable referenced in a property only changes lately in a trace, we would still have to iterate through all steps before noticing that change. This is the case with property (a) of our example, where B starts moving very lately.

4 Envisioned Approach

In this section, we present the multiple choices we made for our approach to design scalable multidimensional trace metamodels, and how these choices participate in solving the problems stated in the previous section.

4.1 Trace Structure

Our approaches relies on an original way to structure execution traces. We illustrate it informally in Figure 2, and we highlight important choices in the following paragraphs.

**Multiple dimensions** A trace can be defined as a single alternate sequence of *states* and *events*. Yet, it is very likely that only a subset of the variables really change from a state to another. Our idea is thus to consider multiple *dimensions* in a trace, each being a set of mutable elements of the executed model. We then
define a trace as a set of subtraces, each being the evolution of a specific dimension within the run. Such structure allow us to solve many problems. First, by manipulating dimensions separately, we can define concurrency relationships between them (Pb. 1). More precisely, we consider that states can be linked by observations (i.e. states that were simultaneous at some point) or synchronizations (i.e. states that changed simultaneously), while events can be linked by ordering relationship such as precedence or coincidence (we refer to [7] for more relationships between events). Second, we gain modularity (Pb. 4), as we can add or remove dimensions depending on the needs. Third, such modularity helps enriching the trace with additional dimensions (Pb. 2). Finally, this structure allow us to iterate separately through different dimensions, which should improve scalability in time (Pb. 7). Figure 2 shows an example: our robot trace consists in six dimensions (three per robot: covered meters, coordinates, state). We have a precedence relationship between the sending and the receiving of the message. Covered meters being not in the runtime data, it is added as a new dimension derived from coordinates.

**Data sharing** For scalability in space (Pb. 3), our idea is to maximize data sharing among steps of the trace, i.e. reduce redundancy from a step to another. Our approach relies on ideas of our previous work on scalable model cloning [3]. More precisely, each dimension state is stored in a dedicated storage structure in order to be referenced by the steps of the same dimension.

**Domain specific trace metamodel** To provide manipulation safety to trace models (Pb. 5), our solution is to design domain specific trace metamodels, i.e. metamodels each of which defines precisely what are the traces of a single xDSML. This choice ensures that all traces are consistent with regard to the traced language. In addition, we can define the state of a model of a given
xDSML without relying on unsafe generic types (e.g. EObject when using the Eclipse Modeling Framework (EMF)). The drawback is that it becomes necessary to provide one trace metamodel per xDSML, but we plan to overcome this by providing a generative approach.

4.2 Trace API

Generating trace metamodels has multiple advantages as stated in the previous section. However, the main drawback is that operations defined for a given trace metamodel are not compatible with a different trace metamodel (Pb. 6). Following the same trend as recent first-class traces approaches [8], our solution is to generate, along with a trace metamodel, a complete API with trace specific operations in order to refine, query, explore, or transform a trace. Operations such as filter, merge, slice, during, etc. are part of this API.

5 Conclusion

Verification and validation of executable models is a challenge that requires the modeling of execution traces. We identified seven problems that must be considered when modeling traces, and we presented our idea of multidimensional traces coupled with a trace manipulation API. Such traces take into account concurrency, scalability, modularity among other aspects. Further work will be the implementation of the approach and its application to RoboML.
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Abstract. The formal language Alloy was developed to provide fully automatic analysis of software designs. By providing immediate feedback to users it allows early detection of design errors. The main goal of the Lightning tool is to apply the power of Alloy’s automatic analysis to the domain of software language engineering. The tool allows to represent abstract syntax, concrete syntax and semantics of a modelling language in Alloy. In this paper we describe the verification capabilities of Lightning with the help of a concrete modelling language, namely the language of structured business processes.

1 Introduction

The formal language Alloy was developed to ”capture the essence of software abstractions simply and succinctly, with an analysis that is fully automatic, and can expose the subtlest of flaws” [9]. By allowing continuous automatic analysis during the design process software modellers can uncover design errors quickly. This design process, which could aptly be called ”agile modelling”, also stimulates the modellers since it provides immediate feedback.

The goal of the Lightning tool[1] is to apply the power of the Alloy language and its tool, the Alloy Analyzer, to the domain of software language engineering. It was already shown earlier [12] that Alloy is a suitable language for defining syntax and semantics of modelling languages . The Lightning tool can be viewed as a first practical validation of ideas presented in that work.

One can consider Lightning as an important step towards a language workbench based on Alloy. The emphasis of the tool is currently on automatic validation of language definitions using Alloy’s SAT-based analysis. All basic components of a modelling language can be defined in the tool: abstract syntax, concrete syntax and semantics. Concrete syntax is currently restricted to visualising language models. Semantics can be specified in the style of operational semantics and its execution can be visualised as well. All specifications of language components and accompanying transformations are defined in Alloy. The tool is, however, not limited to language specifications expressed in Alloy since it allows importing metamodels expressed in Ecore (feature not described in the present paper). For Lightning to become a full-fledged language workbench [5], more sophisticated editor support has to be provided (only exists in rudimentary form in the present version) as well as code generation facilities to interface with existing programming languages.
The main purpose of this paper is a description of the verification capabilities of the Lightning tool. We will examine how the tool assists the user in writing correct language specifications.

This paper is organised as follows: we first describe the case study we will use in this paper. In section 3 we introduce the Lightning tool. We then describe how Lightning assists the user in designing the abstract syntax (section 4), concrete syntax (section 5), and semantics (section 6). We wrap up the paper with a discussion of our contribution in the context of related work and present concluding remarks and future work in the final section.

2 Case Study

In this paper, we illustrate Lightning’s verification features by designing a Structured Business Process (SBP) language.

![Fig. 1. A Structured Business Process](image)

SBPs consist of tasks representing actions performed towards the completion of the process and of control nodes structuring the process. Those tasks and control nodes are interconnected using transitions so that the following holds:

- The process has a unique start and end, represented by the Start and End control nodes, so that no transition is incoming to Start or outgoing from End.
- Each task has exactly one incoming and one outgoing transition.
- XOR and AND are control nodes used to delimit blocks representing the nesting of processes. The difference between XOR and AND is purely semantical. While AND means that all sub-processes (outgoing transitions) need to be processed, XOR specifies that exactly one of them has to be processed.
- XOR and AND control nodes have one incoming and more than one outgoing transition if they are used to open a new block (in which case they are called XOR split and AND split), or more than one incoming and one outgoing transition if they are used to close a new block (in which case they are called XOR join and AND join).

- A Block opened by an AND split or XOR split needs to be closed by an AND join or XOR join, respectively.

- The process is acyclic (all tasks are traversed at most once)

An example business process representing a model expressed in this language is represented in fig. 1 using traditional notation from the business process community.

This choice of case study is based on the fact that:

- The SBP’s specification has been formalized in [17], thus providing a precise description of the syntax and semantics of this language.
- It has sufficient complexity to illustrate the usefulness of our tool.
- It is practically relevant since many existing business processes are expressible in this form [17].

This case study has been implemented using Lightning in the context of a master thesis. The concrete verification examples presented in this paper have actually been encountered during that work.

3 Lightning

The Lightning tool is a language workbench based on Alloy. It is distributed as an Eclipse plugin. It provides support to formally express all the components of a language (Abstract Syntax, Concrete Syntax, and Semantics), and allows to verify these using Alloy’s SAT based model finding mechanism. Amongst the notable features of Lightning are:

- A complete Alloy editor (with outline, error markers and syntax highlighting)
- Ecore support
- An editor allowing to modify generated instances.

The signature trait of Lightning, however, is to allow incremental language development (depicted in fig. 2) by coupling the instance generation of Alloy with the domain specific visualization and model execution induced by the concrete syntax and semantics definition, respectively. This approach facilitates the identification of design errors [7].

In the following sections, we will delve into the details of the design process shown in fig. 2 and describe associated verification tasks.

---

1 Freely available at: http://lightning.gforge.uni.lu
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4 Abstract Syntax Design

In Lightning the abstract syntax of a language consists of an Alloy model defining
the set of valid language models. We can view this model as the metamodel of the
language. In our SBP case study, the abstract syntax model (ASM) defines con-
cepts of the language (Tasks, Flows, Control nodes, ...), relations between those
concepts (e.g., Flows have Nodes as source and target), and well-formedness rules
expressed as constraints (e.g., to ensure acyclicity of the process). The following
is an excerpt of the abstract syntax model:

```alloy
1 abstract sig Node{}
2 abstract sig Control extends Node{}
3 one sig Start extends Node{}(this not in Flow.target)
4 one sig End extends Node{}(this not in Flow.source)
5 sig Task extends Node{}
6 sig AND_JOIN, XOR_JOIN, XOR_SPLIT extends Control{}
7 sig Flow{
8   source: Node,
9   target: Node
10 }
11 fact acyclic{
12   all n: Node | n not in n.ˆ((¬target).source)
```  

Listing 1.1. Abstract Syntax Model excerpt

We can use Alloy’s instance generation mechanism to verify the abstract syntax.
This scenario corresponds to the cycle labelled 1 in fig. 2. Figure 3 depicts one
of the language models thus obtained from our SBP specification. Although it
is still possible to interpret this model correctly, it is a bit tedious since it is not
presented in the traditional way but reflects the structure of the abstract
syntax. The more complex a language model is (in terms of number of elements
and links present), the harder it becomes to comprehend it. This is why it is
advised to start defining the concrete syntax of a language (transit to cycle 2 in
fig. 2) once its models become hard to check through their default visualization.

In the next section we define how domain specific visualizations are specified
in Lightning.
5 Concrete Syntax Design

The Concrete Syntax of a language consists of an Alloy model defining a transformation from the previously defined Abstract Syntax Model (ASM) to a predefined Visual Language Model (VLM). This definition follows the approach that Kleppe describes in [13]. This VLM, named LightningVLM and also expressed in Alloy, consists of:

- A set of visual elements that can be linked and composed
- Layout and color declarations that can be used as properties of visual elements
- Well-formedness rules that enforce that any instance can be correctly rendered once interpreted by the tool (by preventing the presence of cyclic compositions, for example)

The transformation model enforces that all of its instances contain a given ASM instance and its corresponding VLM instance via the use of mapping rules and integration predicates; these predicates specify the values of fields of atoms in the VLM instance. The VLM instance can then be interpreted by Lightning in order to be rendered graphically. This process is the essence of the concrete syntax support the tool provides and is depicted in fig. 4. Note that in the current version of Lightning the concrete syntax is used only for visualisation and cannot be directly edited.

In order to be processed in a reasonable time, the Alloy model defining this ASM to VLM transformation can be written following a sub-syntax of Alloy, such that interpretation can be used rather than SAT-solving. This approach called functional module is introduced in [8].

Below we provide a selection of the mapping rules and their integration predicates (prefixed with the prop_ keyword) defined in order to provide a concrete syntax to our SBP language.

```alloy
// each task is represented by a rectangle, and each node has its corresponding label *=
one sig Transformation {
  mapTask: Task one ~> one RECTANGLE,
  mapNodeText: Node one ~> one TEXT
}

// a task is represented by a rectangle with a white background that contains the corresponding text *=
pred prop_mapTask(n: Task, r: RECTANGLE) {
  r.layout = VERTICAL_LAYOUT
  r.color = WHITE
}
```
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Once the concrete syntax is defined in this way, it becomes easier to detect errors in an instance model. Figure 5 depicts the language model previously shown in fig. 3, visualized this time using its concrete syntax definition.

Only one glance at fig. 5 suffices to notice that our SBP language is underspecified. Indeed, in this language model, two XOR splits are converging into
a single join. Moreover this join, which is an AND join, doesn’t have the same
nature than the converging splits. In order to fix this design error, we need to
associate splits and joins together. We do this via the definition of control boxes:

```plaintext
<table>
<thead>
<tr>
<th>sig</th>
<th>ControlBox</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>{</td>
</tr>
<tr>
<td></td>
<td>split: Control</td>
</tr>
<tr>
<td></td>
<td>join: Control</td>
</tr>
<tr>
<td></td>
<td>}</td>
</tr>
<tr>
<td></td>
<td>// SPLIT AND JOIN HAVE SAME NATURE</td>
</tr>
<tr>
<td></td>
<td>split in AND_SPLIT and join in AND_JOIN or</td>
</tr>
<tr>
<td></td>
<td>(split in XOR_SPLIT and join in XOR_JOIN)</td>
</tr>
<tr>
<td></td>
<td>// PAIRING EACH SPLIT WITH A GIVEN JOIN</td>
</tr>
<tr>
<td></td>
<td>all s: (succ[split])</td>
</tr>
<tr>
<td></td>
<td>all j: (pre[join])</td>
</tr>
</tbody>
</table>
```

Adding the concept of a control box to the abstract syntax and repeating the
instance generation shows us that the error has been well identified and
fixed. The error processing we just discussed illustrates a transit to the cycle
1 of fig. 2., i.e., to the case where an error found in the visualisation reveals
an error in the underlying abstract syntax. Of course the transformation model
describing the visualisation may be faulty itself. In this case the error in the
visual representation may point to an error in the concrete syntax model. This
situation corresponds to a transit to the cycle 2 of fig. 2, leading to redesigning
the Concrete Syntax model. Checking if the error seen in the concrete syntax
visualization is also present in the concrete-syntax-less visualization (described
in the previous section) allows to decide whether or not the error has been
introduced by the concrete syntax definition.

6 Semantics Definition

Lightning currently offers the possibility to define the operational semantics of
languages.

The semantics definition in Lightning consists of:

- a Semantics Model (SM) in which the concepts of state and trace are defined. A step predicate is specified that expresses the condition that one state follows another state in the trace.
- a Semantics visualization transformation model, reusing most of the rules present in the ASM to VLM transformation but adding rules to represent the properties of the semantics state.

For our case study each state consists of a set of nodes that are currently active in the execution of the business process. The corresponding field of the
Alloy signature is called currentNodes. That is, for a given state s, the expression s.currentNodes denotes the set of active nodes in state s. The visualisation represents the currently active nodes by highlighting them in the business process model.

To verify the correctness of the operational semantics, one can visualize its possible executions. To illustrate this verification, let us consider the following predicate as a first attempt to define the semantics of XORs:
This predicate ensures that given a current node that is a XOR.SPLIT, the set of current nodes belonging to the next semantics state contains exactly one of the nodes directly following the XOR.SPLIT (mutual exclusion). Figure 6 gives an example of an erroneous execution.

Although the transition from (a) to (b) is performed as expected, the transition from (b) to (c) shows us that our XOR semantics is underspecified. Indeed, the predicate previously shown enforces that only one of the nodes directly following an active XOR.SPLIT should be part of the current nodes. This predicate thus does not specify the state of the other nodes, thus allowing extraneous nodes to appear in the set of current nodes for a given state. To fix this, one simply needs to enforce that the set of current nodes of a given state is contained in the set of successors of all the current nodes present in the previous semantics state (code omitted for lack of space).

The example above illustrates the case where an error in the concrete syntax representation of the semantic state points to an error in the underlying semantic model. This case corresponds to the cycle 3 of fig. 2.

7 Discussion and Related Work

The term "language workbench" was made popular by Martin Fowler [6]; it denotes a tool that supports the efficient definition, reuse and composition of languages and their IDEs [5]. The Lightning tool may be viewed as a language workbench that is based on the formal language Alloy (although not a full-fledged one as mentioned in the introduction). Because of its formal basis it differs from existing language workbenches such as MetaEdit+[11], MPS[18], and Spoofax[10]. Few workbenches currently support formal semantic analysis; notable exceptions are Kermeta [2] and Atom 3 [4] for which some formal analysis...
is available via a translational semantics (to Maude for Kermeta [3] and to Alloy for AToM3 ², [19]).

Our work is based on the premise that developing modelling languages benefits from the lightweight formal modelling approach offered by Alloy because it gives language developers immediate feedback on design decisions using automatic formal analysis and thus allows to detect design errors early. We can thus view Lightning as an attempt to provide agile modelling of software languages in a way similar to the initial intent of Alloy, namely providing agile modelling of software designs.

Because our tool is based on Alloy it also inherits the inherent limitations of Alloy. Indeed verification is based on instance finding via SAT solving. The effectiveness of this approach intimately depends on the small scope hypothesis, stating that most of the design errors can be found in small models. Assuming the small scope hypothesis holds, the approach will allow to reduce the scopes of signatures in Alloy so that a correct answer can be found in reasonable time. Of course a negative answer in the search of a counterexample does not exclude the possibility that there may be one but may point instead to the need for trying out larger scopes, resulting of course in longer running times.

In the context of language design, though every aspect of a language is written in Alloy, the performance limitations of Alloy we just mentioned only apply to the generation of language models (ASM instances). The visualisation and semantics, benefiting from functional modules, can be processed efficiently [8].

8 Conclusion

We have presented in this paper how Lightning allows the application of a lightweight verification technique based on Alloy from the earliest stages of a domain specific language design process to its completion. In particular we have given concrete examples of verification tasks that were carried out during the design of a language for structured business processes.

Regarding future work much remains to be done. One obvious hindrance to the use of our tool is the fact that it requires prior knowledge of Alloy. We are currently trying to see to what extent we can provide graphical interfaces to most of the modelling tasks in the tool. In particular we have already partially implemented such an interface for defining transformations.

Another fundamental question that needs to be investigated concerns performance. Indeed, once the metamodel becomes a bit larger (with, say, tens of signatures) Alloy’s instance generation tends to slow down appreciably. Recent work on model slicing (such as [14, 15]) in the context of UML/OCL models) suggests that in many cases instance generation can be made more efficient by generating instances for subparts of the metamodel and then combining these partial instances into an instance of the whole metamodel. We plan to investigate this type of approach in the context of our work.
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Abstract: Model transformations are crucial in model driven engineering (MDE). Automatic execution of model transformations improves software development productivity. However, model transformations should be verified to ensure that the models produced or the transformations satisfy some expected properties. In a previous work we presented a verification approach of graph-based model transformation systems based on relational logic. The approach encodes model transformation systems as Alloy specifications which are examined by the Alloy Analyzer. But experiments showed scalability and performance problems in the approach when complex relations were present in the systems. To solve these problems, we extend our previous work by using three techniques: 1) we change the encoding to decrease the arity of relations in the derived Alloy specifications; 2) we decompose the expressions for the pattern matching into sub-expressions using unique elements; 3) we use annotations to decrease the complexity of the metamodel and the model transformation rules. The results of our experiments indicate that the new techniques lead to better scalability and performance.
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1 Introduction

In model driven engineering (MDE), models are the first class entities of the software development. They are used to specify the domain under study, to generate program code, to document software, etc. Ideally, models in a development phase can be generated automatically from models in a previous phase by model transformations. Such automation makes MDE appealing by increasing productivity. However, errors may exist in model transformations and be propagated to subsequent phases resulting in erroneous models and software. Thus, verification of model transformations is a necessary task to ensure correctness, i.e. the produced models or the transformations satisfy some expected properties.

In our previous work [22], we presented a verification approach of graph-based model transformation systems based on relational logic. A model transformation system, which consists of a metamodel and model transformation rules, is encoded automatically as an Alloy specification. Then the specification is examined by the Alloy Analyzer to verify if the system satisfies some properties within a user-defined scope. We verified conformance, safety and reachability properties.
by checking the Direct Condition and the Sequential Condition [22]. However, the previous approach suffered from a scalability problem. Complex relations in metamodels and transformation rules caused relations of high arity present in the derived Alloy specifications. As a consequence, the Alloy Analyzer could not examine the specifications when using larger scopes.

To handle the scalability problem we change the encoding procedure, especially the part for matching the left and right patterns of the model transformation rules, to get rid of relations with high arity. A side effect of this change is that we get longer expressions for the pattern matching. This leads to increased verification time and worse performance. To handle the performance problem we extend our approach with two techniques: decomposition and annotation. With the first technique, we divide the expressions for the pattern matching into sub-expressions using unique elements. With the second technique, we use annotations to specify state information. This will decrease the complexity of the relations and the amount of the constraints in the metamodel.

Section 2 recalls the verification approach and presents some related background information. Sections 3, 4 and 5 present the changes in the encoding procedure, the usage of unique elements and the usage of annotations, respectively. In Section 6, we describe several experiments and present the results to show the effect of the new techniques. Related work is discussed in Section 7 and finally concluding remarks and future work are presented in Section 8.

2 Background

In this section, we recall the verification approach for graph-based model transformation systems detailed in [22]. Since the verification approach is based on Alloy [1] and the running example is specified in the Diagram Predicate Framework (DPF) [11,12,19,21], we give first a brief introduction to these frameworks.

2.1 Alloy

Alloy is a specification language and an analyzing tool for relational models. The language is declarative, suited for describing complex model structures and constraints based on relational logic. Artifacts in a model are defined in Alloy as signatures while relations among them are defined as fields of the signatures. Some predefined signatures are offered, like Int. Constraints on specifications are defined as facts while reusable constraints with parameters are defined as preds. The Alloy Analyzer is a constraint solver which verifies Alloy specifications by first translating them into SAT problems and then resolving them using a SAT solver. It can find instances which are well-typed by (and are satisfying the constraints of) the specifications using the run command. One can also use the check command to find counterexamples violating some properties. Notice that Alloy performs a bounded check, i.e. for each signature, a user-defined scope bounds the number of its instances.

2.2 Diagram Predicate Framework (DPF)

DPF provides formalization of (meta)modelling and model transformation based on graph transformations [13] and category theory [5]. (Meta)models in DPF are
represented by diagrammatic specifications consisting of an underlying graph and a set of constraints. Fig. 1 is the metamodel of Dijkstra mutual exclusion algorithm [10], in which \( P, T, R \) and \( \{F1, F2\} \) represent process, turn, resource and the flags of a process while \([\text{xor}]\) and \([\text{inj}]\), etc. are the constraints [22]. Each constraint is formulated by a predicate from a predefined signature. A model is valid, i.e. the model conforms to its metamodel if there is a typing morphism from the underlying graph of the model to the underlying graph of the metamodel, and the model satisfies all the constraints of the metamodel.

![Figure 1: Metamodel](image1)

A model transformation system consists of a metamodel (Fig. 1) together with a set of model transformation rules (Fig. 2). The transformation rules specify how a source model can be transformed to a target model. A model transformation rule \( p : L \xleftarrow{K} R \), consists of the left pattern \( L \), the right pattern \( R \) and the coordination pattern \( K \), together with two injective graph morphisms \( l \) and \( r \). A model transformation consists of a sequence of direct model transformations (application of one model transformation rule). The execution of transformations follows the classic Double-Pushout (DPO) approach as in [13]. That is, for each match \( m \) of \( L \) in the source model \( S \), we create a match \( n \) of \( R \) in \( T \) using two pushout constructions. DPF also provides a framework to specify constraint-aware model transformation rules [21]. That is, the transformation rules may contain constraints which may be used to control the matches and to decide what to create in the target model.

### 2.3 Verification Approach

In [22], as a running example we represented Dijkstra’s mutual exclusion algorithm as a model transformation system (see Fig. 1 and 2). The approach uses an encoding procedure to translate the system to an Alloy specification. The metamodel and the transformation rules are encoded as corresponding signatures and predicates in the Alloy specification as follows:
1. Assume that there are $m$ nodes and $n$ edges in the structure of the metamodel. Each node $N_i$, $i \in [1..m]$ is encoded as a signature $S_{N_i}$, while each edge $E_j$, $j \in [1..n]$ is encoded as a signature $S_{E_j}$, with two fields $src:one E_j^s$ and $trg:one E_j^t$. The Alloy keyword one encodes that each edge has exactly one source (target) node $E_j^s$ ($E_j^t$). Models are encoded as signatures $SG$ with two fields $nodes:set S_{N_1} + \cdots + S_{N_m}$ and $edges:set S_{E_1} + \cdots + S_{E_n}$ encoding the contained nodes and edges.

2. The DPF predicates are encoded as $pred$ in Alloy while constraints as $facts$.

3. Direct model transformations are encoded as a signature $trans$ with 7 fields: 
   the rule applied $rule$, the source and target model $source$, $target$, as well as, the deleted and added elements: $dns$ and $ans$ (nodes), $des$ and $aes$ (edges).

4. Each rule application is encoded as a predicate $rule_i[trans]$ stating that the transformation $trans$ applies rule $i$. In this predicate, we encode that the source (target) model has exactly one match of the left (right) pattern in which some matched elements are deleted (added) according to the rule.

5. In order to ensure that each direct model transformation applies only one rule, for each type in the metamodel, a number restricts how many of its instances are deleted (added).

After applying the encoding procedure, we verify the system by using the Alloy Analyzer to examine the specification. The Alloy Analyzer searches for counterexamples by executing the command `check{constraint}` for $scope$. If no counterexample is found, the property is verified correct within the scope. Otherwise, a counterexample can be visualized to assist the designer to correct the system. In [22] we verified conformance, safety and reachability properties by checking the Direct Condition (i.e. every direct model transformation produces a valid target model) and the Sequential Condition (i.e. if the direct condition is not satisfied, for each counterexample there exists a sequence of direct model transformations that will produce a valid target model).

2.4 Challenges in Verification

The Alloy Analyzer performs a bounded check within a state space determined by the $scope$. Given an Alloy specification consisting of $m$ signatures, a scope $[s_1, s_2, \ldots, s_m]$ bounds the size of the $i$th signature to $s_i$. For a relation of arity $n$, the size of the state space containing all the possible instances is $2^\left(\sum_{i=1}^{m} s_i\right)$ [16]. The encoding procedure, especially the encoding of the pattern matching, leads to relations of high arity in the Alloy specifications. This impairs scalability since relations of high arity hampers verification within large scopes, e.g. in [22] the highest scope was 4. In the following section, we present a new encoding for the pattern matching which reduces the arity of the relations in the Alloy specifications.
3 Changes in the Encoding Procedure

A direct model transformation is the application of one model transformation rule. As a result, the source (target) model has a match of the left (right) pattern of the rule with elements deleted (added) according to the rule. Assuming that the left (right) pattern of a transformation rule is a connected graph containing edges $e_1, \ldots, e_m$ and nodes $v_1, \ldots, v_n$ (if the pattern is a disconnected graph, each connected subgraph is encoded separately), the pattern matching is encoded as $\text{one } e_1, \ldots, e_m | \text{p}(e_1, \ldots, e_m)$, where $\text{p}(e_1, \ldots, e_m)$ is the relational expression about structure match and change. The Alloy keyword $\text{one}$ enforces that only one pattern is present in the source (target) model. For example, the right pattern of the rule $\text{setFlag}$ in Table 2 is encoded as follows:

```alloy
one a: active & t.aes, s: setTurn & t.aes, pf:PF1&t.aes, f:F1R&t.aes | let p=a.src, f1=pf.trg, r=f. trg |
1 p=a. trg and s.src=p and s. trg=p and pf.src=p and f. src=f1 and f1 in F1&t. ans
4 and r in R&(t. source.nodes -t. dns) and p in P&(t. source.nodes-t. dns)
```

The quantification $\text{one } e_1, \ldots, e_m$ in the relational formula causes relations of high arity in the Alloy specification. The Alloy Analyzer cannot handle such quantification with larger scopes, especially when using the keyword $\text{one}$ [22]. After studying the encoding procedure, we find that the keyword $\text{one}$ is not necessary because the number restriction on the deleted (added) elements implies that only one pattern is present in the source (target) model (see item 5 in Section 2.3). Therefore, we could use $\text{some}$ instead of $\text{one}$. Since the expression $\text{some } e_1, \ldots, e_m | \text{p}(e_1, \ldots, e_m)$ equals to $\text{some } e_1 | \ldots | \text{some } e_m | \text{p}(e_1, \ldots, e_m)$, we can split the existential quantification and evaluate the quantifiers one by one. In this way, we obtain Alloy specifications without high-arity relations. For example, the right pattern of the rule $\text{setFlag}$ can now be encoded as:

```alloy
some a: active & t.aes | let p=a.src |
1 p in P&(t. source.nodes - t. trans.dns) and p=a.trg
3 and some s: setTurn & t.aes | s.src=p and s. trg=p
4 and some pf:PF1&t.aes | let f1=pf.trg | pf.src=p and f1 in F1&t. ans
5 and some f:F1R&t.aes | let r=f. trg | f.src=f1 and r in R&(t. source.nodes-t. dns)
```

Thus, the scalability problem due to high-arity relations can be solved by the above mentioned change of the encoding. However, this leads to longer expressions for the pattern matching, which in turn will lead to poor performance during verification. In the following two sections, we introduce two techniques to address this problem and improve the performance. Note that in Section 6 we summarize the gains in translation time and verification time due to the optimization techniques discussed in the following sections.

4 Decomposition of Patterns

In order to get rid of long expressions for the pattern matching, we decompose them into sub-expressions during the encoding procedure using unique elements. A deleted (added) element is unique if it is the only instance of its type deleted (added) during a direct model transformation. Usually some unique elements
share a common structure. Consider the right pattern of the rule setFlag, in a transformation applying the rule, the added arrow active in Fig. 2 is the only instance of active which will be added. The edges :setTurn and :P→:F1 are unique elements sharing the same :P. In addition, the unique elements :P→:F1 and :F1→:R share the same :F1. In the previous section, we encoded the pattern matching so that the whole pattern needed to exist in the target model. Here, we require that the three sub-patterns :active (P→F1), :setTurn (P→F1) and (F1→R) exist in the target model. The :P in the first two sub-patterns are the same and the :F1 in the last two sub-patterns are the same because the unique elements share them. After decomposition using the unique elements, the right pattern of the rule setFlag is encoded as:

1 some a:active&t.aes|let p=a. src|p in (t. source .nodes -t. dns) and p=a. trg
2 and some pf:PF1&t.aes|let f1=pf. trg|pf.src=p and f1 in t. ans
3 some s:setTurn&t.aes|let p=s. src|p in (t. source .nodes -t. dns) and p=s. trg
4 and some pf:PF1&t.aes|let f1=pf. trg|pf.src=p and f1 in t. ans
5 some e:F1R&t.aes|let f1=e.src ,r=e. trg|f1 in t. ans and r in (t. source .nodes -t. dns)

Now we use the following lemma to prove that the decomposition is valid.

Lemma 1. Assume a pattern L is divided into two sub-patterns L1 and L2 where L1 ∪ L2 = L and L1 ∩ L2 = ΔL containing unique elements. In addition, the source and target nodes of the edges contained by ΔL are also contained by ΔL. We can prove that G has a match of L iff G has matches of g1:L1→G and g2:L2→G, where g1|ΔL = g2|ΔL.

Proof. ⇒ Straightforward
\[ \Rightarrow l_1:ΔL→L_1, l_2:ΔL→L_2 \] are the two inclusion maps. Due to the assumptions, the square (1) in the right figure is a pushout.

Since g1|ΔL = g2|ΔL, we can get l1;g1 = l2;g2. Therefore, there is a unique map g:L→G.

In the new encoding procedure we identify sub-patterns sharing the same unique elements. In this way, long expressions for the pattern matching are decomposed into sub-expressions, thus gaining better translation time.

5 Annotation in Transformation Systems

In this section, we use annotations to specify state information in the metamodel and the transformation rules. The encoding procedure is changed correspondingly. The complexity of the metamodel is decreased since we reduced the amount of signatures and constraints.

5.1 Changes of Metamodel and Rules

In Section 2, arrows (e.g. nonActive, start) and nodes (e.g. F0) were used to specify the states of a process. In this way, complex relations appeared in the models. Furthermore, we needed to add extra constraints to correctly specify states; the metamodel in Figure 1 had 28 constraints. In order to reduce the number of the signatures and constraints, we use annotations to specify the
state information; the new metamodel contains only 10 constraints. A similar

technique was used in [20] to specify states of workflow instances.

Fig. 3 shows the metamodel using the annotation technique. The nodes $R$, $P$, $T$ are the same as in Fig. 1. Annotations, e.g. $\text{<nonActive>}$, $\text{<Active>}$ and $\text{<F1>}$, are used to specify state information instead of graph structures (like nodes and edges). We use three groups of annotations; for instance the group $\text{<Flag>}$ with three annotations $\text{<F0>}$, $\text{<F1>}$ and $\text{<F2>}$.

Each group has an applicable type $t$ in the metamodel. In an instance, each element typed by $t$ can be marked with only one annotation from the group. In the example, all the annotation groups can be applied to instances of the type $P$.

Since the transformation rules in a model transformation system are defined based on the metamodel, changing the metamodel requires also changing the transformation rules. Different from the transformation rules in Section 2, the rules are now defined with constraints as shown in Table 2. This implies that we need to use constraint-aware model transformations as detailed in [21]. We use colors to denote whether an element is deleted (red), added (green) or not changed (black). The rules are almost the same as in Section 2; the difference is that the structures representing state information are replaced with annotations.

5.2 Annotation Encoding

Annotations can be encoded as normal node and edge signatures using Alloy primitive type $\text{Int}$ with minor changes as follows:

1. In each annotation group $AG$, each annotation is indexed with a unique number. For each $AG$, an edge signature $S_E^{AG}$ is created, where its $\text{src}$ field is $N$, the applicable type of the group; while the $\text{trg}$ field is the corresponding signature index. The edge signature encodes that a node is marked with an annotation from the $AG$.

2. The signature $\text{Graph}$ contains implicit elements $\text{Int}$ and $S_E^{AG}$ besides explicit elements $\text{Node}_i$ and $\text{Edge}_j$, as shown in line 2 in the listing above.

---

**Table 1:** The signature $\Sigma_2$ used for annotation

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;\text{nonActive}&gt;$</td>
<td>$\text{P}$</td>
</tr>
<tr>
<td>$&lt;\text{Active}&gt;$</td>
<td>$\text{P}$</td>
</tr>
<tr>
<td>$&lt;\text{F1}&gt;$</td>
<td>$\text{P}$</td>
</tr>
</tbody>
</table>

**Table 2:** Transformation Rules

<table>
<thead>
<tr>
<th>Rule</th>
<th>L</th>
<th>I</th>
<th>K</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{setFlag}$</td>
<td>$\text{P}$</td>
<td>$\text{nonActive}$</td>
<td>$\text{start}$</td>
<td>$\text{F0}$</td>
</tr>
<tr>
<td>$\text{st1}$</td>
<td>$\text{T}$</td>
<td>$\text{P}$</td>
<td>$\text{setTurn}$</td>
<td>$\text{F1}$</td>
</tr>
<tr>
<td>$\text{st2}$</td>
<td>$\text{T}$</td>
<td>$\text{P}$</td>
<td>$\text{check}$</td>
<td>$\text{F2}$</td>
</tr>
<tr>
<td>$\text{enter}$</td>
<td>$\text{T}$</td>
<td>$\text{P}$</td>
<td>$\text{crit}$</td>
<td>$\text{F2}$</td>
</tr>
<tr>
<td>$\text{exit}$</td>
<td>$\text{P}$</td>
<td>$\text{active}$</td>
<td>$\text{crit}$</td>
<td>$\text{F2}$</td>
</tr>
</tbody>
</table>
The three $AG$ in the metamodel in Fig. 3 are encoded as follows:

1. $\text{sig } \text{AP\_Flag}(\text{src: one } P, \text{trg: one } \text{Int}) \{\text{trg} \geq 0 \text{ and } \text{trg} < 2\}$
2. $\text{sig } \text{AP\_At}(\text{src: one } P, \text{trg: one } \text{Int}) \{\text{trg} \geq 0 \text{ and } \text{trg} < 4\}$
3. $\text{sig } \text{AP\_IsActive}(\text{src: one } P, \text{trg: one } \text{Int}) \{\text{trg} \geq 0 \text{ and } \text{trg} < 3\}$
4. $\text{sig } \text{Graph}(\text{nodes: set } P+T+\text{Int}, \text{edges: set } PR+TP+TP+\text{AP\_Flag}+\text{AP\_At}+\text{AP\_IsActive})$

6 Experiments and Results

In this section, we present experiments to study how the three techniques tackle the scalability problem and improve the performance. The first experiment shows how the change of encoding affects the scalability. The last two experiments show the effect of each optimization separately (see Table 3). All the experiments perform conformance verification and are executed on an Intel®Core™i5-2410M @2.30GHz*4 machine with 4GB RAM. The left column shows the scope, and each group of 3 columns shows the result of applying the techniques. Since the Alloy Analyzer uses SAT solver, we present the time cost for translation from Alloy specification to a SAT problem (TR), the verification time to solve the SAT problem (VE) and the total time (TO). Note that the table shows the total time for verifying all the constraints.

The results show that after changing the encoding procedure the approach scales better since we can verify the transformation system for larger scopes (even larger than 14). The results also indicate that the verification with the new encoding procedure is time consuming with large scopes; e.g. with scope 14 the TR is 33.8 minutes while the VE of is 8.5 minutes for all the 28 constraints.

With the decomposition technique, VE decreases to 30 seconds and the TR is around 3 minutes for the 28 constraints. The annotation technique shows even better performance: since the annotation approach reduces the constraints in the metamodel from 28 to 10, within scope 14, the TR reduces to 10125 ms, while the VE decreases to 16041ms for the 10 constraints.

<table>
<thead>
<tr>
<th>Scope</th>
<th>Old Encoding TR</th>
<th>VE</th>
<th>TO</th>
<th>New Encoding TR</th>
<th>VE</th>
<th>TO</th>
<th>Decomposition TR</th>
<th>VE</th>
<th>TO</th>
<th>Annotation TR</th>
<th>VE</th>
<th>TO</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6235</td>
<td>1084</td>
<td>9139</td>
<td>1489</td>
<td>1615</td>
<td>1604</td>
<td>4437</td>
<td>1831</td>
<td>6188</td>
<td>1497</td>
<td>999</td>
<td>2096</td>
</tr>
<tr>
<td>4</td>
<td>9655</td>
<td>1615</td>
<td>1604</td>
<td>5530</td>
<td>1997</td>
<td>1399</td>
<td>5036</td>
<td>1997</td>
<td>1399</td>
<td>4357</td>
<td>1615</td>
<td>2096</td>
</tr>
<tr>
<td>5</td>
<td>13194</td>
<td>2891</td>
<td>16085</td>
<td>3506</td>
<td>2365</td>
<td>5871</td>
<td>2420</td>
<td>951</td>
<td>3071</td>
<td>1258</td>
<td>1997</td>
<td>2096</td>
</tr>
<tr>
<td>6</td>
<td>29257</td>
<td>5809</td>
<td>15066</td>
<td>4189</td>
<td>4668</td>
<td>8857</td>
<td>2357</td>
<td>880</td>
<td>3331</td>
<td>1497</td>
<td>999</td>
<td>2096</td>
</tr>
<tr>
<td>7</td>
<td>59884</td>
<td>9974</td>
<td>10835</td>
<td>5652</td>
<td>7769</td>
<td>13421</td>
<td>2703</td>
<td>1056</td>
<td>3759</td>
<td>1258</td>
<td>1997</td>
<td>2096</td>
</tr>
<tr>
<td>8</td>
<td>114951</td>
<td>21960</td>
<td>136911</td>
<td>7174</td>
<td>14622</td>
<td>27955</td>
<td>2906</td>
<td>1544</td>
<td>4360</td>
<td>1497</td>
<td>999</td>
<td>2096</td>
</tr>
<tr>
<td>9</td>
<td>209371</td>
<td>52176</td>
<td>261547</td>
<td>100666</td>
<td>414656</td>
<td>51531</td>
<td>5331</td>
<td>2121</td>
<td>7572</td>
<td>1497</td>
<td>999</td>
<td>2096</td>
</tr>
<tr>
<td>10</td>
<td>357784</td>
<td>90784</td>
<td>448016</td>
<td>12576</td>
<td>465344</td>
<td>68107</td>
<td>4792</td>
<td>2866</td>
<td>9638</td>
<td>1497</td>
<td>999</td>
<td>2096</td>
</tr>
<tr>
<td>11</td>
<td>551135</td>
<td>162532</td>
<td>448084</td>
<td>42546</td>
<td>92928</td>
<td>108174</td>
<td>6427</td>
<td>5881</td>
<td>10331</td>
<td>1497</td>
<td>999</td>
<td>2096</td>
</tr>
<tr>
<td>12</td>
<td>910631</td>
<td>307252</td>
<td>1218156</td>
<td>71587</td>
<td>71920</td>
<td>90449</td>
<td>3666</td>
<td>2271</td>
<td>16057</td>
<td>1497</td>
<td>999</td>
<td>2096</td>
</tr>
<tr>
<td>13</td>
<td>1408900</td>
<td>507281</td>
<td>1715058</td>
<td>23797</td>
<td>244351</td>
<td>268248</td>
<td>8123</td>
<td>13673</td>
<td>21796</td>
<td>1497</td>
<td>999</td>
<td>2096</td>
</tr>
<tr>
<td>14</td>
<td>2030142</td>
<td>597352</td>
<td>2398874</td>
<td>30336</td>
<td>180909</td>
<td>271245</td>
<td>10125</td>
<td>16041</td>
<td>26166</td>
<td>1497</td>
<td>999</td>
<td>2096</td>
</tr>
</tbody>
</table>

Note that although the decomposition technique does not lead to as good performance as application of annotation, it is more generic in the sense that it could be applied to any model transformation system. But the annotation approach can only be used when state information is present in the system.
7 Related Work

The literature related to the verification of model transformation systems is becoming abundant. Some works propose verification approaches specialized for specific languages. For example, verification of DSLTrans [6] and ATL transformation [17] are studied in [18] and [7], respectively. Both languages are terminating and confluent by nature. Because of this, both works verify model syntax relations [2], which verify whether certain elements of the source model have been transformed into elements of the target model. Different from these works, our approach applies for verification of graph-based model transformations and properties without being restricted to a certain transformation language.

GROOVE [14] verifies graph-based model transformations using model checking. In this approach, the initial state must be given and it works only for finite state spaces. In addition, it encounters the state space explosion problem which is well-known in model checking. Simone et al. [8] uses relational structures to encode graph grammars and FOL to encode graph transformations. In this way, they provide a formal verification framework to reason about graph grammars using mathematical induction, which needs mathematical knowledge. Guerra et al. [15] proposed an automatic verification approach based on visual contract. In this approach, test input models are generated by a constraint solver and properties specified as contracts are verified by their algorithm on those input models. Similarly, our work use constraint solver techniques and is input independent [2]. By contrast, the approaches with constraint solvers are incomplete in the sense that the properties are verified within a certain coverage of instances. However, it can be used to quickly find bugs in a system and provide feedbacks about which parts of the system cause the errors. Furthermore, we do not build the whole state space. This avoids the state space explosion problem which the model checking approaches encounter. There are also several previous works [3,4,9] for verification of transformation systems with Alloy. But they only give encoding of specific examples, without offering a general encoding procedure.

8 Conclusion and Future Work

In this paper we have presented an extension of our previous work [22] to tackle scalability and performance issues by employing three techniques: changing the encoding procedure, decomposing patterns into sub-patterns and applying annotation to represent state information. The experimental results show that the techniques improve the scalability and performance (i.e. translation and verification time). In the future we will examine how the approach can be used to verify other properties like liveness, deadlock, etc. Furthermore, more cases will be examined to study the effects of the optimization techniques and evaluate how the approach performs for more complex model transformation systems. Currently, we encode direct model transformations applying only one rule, but in future we would like to encode model transformations which apply rules concurrently (composition of direct model transformations).
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Abstract. We propose an model-based approach to address safety and security assessment of a system architecture. We present an integrated process where system engineers design the model of the system architecture, safety and security engineers specify the propagation of failures and attacks inside each component of the architecture using their dedicated tool. They also define the failure modes that have to be merged from both disciplines. The underlying analyses are then performed using Alloy. We instantiate this approach with the system engineering tool Melody from Thales, and the risk analysis supporting tool Safety Architect from All4Tec. We illustrate this work on a system that implements a landing approach of an aircraft.

1 Introduction

Safety and security are commonly identified disciplines in system and software engineering. In critical embedded system engineering, the fact to spend a lot of effort in safety engineering is a common practice, in particular because these systems generally need to be certified. Standards specify a complete and precise safety process to follow in order to be certified. More recently, architects have begun considering security with more attention. Indeed malicious attacks on the system may cause failures and catastrophic events. So, there is a need to not only assess the safety properties but also the security properties of critical embedded systems to create a dependable system architecture. However, the literature shows the difficulties to combine these disciplines in engineering [4].

In [3], we showed that it is possible to assess some properties of a critical embedded system architecture by using the lightweight formal language Alloy. This is a promising solution but industrial companies may not accept to require safety and security engineers to create and maintain Alloy formal models. One problem is then to rely on Alloy for formal analysis while hiding it to end-users. On the other hand, safety standards are also evolving to encourage the use of design models (MBSE, Model based...
This article introduces a proposal for a viewpoint-based approach to integrate formal assessment with Alloy in a modelling context. Remark that we focus on the feasibility of the whole approach rather than on viewpoint-based engineering *per se* (e.g. overall consistency, name management, abstraction layers...) hence our approach is quite simple w.r.t. the current state-of-the-art on viewpoints [5].

Now since safety engineering and security engineering rely on specific tools, we propose a solution with 3 viewpoints:
- A design layer where system architects design the system architecture (here with the Thales in-house tool called “Melody”);
- A safety/security layer where safety engineers and security engineers (based on extensions for security of the “Safety Architect” tool) can model their safety and security properties (dysfunctional and security attack model);
- A third layer which consists in a formal model (here an Alloy model) to assess safety and security properties of the system architecture.

Our approach is currently done by hand as this work is a feasibility study, the purpose of which is mainly to focus on viewpoints and formal validation, rather than implementing model transformations which would be rather simple here. Notice that, as of today, the feedback of the assessment results to the system architecture design are still under study and then not addressed in this article.

2 LPV case study

This case-study is concerned by the architecting of a new Thales Avionics aircraft embedded system designed to support an LPV landing approach. Localizer Performance with Vertical guidance (LPV) is the highest precision GNSS aviation instrument approach currently available without specialized aircrew training requirements. LPV is designed to provide 16 meter horizontal accuracy and 20 meter vertical accuracy 95 percent of the time. Its architecture is represented by Fig. 2.

We can summarize the behavior of this sub-system as follows. Two Global Navigation Satellite Systems (GPS and GALILEO) send a signal to SBAS processing functions. After correlations of both positions information, the SBAS sends the aircraft position (lateral and vertical) to two occurrences of the LPV processing function. The data produced by LPV processing functions are sent to three displays (three occurrences of a function Acquire). In each display, a comparison of the data received from LPV1 and LPV2 is performed. In case of inconsistency, an alarm is triggered by a function Monitor. The crew chooses which of the two LPV processings is used by each display (function SelectSource, not represented in Fig 2). Besides, each display receives the data computed by the other two displays. Then, the function Crosscheck compares the data of the current display with the data of the two others and resets the current display in case it differs from the other two displays.

This initial architecture was designed taking into account a number of safety requirements; two of these are recalled below.
Safety 1 *Loss of LPV capability*. No single failure must lead to the loss of LPV capability.

Safety *Misleading information integrity*. The architecture must control the value of the LPV data provided by each calculator and between each screen and find mitigation in case of erroneous data.

We also want to ensure that the above architecture is resilient to a number of malevolent attacks. Any combination of the following attacks has been considered.

**Attack 1** One malicious GPS signal (a fake signal that SBAS considers to come from GPS).

**Attack 2** One constellation satellite signal is scramble.

**Attack 3** The RNAV ground station is neutralized, meaning that no more RNAV signal can be send to the plane.

We will see in Sect. 5 that these requirements are easily expressible (and checked) in Alloy.

### 3 Model Based Safety & Security Assessment

#### 3.1 Model Based System Engineering (MBSE)

System Engineering of aerospace electronic devices and systems (e.g. avionics, flight or aircraft systems control, mission computers . . . ) is submitted to high constraints regarding safety, security, performance, environment, human factors and more; all of these deeply influence systems architecture design and development, and are to be reconciled in a relevant system architecture. The model-based system engineering (MBSE) is an efficient approach to specifying, designing, simulating and validating complex systems. This approach allows errors to be detected as soon as possible in the design process, and thus reduces the overall cost of the product. Uniformity in a system engineering project,
which is by definition multidisciplinary, is achieved by expressing the models in a common modeling language.

Due to its position of large mission-critical systems supplier for aerospace, defense & security markets, THALES invests a lot in system engineering. In particular, THALES has developed its own MBSE method named ARCADIA [11,10]. ARCADIA is based on architecture-centric and model-driven engineering activities, supported by a tool called Melody.

3.2 Model Based Safety Assessment

Model-based safety assessment is nowadays more and more considered in order to improve the safety analysis of complex systems. It relies on the idea that safety assessment activities can follow the design process in a parallel flow using the system functional and physical architectures as a common basis. The system model, either functional or physical, is used to capture the overall architecture and the interactions between its components. This abstract view of the system may be enriched with safety information using dedicated annotations in order to describe possible dysfunctional behaviors.

Safety Architect is a tool achieving risk analysis of complex systems using functional or physical architectures. Safety Architect allows the user to automatically generate the Fault Tree through a “local analysis” (see Fig. 2). The local analysis consists in linking with logical links (“and”, “or”) failure modes of the outputs of each component to the failure modes identified on the component inputs. During the local analysis, the user can also describe the component internal failures effects on its outputs. In parallel, the user can also identify safety barriers that prevent the development of a single fault up to particular failure mode that could lead to a hazardous event, participating thus to the safety objectives compliance. The user must also define which failure modes of the system outputs have to be considered as hazardous events. These events are the subject of the “global analysis” provided by the tool Safety Architect.

During the global analysis, a dysfunctional simulation of the system is executed by propagating failures along the dataflow dependencies of components and until a hazardous event is reached. The results of this propagation are formulated through Fault Trees, the roots of which are all the previously identified hazardous events.

![Fig. 2. Example of local analysis](image-url)
3.3 Formal techniques

Formal techniques can be used to support safety and security assessment. Thanks to their mathematical foundation, they allow to prove some requirements, which provide a better confidence than more classical validation activities such as testing and manual review. A number of verification techniques have been developed over the last decades. They may differ on their expressiveness, their computational complexity and their application domain.

In this work, we have chosen Alloy [6], which is a formal system-modelling language amenable to automatic analyses. Alloy has recently been used in the context of security assessment, for instance to model JVM security constraints [8], access control policies [9], or attacks in cryptographic protocols [7]. Besides, we proposed in earlier work a preliminary study of the safety assessment of the LPV system with the study of a few security attacks [2,3].

The AltaRica [1] language, which is widely use for safety assessment, would have been another possible choice. However, we decided to take benefit from the model-based aspect of Alloy and its expressiveness for the specification of the properties to check. Indeed, Alloy allows to define easily the metamodel of the avionic architectures we will analyze instead of encoding them in terms of AltaRica concepts. Moreover, the specification of the properties we want to check are expressed in relational first-order logic with many features adapted to model-based reasoning.

4 Proposed approach for MBS&SA

4.1 Main principles

The approach we propose in this article consists in decoupling the system architecture model from safety & security models. This way, every engineer (be it an architect, a security or a safety engineer) can focus on her concerns solely, with dedicated tools and terminology. As of now, we chose to use two separate models: one for the safety concern and the second for the security concern. The main motivation for this separation is that safety and security domains are quite different in terms of practices, concepts used and wording. As the safety and security models rely on the system architecture model, we extract required information (e.g. functions interactions, ports and their links, data) from the architecture model and we set up initial safety and security models in Safety Architect. Starting from this, safety and security engineers complete their model by adding safety and security dysfunctional behavior. The safety and security models contain two kinds of information: the dysfunctional behavior and the properties (safety or security) to be validated. For us, a safety dysfunctional behavior represents how errors are propagated in the system architecture and a security dysfunctional behavior represent how security attacks are propagated in the system architecture. And the safety and security properties are mainly safety and security requirements that the system architecture must satisfy (e.g. integrity of the output data must be preserved even under specific attacks). Finally, these two models are combined to produce a formal Alloy model containing all the necessary input. Then, the Alloy Analyzer can formally validate the safety and security properties. If a property is violated, the Alloy Analyzer will
show a readable corresponding counter-example. This way, the engineers can identify the best way to correct the architecture to solve this identified issue.

4.2 Melody to Safety Architect

The first model transformation yields an initial Safety Architect model from the system design model. This transformation is trivial as it only reflects the structural part of the architecture. Melody functions are mapped to Safety Architect in functions. Ports give input and output ports, while data links yield data links.

4.3 Safety Architect to Alloy

We now present (a fragment of) the Alloy formalization of the language used in Safety Architect. Essentially, we define sets and relations between them: the former are called signatures in Alloy while the latter are described as fields inside the said signatures. First, we define a notion of status which is a signature the elements of which represent types of failures: Absent, Err (erroneous) and Mal (malicious) while OK just represents that no failure happened.

```plaintext
enum Status { OK, Err, Abs, Mal }
```

Then, blocks are mapped to functions endowed with possibly-many input and output ports as well as one status which is used to represent the notion of internal failure from Safety Architect:

```plaintext
abstract sig Function { input: set IPort, output: set OPort, status: Status }
```

Finally, ports also come with a status and can either be input or output ports. An output port may be connected to many input ports, as expressed by the field flow:

```plaintext
abstract sig Port { status: Status }
abstract sig IPort extends Port {}
abstract sig OPort extends Port { flow: set IPort }
```
Notice that the notion of internal failure from Safety Architect is mapped to the status in Function, although other formalizations would have been possible.

Along with these signatures, we have some Alloy facts which enforce static invariants on possible instances of this formalization. We do not describe them here as they are rather obvious (e.g. a block should have at least one port; if two ports are connected, then they should bear the same value and status...).

5 Case study evaluation

The LPV model is imported into Safety Architect modeler as shown in Fig. 4. The objective is to have either the safety view or the security view or the combination of both views as needed.

![Fig. 4. LPV model in Safety Architect](image)

5.1 Safety model

The safety analyses are based on logical equations using three generic failure modes proposed by Safety Architect on each input (in green) of a block:

- **A** Absent (Absent data while it should be present)
- **E** Erroneous (Non correct supplied data)
- **U** Untimely (Data supplied while it shouldn’t be)

If necessary, specific failure modes can also be defined on the input. The Untimely failure mode is defined by default but we did not use it in this case study.

For example we can say for the Safety analysis (Fig. 5, left) that one of the two ways to observe the “Erroneous” failure mode on the output “oLPVprocessing1” is to have the “Erroneous” failure mode on the input “iLPVprocessing1” and the “Absent” failure mode on the input “BaroAltimeter1” or the “Absent” failure mode on the input “RNAV1”.
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5.2 Security model

For security analysis, Safety Architect proposes three other generic failure modes on each input of a block:

- **A** Absent (Absent data due to an external attack)
- **M** Malicious (Data injected during an external attack)
- **E** Erroneous (Malicious detected data)

Let us consider for example the security analysis of the block SBAS1 illustrated by Fig. 5 (middle). It covers “attack 4” (an attack combining attack 1 and attack 2 scenarios i.e. when SBAS considers a fake signal coming from GPS and one constellation signal is scrambled). One can see that the “Erroneous” failure mode of the output “oSBSAS1” is obtained iff the “Malicious” failure mode on the input “GPS” or the “Malicious” failure mode on the input “Galileo” holds.

5.3 Safety and security model

The safety and security model combines both the safety and security views. By default, this is implemented as follows (but the user may modify this discretely depending on domain knowledge):

- Failure modes with the same name are identified;
- The set of logical equations of the resulting model is the union of the sets (of logical equations) of the safety and security views. However, if an equation in the safety view concerns the same output port and failure mode than an equation in the security view, there is only one resulting equation: the disjunction of both equations. The rationale is that we want to keep the two different ways for the output port to propagate the said failure.

An example is shown in Figure 5 (right). Combining the safety and security views in one model allows us to merge the two propagations into a unique propagation. The latter shows the intersection between both views; it also allows the safety or the security engineer to identify which safety or security (or both) failure modes may contribute to the appearance of a Feared Event.
5.4 Alloy code generation

We already presented in Sect. 4.3 how Safety Architect concepts (blocks, ports, failure modes) are translated into Alloy. We now show what is the Alloy representation of (an excerpt of) our case study and how to specify safety and security requirements.

Let us consider the block illustrated in Sect. 5.3 (SBAS1). Firstly, we have to declare it (as a Function) and its three ports.

```alloy
one sig SBAS1 extends Function {}
one sig oSBAS1 extends OPort {}
one sig iGPS_SBAS1, iGalileo_SBAS1 extends IPort {}
```

We then express the connections between (ports of) functions as an Alloy constraint (a conjunction of equality between ports). Then we translate the failure propagation inside the block as Alloy facts as follows.

```alloy
let oSBAS1 = { GPS = Abs and Galileo = Abs implies Lost
              else GMS = Mal or Galileo = Mal implies Err
              else OK }
```

Finally, we can express requirements to check directly as Alloy assertions. Note that from the identification of feared event in the Safety Architect model, we could easily generate patterns of requirements that would express that no single failure leads to this feared event, of that no attack of a certain type lead to this feared event, or that no combination of failure and attack lead to this event, etc.

For instance, the following assertion states that a fake GPS signal (attack 1 described in Sect. 2) has no bad influence on the system (the data sent by the three displays, represented by variables oSelected, are still correct).

```alloy
assert fake-GPS-has-no-bad-influence { (all f: Function ! f.status=OK and GPS.status=Mal)
                                          implies oSelected1.status = OK and oSelected2.status = OK
                                          and oSelected3.status = OK }
```

This requirement can be verified by Alloy Analyzer with the command

```alloy
check fake-GPS-has-no-bad-influence.
```

We have expressed and checked the safety requirements described in Sect. 2 and the security requirement relative to the attacks described in Sect. 2 in a similar way. It turns out that the system is robust to any single failure and to any simple attack (attack 1, 2 or 3). We also checked the consequences of any combination of two attacks: depending on the considered combination, either the system is robust or an alarm, not represented in this article, is launched. The same conclusion holds for any combination of an attack and a function failure.

6 Conclusion and future work

In this article, we proposed a model-based approach to address safety and security assessment of a system architecture. We proposed a way to make system engineers, safety
engineers and security engineers collaborate in order to perform safety and security assessment in the easiest possible way.

Now we see the feasibility and the interest of this approach, the next step is to implement it. We will need to address classical but important problems, such as the traceability between the Safety Architect models and the Melody model. For instance, after an evolution of the system architecture performed under Melody, we will have to ensure that the failure propagation inside blocks described with Safety Architect does not need to be entirely redefined.
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Abstract. This paper presents an approach for modeling and verification of components controlling behaviour of safety-critical systems in their physical environment. In particular, we introduce the modeling language Focus$^{ST}$ that is centred on specifying time and space aspects. Verifications can be carried out using the interactive semi-automatic proof assistant Isabelle. The approach is exemplified by means of a railway system scenario.

1 Introduction

Many safety-critical systems (SCSs) consist of mobile units autonomously moving in their physical environment. Modeling such systems requires not only the definition of the software part but also a specification of interactions with the physical environment. In consequence, the models need to capture timing and spatial aspects that should provide a basis for formal verification of safety properties. In most cases, however, we do not need the whole representation of an SCS but only those parts relevant to a concrete purpose. Thus, an appropriate model should give an overview of core system properties and allow an effective inconsistencies funding, reducing modeling and verification effort.

For modeling SCSs suitably, it is essential to have a well developed theory covering real-time and space requirements since mistreating or excluding them can lead to specification errors due to difficulties of choosing a correct abstraction. Moreover, in many cases reasoning about time to represent a real-time system makes the specification more readable (in comparison to an untimed representation), simplifies the argumentation about its properties, and gives a formal basis for verification. A suitable representation of SCSs should also make it possible to model information flow not only in time but also in space, because the spatial aspect may influence the delays of interactions between subcomponents of the system as well as between the system and the environment. This point is important for cost reduction of interoperability testing at the integration phase of the development process. Further, for a versatile application of a notation, the selection of a suitable space-time coordinate system should be relatively free.

The modeling language that we use in our approach is Focus$^{ST}$. It allows us to create concise but easily understandable specifications and is appropriate...
for application of the specification and proof methodology presented in [19, 25].
This methodology allows writing specifications in a way that carrying out proofs
is quite simple and scalable to practical problems. In particular, a specification
of an SCS can be translated to a Higher-Order Logic and verified by the inter-
active semi-automatic theorem prover Isabelle [17] also applying its component
Sledgehammer [4]. Sledgehammer employs resolution based first-order automatic
theorem provers (ATPs) and satisfiability modulo theories (SMT) solvers to dis-
charge goals arising in interactive proofs. Another advantage is a well-developed
theory of composition as well as the representation of processes within a sys-

tem [20]. The collection of FocusST operators over timing aspects and their
properties specified and verified using the theorem prover Isabelle is presented
in the Archive of Formal Proofs [21]. In this work we focus on modeling of spatial
aspects.

Related Work: One of the most well-established models for the specification and
verification of real-time system design is timed automata, introduced by Alur
and Dill [1, 2]. A timed automaton is a finite automaton extended by real valued
clocks that are applied to measure the time elapsed since certain events occurred.
The clocks are used in so-called clock invariants that restrict the time, a timed
automaton may rest in a particular state without executing certain transitions.
Timed automata assume perfect continuity of clocks which may not suit the
purposes of the work presented here, especially if we deal with an embedded
system with instantaneous reaction times. Furthermore, they do not prevent
Zeno runs [12], i.e., executing an infinite number of transitions in a finite period
of time. To solve this, the idea of robust model checking was introduced by
Puri [18] and revised in other approaches, e.g., [8]. In this paper, we suggest
another solution: We use asynchronous channels between timed automata and
argue about possibly infinite message sequences towards an automaton at some
time interval. This can be represented by using an infinite sequence of finite
time intervals as input for a timed automaton. Any timed transition system
can be discretised without loss of generality [14]. For this reason, we apply a
discrete model of time where any granularity defining the concrete meaning of
a time interval according to the system requirements can be used. We can even
switch from one time granularity to another using predefined operators. A great
advantage of the proceeding is that it excludes Zeno runs.

Related work regarding spatial aspects has been done with respect to logic
and tools. A process algebra like formalism for describing and reasoning about
spatial behavior has been introduced in [10, 11]. Process algebras come with a
clear and formal semantics definition and are aimed towards the specification of
highly parallel systems. Here, disjoint logical spaces are represented in terms of
expressions by bracketing structures and carry or exchange concurrent processes.
Results on spatial interpretations can be found in [15]. Many aspects of spatial
logic are in general undecidable. A quantifier-free rational fragment of ambient
logic (corresponding to regular language constraints), however, has been shown
to be decidable in [26]. Work on spatial model checking by ourselves is pre-
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engineering technique Reactive Blocks [16] such that reactive systems (e.g., SCS controllers) can be developed using models and be checked for spatial properties before generating executable code [13].

Scenario: Due to the well specified degrees of freedom enforced by rail tracks, trains have been a popular target for verification work (see, e.g., [3]). This makes them also an appropriate target to introduce the main idea of modeling and verification of spatial aspects. Here, we present a small example from this area that is depicted in Fig. 1. A train $RTrack$ shuttles on a rail track that is crossed by three roads. On each road, an autonomous vehicle $AVehicle$ is operating. All four mobile units are characterized by a number of constraints on their location, speed, movement direction, etc. To avoid collisions, the train sends a wait signal to the respective $AVehicle$ while passing one of the corresponding critical points $tr_i$ close to the crossings ($1 \leq i \leq 6$). If a critical point is ahead of a crossing in the direction of the train, the wait signal expresses a time interval, for which the $AVehicle$ has to stop if it is heading towards the crossing and is far enough to stop in due time. The time interval may depend on the speed of the train giving it sufficient time to pass the crossing. If a critical point is behind a crossing, wait contains value 0 indicating that the vehicle may immediately continue moving. The fact that an $AVehicle$ is only stopped for a certain time interval at most, provides a challenge on the space-related behavior since we have to guarantee that the train already left the crossing when the time interval passed. This poses the following questions: How should we model spatial properties of this system in a readable way? Does this modeling technique allow formal verification of safety properties? Is this model also appropriate to specify and verify a large number of components, e.g., for the case that we have not three but one thousand $AVehicle$ components? In this paper we will answer these questions by presenting our modeling approach in Focus$^{ST}$.
2 Spatial Aspects in FocusST

The FocusST language was inspired by Focus [9], a framework for formal specification and development of interactive systems. In both languages, specifications are based on the notion of streams. However, in the original Focus input and output streams of a component are mappings of natural numbers $\mathbb{N}$ to single messages, whereas a FocusST stream is a mapping from $\mathbb{N}$ to lists of messages within the corresponding time intervals. Moreover, the syntax of FocusST is particularly devoted to specify spatial (S) and timing (T) aspects in a comprehensible fashion, which is the reason to extend the name of the language by ST. The FocusST specification layout also differs from the original one: it is based on human factor analysis within formal methods [22, 23].

We specify every component using assumption-guarantee-structured templates. This helps avoiding the omission of unnecessary assumptions about the system’s environment since a specified component is required to fulfil the guarantee only if its environment behaves in accordance with the assumption. In a component model, one often has transitions with local variables that are not changed. Also, outputs are often not produced, e.g., when a component gets no input or some preconditions necessary to produce a nonempty output are violated. In many formal languages this kind of invariability has to be defined explicitly in order to avoid underspecified component specifications. To make our formal language better understandable for programmers, we use in FocusST so-called implicit else-case constructs. That means, if a variable is not listed in the guarantee part of a transition, it implicitly keeps its current value. An output stream not mentioned in a transition will be empty. Further, we do not require to introduce auxiliary variables explicitly: The data type of a not introduced variable is universally quantified in the specification such that it can be used with any data value.

The FocusST specifications are a special form of timed automata that we name Timed State Transition Diagrams (TSTDs). A TSTD can be described in both diagram and textual form. For easier argumentation, we can further represent it by a special kind of tables including a number of new operators that work on time intervals. For a real-time system $S$ with a syntactic interface $(I_S \triangleright O_S)$, where $I_S$ and $O_S$ are sets of timed input and output streams respectively, a TSTD corresponds to a tuple $(\text{State}, state_0, I_S, O_S, \rightarrow)$, in which $\text{State}$ is a set of states, $state_0 \in \text{State}$ is the initial state, and $\rightarrow \subseteq (\text{State} \times I_S \times \text{State} \times O_S)$ represents the transition function of the TSTD.

An input action for a TSTD is the set of current time intervals of the input streams of the system, while the output action is the set of corresponding time intervals of the output streams of the system. Focus distinguishes between weak causal systems and strong causal systems (see [9]). In the former case, the output must be produced within the same time interval the input is consumed while in the latter one the output has to be produced within a delay of at least one time unit. The exact delay needs to be defined according to the timing requirements on the specified system.
Spatial Aspects: In addition to the representation of timing properties in the language, we define a special type of components specifying real objects that can physically change their location in space, so-called sp-objects. Each sp-object is associated with three special variables storing its current location (i.e., central point of the object), speed and direction of movement. For simplicity, the variable speed is defined over the set of natural numbers \( \mathbb{N} \), while location is of type \( \text{Space} \) and defines a coordinate having two or tree dimensions according to the system’s needs. In our two-dimensional example, \( \text{Space} \) is a tuple of two Cartesian coordinates \( xx \) and \( yy \). Finally, direction is defined over the type \( \text{Directions} = \{0, \ldots, 359\} \) which represents the angle in the Cartesian coordinate system. In comparison to the local variables declared within components, these three variables are global and can be used to specify physical interaction of components in a system.

A system model may be constrained by restricting the directions and speed of an sp-object. This allows us to verify whether the specified behaviour excludes the possibility that the object enters restricted areas during time intervals marked as dangerous, e.g., collisions with other sp-objects.

**FOCUS\(^\text{ST}\) specification:** Figure 2 depicts the textual representation of the sp-object specification pattern for the component \( \text{AVehicle} \) introduced in the scenario section of the introduction. This component is strong causal with a delay of one time unit, and has the three input channels \( \text{wait} \) and \( \text{tSpeed} \) of type \( \mathbb{N} \) as well as \( \text{tDir} \) of type \( \text{Directions} \) declared in the interface part of the specification using label “in”. The ports \( \text{tSpeed} \) and \( \text{tDir} \) are used to notify changes of the target speed and the target direction of the object. If \( \text{AVehicle} \) is too close to a potential obstacle, e.g., the crossing with \( \text{RTrack} \), it is signalled via the \( \text{wait} \) port to stop for a number of time units. Thereafter it continues moving with the previous speed. Label “out” defines the output channel \( \text{resp} \) of type \( \text{Event} \) that consists a single element \( \text{event} \) used to signal the start of motion by the vehicle.

Let us name some of the operators used to specify time intervals in our streams: \( \langle \rangle \) denotes an empty list, i.e., a single time interval without any events, and \( \langle x \rangle \) a list consisting of the element \( x \); \( \text{ft} \).l describes the first element of a list \( l \); \( s^i \) represents the \( i \)th time interval of the stream \( s \).

Empty brackets after the component’s name mean that \( \text{AVehicle} \) does not have any parameters. The component uses the local variable \( \text{timer} \) referring to the current timer value (the special value 0 means that the timer is not active while 1 indicates that it has to time out). By \( \text{lspeed} \), we store the speed the object carried before needing to stop. The variable \( \text{timer} \) is initially set to be 0 while the initial value of \( \text{lspeed} \) is not specified.

The keyword “asm” lists the assumption, \( \text{AVehicle} \) demands from its environment, i.e., specified using the FOCUS\(^\text{ST}\) operator \( \text{msg}_1 \), at most one message is received via each of the ports \( \text{wait} \), \( \text{tSpeed} \) and \( \text{tDir} \) at any time interval.

The section “gar” contains the transitions and other formulas. Here, variable settings before executing (i.e. at some time interval \( t \)) a transition are marked by simple variable identifiers, e.g., \( \text{timer} \), while the operator ‘ \( \rightarrow \)’ refers to their setting afterwards, e.g., \( \text{timer}' \) denotes the value of the timer variable at the time
interval $t+1$. The initial condition $Init_1$ specifies that the output channel $resp$ is empty at the beginning. Formula $1$ models a transition that if $AVehicle$ does not receive a wait-signal at the time interval $t$ and its timer is inactive, the component moves according to its target direction and speed values. This is expressed by the function $Move()$ that updates the value of the variable $location$. The function $Upd$ defines the updates of the variables $speed$ and $direction$ according to the events in the input streams $tSpeed$ and $tDir$ at time interval $t$. Moreover, due to the implicit else-case construct discussed above, the timer does not change its value and the output stream $resp$ is an empty list. Formula $3$ specifies the start of the timer if $RTrack$ approaches the crossing. In this case, $AVehicle$ receives a number $k > 0$ via the port $wait$. The timer is started by setting its variable to $k$ while the vehicle is stopped ($speed' = 0$) and the previous speed is stored in the auxiliary variable $lspeed$. Transition $7$ specifies that if $AVehicle$ receives 0 via the port $wait$ (i.e., it does not need to wait for the $RTrack$ any more) while its timer is active, the timer will be set off and, at the next time interval, the $event$-signal will be sent indicating that the vehicle resumes moving again into its target direction. We omit here the rest of the specification due to lack of space.

Fig. 3 shows the diagrammatic version of the TSTD for $AVehicle$. It contains all transitions that we label with the same numbers as in the textual representation. To increase readability of the graphical representation, we distinguish three types of the transition labels by coloured representation: Inputs and constraints on the current local variables’ values are marked blue, outputs and changes of

---

Fig. 2. Textual representation of specification pattern $AVehicle$
3 Verification Constraints on Spatial Aspects

We can restrict directions and speed of an sp-object by adding constraints. Predicates are associated with every component. Per default, they are specified as true but can be restricted to represent precise bounds of a component. To calculate whether a collision of sp-objects is possible, we assign to each sp-object a global constant \( \text{rad} \) that describes radius of the maximal space the object can “cover” in the worst case. The maximal space the object can occupy at the time \( t \), is denoted by the variable \( \text{rzone} \) of the type \( \text{Zone} \). This variable is defined as a tuple \((\text{min}X, \text{min}Y, \text{max}X, \text{max}Y)\) of natural numbers which are calculated according to the values of \( \text{speed} \), \( \text{location} \) and \( \text{rad} \). The \( \text{rad} \) value of a composite component is defined by analysing which space its subcomponents can occupy in the worst case:

\[
S.\text{rad} = \max(WCX, WCY)/2
\]

with \( WCX \) and \( WCY \) being the maximum extensions of all of the subcomponents of \( S \) in direction \( x \) resp. \( y \).

We represent the set of all the components’ constraints by a table, to increase readability and to check schematically whether constraints on a composed component correspond to the constraints on its subcomponents, e.g.,

\[
\forall S, C : C \in \text{subcomp}(S) \rightarrow \\
(S.\text{rzone}.\text{min}X \leq S.C.\text{rzone}.\text{min}X \land S.\text{rzone}.\text{min}Y \leq S.C.\text{rzone}.\text{min}Y) \land \\
(S.\text{rzone}.\text{max}X \geq S.C.\text{rzone}.\text{max}X \land S.\text{rzone}.\text{max}Y \geq S.C.\text{rzone}.\text{max}Y)
\]

\[
\forall k, S, C : C \in \text{subcomp}(S) \rightarrow \\
k \leq S.\text{rzone}.\text{min}X \rightarrow (k + S.C.\text{rad}) \leq S.C.\text{location}.xx
\]

To analyse spatial properties, we need to specify the rules how the locations of the objects can change over time. The location of the sp-object \( C \) at the

---

**Fig. 3.** Timed State Transition Diagram for \( A\text{Vehicle} \)
beginning of the next time interval can be computed from its speed, direction of movement and the current location. In particular, we specify a trajectory of the object during a time interval $t$ to be a straight line, thus, it can be described by the coordinates of two locations, at the beginning of the current and the next time interval: $C.tr = [C.location, C.location']$. Then, we can describe the space where the object $C$ can be during the time interval $t$ (let denote it $C.rzoneInterval$) by a set of coordinates:

$$\{ (a, b) | \exists (a_1, b_1) \in C.tr \land a_1 - C.rad \leq a \leq a_1 + C.rad \land b_1 - C.rad \leq b \leq b_1 + C.rad \}$$

If $C.speed = 0$ holds, the component $C$ does not move (i.e., $C.location = C.location'$) such that $C.rzoneInterval$ describes the rzone space in this case.

Restrictions on location, speed and direction can be specified both point-wise and by using minimum and maximum limits, where a variable can have any value within the defined interval. Let us explain this by using the scenario introduced in Sect. 1. Its spatial contraints are listed in Tab. 1. It is easy to see from this table and Fig. 1 that the four mobile units can occupy 100 units on the $x$ coordinate and 85 units on the $y$ coordinate. Thus, $S.rad$ is assigned with the value 50. By defining an additional constraint for the space that can be used by the overall example system $S$, we implicitly restrict the corresponding constraints of its components, e.g.,

$$0 \leq S.rzone.minX \land S.rzone.maxX \leq 120 \land
5 \leq S.rzone.minY \land S.rzone.maxY \leq 90$$

implies that for the component $AVehicle_1$ holds not only $location.xx = 25$ but also $7 \leq location.yy \leq 88$ (taking its own value $rad = 2$ into account). Representing the spatial aspect of a component as a pair of coordinates and a radius, we specify possible collisions between two objects $C_1$ and $C_2$ during the time interval $t$ by $PCollision^t(C_1, C_2)$. Thus, an important property for this system is that collisions between the $RTrack$ and $AVehicle$ components are excluded, i.e. for all $t \in \mathbb{N}$ and $i, j \in \{1, 2, 3\}$ the following holds

$$\neg PCollision^t(RTrack, AVehicle_i) \land \neg PCollision^t(AVehicle_i, AVehicle_j)$$

Since in our example, the $AVehicle$ objects move on parallel roads, the property on the right side holds trivially. If a possible collision is detected, the corresponding case should be analysed carefully both on an abstract (logical) and
on a physical level: Due to our overapproximation of space, not every situation labelled as possibly dangerous on the abstract level indeed corresponds to a real physical collision but, on the other side, any real physical collision must be detectable on the abstract level.

We have used the interactive theorem prover Isabelle/HOL [17] to analyse whether collisions between the RTrack and AVehicle components are excluded. For example, direction and location constraints together with behaviour specifications imply that the mobile units can collide, if we underspecify the coordinates of the critical points \( tr_1, \ldots, tr_6 \) as well as the initial locations.

Due to similarity of specifications of separate components, the model of the presented system is scalable not only for specification but also for verification purposes. Even if we have not three but thousand AVehicle components, proofs of their spatial behavioural properties can be reused or generated.

4 Conclusions

This paper presents the Focus\textsuperscript{ST} approach for modeling and verification of safety-critical systems using specifications based on time intervals and spatial aspects. Several features have been demonstrated using an example system based on interacting autonomous vehicles. We focus on timing and spatial aspects as well as readability of the specifications and ease of verification of core properties. For the proofs, we have applied the interactive semi-automatic proof assistant Isabelle.

Our future research direction comprises work on the modeling levels for SCSs, that reflect the idea of remote integration/interoperability testing in a virtual environment [5, 24] as well as automatisation of proof generation for spatial behavioural properties from the system model. Moreover, we want to combine this verification technique with the modeled-based engineering tool Reactive Blocks [16] to facilitate the practical development of the control software for space-aware SCSs.
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Abstract. Modelling languages such as UML and OCL are more and more used in early stages of system design. These languages offer a huge set of constructs. As a consequence, existing verification engines only support a restricted subset of them. In this work, we propose an approach using model transformations to unify different description means within a so-called base model. In the course of this transformation, complex language constructs are expressed with a small subset of so-called core elements. This simplification enables to interface with a wide range of verification engines with complementary strengths and weaknesses. Our aim is that, guided by a structural analysis of the base model, the developer can choose the most promising verification engine.

1 Introduction
In recent years Model-Driven Engineering (MDE), has become more and more important. In this context, the Unified Modelling Language (UML) and the Object Constraint Language (OCL) are de facto standards to describe systems and their behaviour. Identifying errors early in the design of such systems using validation and verification techniques is an important task, though finding the right verification approach is not trivial, since most approaches concentrate on only one UML diagram type and restrict the set of supported diagram types and language constructs.

In this paper, we propose the idea of a so-called base model that, using model transformations, combines the information of several UML diagram types into a single diagram and reduces the set of language constructs to a minimum. The language constructs are split into three categories: (1) core elements that are directly used in the base model; (2) transformed elements that are represented in the base model using only core elements, reducing the used amount of language constructs; and (3) unsupported elements that are excluded because of their low relevance or because of their insensitivity in the context of verification. The base model can be seen as a substantially reduced version of UML with a strong focus on compatibility to verification engines.

* This work was partially funded by the German Research Foundation (DFG) under grants GO 454/19-1 and WI 3401/5-1 as well as within the Reinhart Koselleck project DR 287/23-1.
On the basis of the base model, we perform a structural analysis separated into several categories in order to identify the most promising verification engine for the particular model under development. Once a verification engine is chosen, further model transformations can remove remaining incompatibilities in the same manner as from the source model to the base model. All previously mentioned transformations are performed on the UML and OCL layer in order to have a unified process for every verification engine.

The structure of the paper is as follows. In Sect. 2, the base model is discussed including the process flow, definitions and transformations. Section 3 describes the analysis of the base model and how a solver is chosen. Lastly, the transformations for the solving engine are shown in Sect. 4. In Sect. 5, we discuss related work before concluding the paper in Sect. 6.

2 A Base Model for UML and OCL Verification

The base model provides an interface between arbitrary UML/OCL model descriptions and validation and verification tools. The goal of the base model is to represent a unified basis for model descriptions combining various UML diagram types while retaining a maximum compatibility to the original model and to solvers.

Figure 1 shows the process flow when using such a base model. The source model description consists of various UML diagrams enhanced with OCL expressions in order to specify the system and its behaviour. All diagrams conjoined are transformed and combined into a base model. Using the base model, a structural analysis can provide hints for an appropriate solver selection. Once the solver is chosen, the base model is transformed into a solver-specific base model elimi-
nating modelling constructs not explicitly supported by the solver and replacing them with simpler representations. All transformations are automatic and do not require manual interaction unless the user wants to choose a specific solving engine. Finally, the solver specific base model serves as input for the verification engine.

We define the basis of the source model description to be a class diagram optionally enhanced with operations specifying model behaviour. Other diagram types, such as state machines, activity diagrams and sequence diagrams, can further define the system and its behaviour. The result of the model description transformation is a class diagram with optionally employed operations using pre- and postconditions to describe the system's behaviour. The information of the various diagram types is transformed into either class invariants or pre- and postconditions of the operations. Additionally, the base model only features a reduced set of UML and OCL features, the core elements. Elements that are not part of these are transformed into simpler representations using only core elements to increase compatibility to solving engines.

Example 1. For instance, an aggregation from the source model is transformed into an association plus an invariant, demonstrated in Fig. 2 with a simple mother-child relationship.

![Fig. 2. Transformation of an aggregation into association plus constraint](image)

A structural analysis on the base model is now able to determine the relevance of certain criteria and can give hints about which solving engines are most effective. This is described in more detail in Section 3. A developer can combine these hints and their knowledge about the system to choose the most appropriate solver. Alternatively, if the user interaction is not desired, the solving engine that the analysis has determined to be best can be chosen directly. In the case that the solving engine does not support all features present in the base model, these elements are further transformed into solver compatible elements, resulting in the solver specific base model. Most likely, these transformations are required to enable the usage of such verification engine anyway and therefore does not influence the scalability. Additionally, note that all transformations are performed on the UML and OCL layer and only have to be implemented once instead of individually for each solving engine.
Table 1. UML elements in the base model (symbols: ✓ core element; ◦ transformed element (using only core elements); × unsupported element)

<table>
<thead>
<tr>
<th>Class features</th>
<th>Association features</th>
<th>Operation features</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓ Class</td>
<td>✓ Binary Association</td>
<td>✓ Operation (non query)</td>
</tr>
<tr>
<td>◦ Abstract Class</td>
<td>◦ N-ary Association</td>
<td>✓ Parameter</td>
</tr>
<tr>
<td>◦ Inheritance</td>
<td>◦ Aggregation</td>
<td>× Return Value</td>
</tr>
<tr>
<td>◦ Multiple Inheritance</td>
<td>◦ Composition</td>
<td>◦ Pre-/Postcondition</td>
</tr>
<tr>
<td>✓ Attribute</td>
<td>✓ Multiplicity</td>
<td>× Nested Operation Call</td>
</tr>
<tr>
<td>◦ Initial Value</td>
<td>◦ Association Class</td>
<td>◦ Query Operation</td>
</tr>
<tr>
<td>◦ Derived Value</td>
<td>◦ Qualified Association</td>
<td>✓ Parameter</td>
</tr>
<tr>
<td>✓ Enumeration</td>
<td>× Redefines, Subsets, Union</td>
<td>✓ Return Value</td>
</tr>
<tr>
<td>✓ Invariant</td>
<td></td>
<td>× Recursion</td>
</tr>
</tbody>
</table>

2.1 Elements of the Base Model

To create a unified model representing the input model description with a maximum compatibility to verification engines, the base model has a reduced feature set of UML and OCL elements. Table 1 shows the supported UML elements in the base model and marks those elements that are transformed into a more basic representation. The supported elements form a basis to represent most UML features either directly or using the available elements plus invariants and are supported by the majority of solving engines. Many transformations of complex model elements into the core elements are described in [7].

The essential elements of the base model are defined by the class and association features. The core elements, representing the “atoms” of the base model, are enumerations, classes with their attributes and invariants, and binary associations with their multiplicities. Most of these elements cannot be represented by simpler description means. Other structural features, such as association classes and aggregations, are transformed into representations using the core elements. Very specific features, like redefines and subsets, are not supported for now.

The operation features define the behaviour of the base model using operations with optional parameters and pre- and postconditions. Return values are not supported until nested operation calls are, which we cannot handle currently. Query operations are integrated into the expression they are used in, which is also the reason why we do not support recursion for these.

As for OCL, we support a basic set of features to cover the majority of OCL expressions. The data types Boolean and Integer are fully supported. Strings are only represented by an ID, allowing for a comparison on an instance level, but not on a character level. This also excludes string operations like concat. We also support the OCL collection types Set(T), Bag(T), Sequence(T) and OrderedSet(T) with the essential collection operations, including but not limited to: constructors and manipulation operations including and excluding; membership tests includes and excludes; quantifiers forAll and exists; count operations size, isEmpty and notEmpty; filters select and reject; and closure.
The advantages of the transformation at this early stage are numerous. First and foremost, the solving engines do not require an encoding for the different UML elements. Instead, only the base elements have to be supported. The implementation of the transformation of the complex elements is only required once on the UML and OCL layer. Therefore, it is easier to provide support for more solving engines and they are easier interchangeable. There might be cases, in which a solving engine has a better encoding for a feature than the transformation in the base model, but we expect the transformed elements (marked with a ◦ symbol) to be affected least. Also, the assignment of elements to their respective category may change if case studies expose an advantage.

Secondly, the unification provides a solid baseline for the structural analysis to give optimal hints. The unification also helps to break down the model into the relevant categories like quantifiers and special OCL constructs, such as the closure expression.

Reasons, why certain elements are not part of the base model at all, are their incompatibility to be represented within the base elements and their high complexity which is not supported by many solving engines, e.g. nested operation calls. Also, elements depending on other unsupported elements are not part of the base model, e.g. return values for non-query operations which are only useful if an operation invokes another operation to work with its return value. Note the difference between the transformation of UML and OCL features in the base model and the elimination of UML and OCL features in the solver specific base model, whose sole reason is the compatibility to the solving engine.

2.2 Incorporation of Various Diagram Types

The various diagram types of UML provide different information about the model. A class diagram defines the data structure and operations of a system. State machines, for example, are able to further restrict operation invocations in addition to the operation preconditions. They can also define additional effects of operations as well as state invariants for object states. Activity diagrams provide operation behavior in form of an implementation. Sequence diagrams again restrict the operation execution order on a different layer than state machines.

Most verification engines specialize on one of these diagram types or require a specific combination of them to be able to accept the system definition. We want to combine the information of the various diagram types into one base model using model transformations, accumulating all information. This way, the requirements for the verification engine are kept minimal and the selection of solvers increases.

In a first step, we plan to incorporate the information of protocol state machines – without events – into the base model, thereby combining class diagrams with operations and state machines.

Example 2. An example model specifying a Toll Collect\textsuperscript{1} system is defined in Fig. 3. It consists of a class diagram (Fig. 3a) and a state machine (Fig. 3b).

\footnote{\url{www.toll-collect.de/en/home.html}}
The system features a network of points on which trucks can enter and move around. For each visited point the debt of a truck increases. To leave the network, a truck has to pay its debt. The state machine ensures that the truck can only enter the network when it is not currently in it and only move around and exit the network when it is inside. The state invariants of the state machine further enforce these properties.

To transform the state machine into the class diagram, the states are represented as an enumeration. An additional attribute \texttt{sm\_trucklife} is added to the corresponding class to save the current state. These changes are illustrated and highlighted in the class diagram in Fig. 4. Using the enumeration attribute, the state invariants can be represented as class invariants that only trigger if the object is in the required state. Constraints given by the transitions of the state machine, including guards and postconditions, are transformed into pre- and postconditions of the operation definitions in the class diagram, as shown on the right in Fig. 4.

3 Solver Selection

So far, various approaches for the verification of UML and OCL models have been presented [2,4,13]. The main idea of these approaches is to encode verification problems in a language that can be passed to a dedicated solving engine and interpret the results at the level of UML and OCL.

In this context, a large variety of languages and solving engines has been suggested. Approaches using \textit{theorem provers} like Isabelle [2], reformulating the problem as a \textit{Constraint Satisfaction Problem (CSP)} [4], using intermediate languages like \textit{Alloy} or \textit{Kodkod} [1,13] though finally resulting in an instance of
Boolean Satisfiability (SAT), or using a direct encoding in the more general language of Satisfiability Modulo Theories (SMT) [12] have been proposed.

All these solving engines rely on different abstractions and accordingly employ complementary solving schemes. Hence, it is important to choose an appropriate solver for a given UML and OCL description and verification problem. For instance, Kodkod and Alloy have been designed for problems of relational logic. They support set theory including transitive closure, and are, thus, especially suitable for OCL constraints expressing relations between model elements. In contrast, SMT offers theories for the efficient handling of bit-vectors (Integers) and corresponding arithmetic operations, while CSP particularly supports abstract data types (e.g., collections/lists). Beyond that, there are different approaches to cope with quantifiers (existential and universal) like Quantified Boolean Formulas (QBF) [6] or integration of quantifiers into bit-vector logic in the SMT-solver Z3 [5].

In order to benefit from these particular, complementary strengths, we suggest a structural analysis of the model, especially of the OCL expressions, with respect to collection types (e.g., Set(T) and Sequence(T)), arithmetic components (+, −, ∗, /), relational components (e.g., size() and closure()) and quantifiers (forall and exists). This analysis shall provide hints which solver might be most adequate for the verification of the given base model. As adequateness can hardly be quantified in terms of absolute scores, the results shall be presented to the developer in an interactive procedure. First, the above criteria are listed together with their relevance for the given model (high, moderate, low or none) as determined by the structural analysis. These values may then be adjusted by the developer in order to incorporate her own rating. In a second step, a recommendation is given which solvers are most appropriate for the given problem based on how their strengths and weaknesses fit to the profile of relevance derived in the first step. This feedback shall also contain information about model elements that are not directly supported by the solvers (e.g., Reals, Strings, or certain OCL constructs) and will be ignored or transformed into simpler means. Assisted by this advice, the developer can finally decide on which solving paradigm might be most appropriate to use. Alternatively, the developer may also let this decision be made by the framework automatically.
4 Solver-Specific Base Model

Though many different solving technologies are available, basically all approaches do not cover the complete OCL language. They rather restrict themselves to a subset for which an encoding exists, i.e., a model transformation to the solver level. Consequently, before passing the base model to the chosen solver, unsupported model elements have to be transformed.

Example 3. Consider the collection type \( \text{Sequence}(\text{Point}) \), as contained in the Toll Collect example model from earlier (c.f. Fig. 3a). If the chosen solver technology does support sequences (e.g., Kodkod, Alloy, or CSP) no transformation is necessary at this step and the base model is passed to the verification engine unchanged. However, if the chosen solver does not support sequences, these are to be transformed. This can be done by introducing two new classes \( \text{PointSequence} \) and \( \text{PointSequenceElement} \), organized as a linked list with references to the beginning and the end of the sequence, shown in Fig. 5. The resulting solver-specific base model is then passed to the verification engine and finally to the solver.

![Fig. 5. Replacing OCL collection type Sequence by introducing a new UML class](image)

UML and OCL are rich languages with many facets which makes it hard to (1) determine an encoding for each component (e.g., the encoding of collections in SMT [11]) and (2) requires a large effort to realize these encodings in (prototypic) implementations. Addressing this issue, the transformation to a solver-specific base model can also help to lower the threshold for incorporating new solving engines. More precisely, by providing a whitelist of supported UML and OCL components, the range of tractable model elements can be enlarged by OCL transformations (e.g., using \text{select} to express \text{reject} or using \( \text{COL} \rightarrow \text{size}() = 0 \) for \( \text{COL} \rightarrow \text{isEmpty}() \)) or by more substantial, structural modifications (e.g., transforming the collection type \( \text{Sequence}(T) \) to separate classes).
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Though these transformations are performed automatically, the developer shall be able to access which kind of transformation is performed. This allows for a judgement whether they may interfere with the addressed verification task or whether they are applied to secondary components of the model only.

5 Related Work

There are several contributions that can be related to our present work. The fundamental idea of a base model within a generic verification methodology for system descriptions expressed in terms of UML and OCL has been presented in [14]. Verification of other description means than class diagrams has been addressed by many approaches, e.g. [8], while using OCL in order to express complex UML class diagram properties by simpler means, has been discussed in [7]. Validation and verification of such model transformations, e.g. using the ATLAS Transformation language (ATL) [3], is an active field of research. A comparison of such verification techniques has been presented in [9]. Also to the solver end, a similar, but more quantitative comparison between different solving paradigms has been conducted [10]. The results indicate a predominance of SMT, especially for large benchmarks. However, this comparison only considers a single class of models of the same type which are only varied in size, and a further comparison is needed for models of other types.

6 Conclusion and Future Work

In this work, we presented a model transformation of heterogeneous model descriptions to a unified base model, which enables to consider more comprehensive descriptions for verification. In the course of this transformation, a small set of core elements is used to express a large and rich set of UML and OCL constructs. In doing so and excluding several language constructs due to their minor relevance or general infeasibility with respect to verification, we expect to improve compatibility to verification engines without significantly restricting model support. We have exemplarily shown the incorporation of state machines into the base model by means of an example. Details of this transformation as well as the transformation of other diagram types are left for future work.

Beyond that, we have identified and suggested categories of modelling constructs that may affect the performance of verification engines; if these are applied to models that contain a considerable amount of those constructs. However, their actual impact on solving times and performance has not been examined thoroughly so far and remains open for further research.

Finally, by providing further transformations of the base model, we are able to obtain solver-specific base models employing only language constructs that are supported by the addressed solver. Instead of leaving the implementation of these transformations to the verification engines, they are performed transparently at a higher level of abstraction. This allows us to interface with a wider range of solvers, potentially at the price of a little overhead and loss of performance.
Overall, the base model framework provides us with a generic interface between heterogeneous model descriptions and verification engines.
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Abstract. A crucial part of verifying and validating models is the identification of inconsistencies. Inconsistencies can exist whenever models overlap semantically. Such overlaps are predominant in model-driven engineering, where the use of multiple viewpoints leads to a variety of incomplete representations of one or more aspects of a system. While the commonly employed rule-based approaches to identifying inconsistencies can be effective, state of the art methods for inferring or determining semantic overlaps are not. Techniques relying on unification algorithms or a unifying ontology make strong assumptions, are error prone and can be costly to maintain. In this paper, an alternative approach based on Bayesian reasoning is proposed. We show how Bayesian inference combined with pattern matching can be used to infer likely semantic overlaps in models. The approach is illustrated and evaluated using the inference of semantic equivalences as an example of inferring one type of semantic overlap.
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1 Introduction

When designing and developing complex systems, one common practice in model-driven engineering is for stakeholders to study the system from a variety of different viewpoints. Such viewpoints are defined by a number of factors, including the context, level of abstraction and concerns of interest [1]. Concerns of interest addressed from different viewpoints may overlap, leading to semantic relations and, hence, semantic overlaps among the corresponding views and models. Redundant definitions, for instance, imply semantic equivalence. Knowledge of such relations is required when verifying and validating models, particularly because violations of their intended semantics can lead to inconsistencies. While semantic overlaps can certainly be minimized by separating concerns as much as possible, a complete separation of concerns is rarely (if ever) possible.

Several methods for identifying semantic overlaps are proposed in the related literature. However, the associated cost, the strong assumptions made, and the fact that many of the techniques are error prone, renders them impractical for
most scenarios. For example, unification algorithms are typically based on name
or predicate matching and can fail whenever homonyms or synonyms are en-
countered. Rule- or logical inference based approaches rely on rule antecedents
to be matched completely. However, particularly when reasoning over incom-
plete information and knowledge, antecedents may not always (fully) match.
This can lead to results and conclusions that are unintuitive to a human but
logically correct [15]. In fact, there may be cases in which a human would have
considered a partial match to provide sufficient evidence to suggest that the
consequent of the rule should apply. Such behavior suggests that it is useful to
account for uncertainty in automated reasoning processes. In this paper, we use
this as a motivation for introducing a novel, Bayesian inference - based inexact
reasoning approach for constructing probabilistic arguments about model-based
information and knowledge, and apply the developed concepts to the problem
of identifying semantic overlaps.

The remainder of the paper is organized as follows: section 2 briefly introduces
the running example. Our conceptual approach is developed in section 3. A
corresponding algorithm is introduced and evaluated in sections 3.3 and 3.4.
Section 4 reviews similar approaches and compares them to our work. The paper
closes with a short discussion and conclusions in section 5.

2 Running Example: Inferring Semantic Equivalence

To illustrate our conceptual approach, we apply it to the problem of inferring
semantic overlaps. A semantic overlap implies the existence of a semantic re-
lation between two or more utterances of one or more languages. There
are numerous kinds and types of semantic relationships. Some well-known re-
lationships from object-oriented modeling are meronomic (part-whole, has a),
hyponymous ("is a", i.e., type-of), causal and instance-of relations [12]. Partic-
ularly in Model-Driven Engineering (MDE), Model-Based Systems Engineering
(MBSE), and generally multi-view and multi-paradigm software engineering, the
additional category of synonymy-related relationships – which includes semantic
equivalence – is of interest in identifying model correspondences and for the pur-
pose of defining model transformations. We say that two or more expressions are
semantically equivalent if they share a common semantic mapping (meaning).

In our running example, we assume that a number of UML models are given.
As illustrated in figure 1a, some of these models contain classes with proper-
ties that have default values assigned. It is assumed that, across the different
models, some of these properties may be semantically equivalent, but knowl-
edge of their equivalence is not explicitly captured. The task is to find those
pairs of properties that are likely to be semantically equivalent. Because models
describing engineering systems (software and physical systems) are often hetero-
genous in nature, and a great number of very different formalisms is typically
employed, we also assume the existence of a (bi-directional) mapping to some
common representational formalism for all models. For purposes of illustration
and mathematical elegance, and to build on previous work, directed, attributed
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3 Bayesian Reasoning in Models Represented by Graphs

Bayesian reasoning is often considered similar to human reasoning [13]. Illustrative of this are situations in which humans are asked to classify objects. Without any information about the object (other than its existence), a human’s belief about the class that the object belongs to is his or her subjective belief, which is typically formed on the basis of past experience. Once exposed to the object, a human tends to look for certain features, each of which provides further clues towards which class the object is likely to belong to. These features can be identified by observing the object – a process that can be interpreted as the collection of additional information (or evidence) that can be used to update a belief to form a posterior belief. We argue that the same principles can be applied to reasoning over model-based information and knowledge.

3.1 Bayesian Inference & Belief Networks

In Bayesian probability theory, beliefs are updated with new information by applying Bayes’ theorem [2]. The belief to be updated is then also referred to as the prior belief. Assuming that A, B and C are observed events, and given a prior belief about A, the posterior belief about A can be updated with observations B and C using Bayes’ theorem:

\[
P(A \mid B, C) = \frac{P(A, B, C)}{P(B, C)} = \frac{P(A) \ P(B, C \mid A)}{P(B, C)}.
\] (1)

Determining the joint probabilities required to compute equation 1 is non-trivial. In part, this is due to values of joint probability distributions rarely being readily accessible. Also, when determining the joint probabilities by means of...
Bayesian belief networks address both the problem of representing the joint probability distribution over a set of random variables and performing inference with these. Formally, a Bayesian belief network is a tuple \((G, P)\), where \(P\) is a joint probability distribution over a set of random variables \(V\) and \(G\) is a directed acyclic graph whose nodes are random variables in \(V\). Directed edges are used to indicate influence or causal relationships, which express local dependence among random variables [11].

In addition to the DAG property, \((G, P)\) must also satisfy the Markov condition. The Markov condition states that each variable is (locally) conditionally independent of its non-descendants given its parent variables. This condition, along with information about the conditional dependence significantly reduces the number of terms required to fully define the joint probability distribution \(P\) represented by a Bayesian belief network. Therefore, to determine the joint probability through simple enumeration, the product of the conditional probabilities of all random variables \(X_i \in V\) given values of their parents \(pa(X_i)\) (whenever these conditional distributions exist) must be determined [11] (see equation 2):

\[
P = P(X_1 = x_1, X_2 = x_2, ...) = \prod_i P(X_i = x_i \mid pa(X_i)) .
\]  

This reduces the set of unknowns to only the conditional distributions of the random variables in \(V\) given values of their parents in the Bayesian network. These distributions are known as the parameters of a Bayesian network.

Figure 2 illustrates both the structure and the parameters of the Bayesian network used for the running example. Note the use of the short hand notation \(P(X_i = 0) = P(X_i)\) and \(P(X_i = 1) = P(\neg X_i)\) for binary random variables \(X_i\). The network is assumed to be constructed by a human and encodes the assumption that knowing whether or not a particular pair of properties has similar (or

\[
\begin{align*}
P(T | N, E) &= 0.999 \\
P(T | N, \neg E) &= 0.01 \\
P(T | \neg N, E) &= 0.999 \\
P(T | \neg N, \neg E) &= 0.001 \\

P(N | E) &= 0.92 \\
P(N | \neg E) &= 0.01 \\

P(V | T, E) &= 0.98 \\
P(V | T, \neg E) &= 0.01 \\
P(V | \neg T, E) &= 0.50 \\
P(V | \neg T, \neg E) &= 0.001 \\

P(E) &= 0.001
\end{align*}
\]
dissimilar) names \((N)\), compatible (or incompatible) types \((T)\), and equal (or unequal) values \((V)\) is influenced by whether or not the pair of properties is semantically equivalent (or different) \((E)\). In addition, it is assumed that whether or not names are similar influences the probability of types being compatible which, in turn, influences the probability of values being equal. The parameter values shown reflect the subjective beliefs of the same human. For example, at the time of specifying the network parameters, the human believes that the probability of any pair of properties being semantically equivalent is 0.1%.

### 3.2 Using Pattern Matching to Measure Random Variables

Using the information provided in the Bayesian network illustrated in figure 2, as well as equations 1 and 2, a number of interesting diagnostic inferences can be performed. For instance, consider an experiment where the random outcome \(\omega \in \Omega\) is a pair of properties from the space of all pairs of properties \(\Omega\). Say one can determine (by observing the object) that the pair of properties \((\omega)\) has similar names, unequal values and compatible types. Furthermore, say that, due to a lack of available information and knowledge, we cannot be certain about the semantic equivalence of the two properties. Taking all of this new information into account, the probability of semantic equivalence for this particular pair of properties (which, without the observations is only the belief of any pair of properties being semantically equivalent: i.e., \(P(E)\)) can be updated. Mathematically, this equates to determining \(P(E | N, \neg V, T)\). Note that \(P(E | N, \neg V, T)\) is a meaningful statement about the probability of semantic equivalence of any pair of properties for which it can be determined with certainty that their names are similar, types compatible and values not equal.

By the earlier assumption that all models are represented by a graph, the definition of the UML class properties considered in the running example must also be represented by a graph (at least at some level of abstraction—see figure 1b). Determining whether or not any two properties represented by a graph fulfill a certain condition (e.g., such as both properties having similar names) can be done computationally by means of graph pattern matching. Therefore, we argue that the process of collecting more information about, e.g., a particular pair of UML class properties can be mapped to querying a graph pattern.

To illustrate this result more formally, let \((\Omega, \mathcal{F}, P)\) represent the probability space over which all random variables \(X_i \in \mathcal{V}\) in the Bayesian network are defined. We define the sample space \(\Omega\) as the set of all pairs of property definitions \(N_{\mathcal{G}, \text{prop}}\) in the graph \(\mathcal{G}\) representing models: \(\Omega = N_{\mathcal{G}, \text{prop}} \times N_{\mathcal{G}, \text{prop}}\). Furthermore, we define the \(\sigma\)-algebra as \(\mathcal{F} = 2^{\Omega}\) (where \(2^{\Omega}\) denotes the power set). By definition, a random variable is a mapping \(X_i : \Omega \rightarrow E\) from the sample space to some measurable space \(E\). Therefore, an \(e \in E\) must be measurable for any \(\omega \in \Omega\). By definition of the measurable preimage \(X_i^{-1}(e) \in \mathcal{F}\), an \(e \in E\) is measured whenever an event \(f \in \mathcal{F}\) is observed. To fully define the mapping, it is sufficient to determine which pairs of properties are elements of the preimages of a random variable. Per our definition of the random variable \(N\), the preimage of \(N^{-1}(0)\) is the set of all pairs of properties with similar names, i.e., all \(\omega \in \Omega\).
which have similar names. We argue that determining the pairs of properties (i.e., the $\omega_i$s) for which this is the case, is computationally possible by encoding the necessary knowledge in an appropriate pattern.

Figure 3 illustrates the patterns used for the running example in a datalog-like syntax. Variables are unique by name and are indicated by a ? as prefix. Graph triples – i.e., two nodes (a subject and an object) connected by a directed edge (a predicate) – are separated by brackets and are written in the form (subject predicate object). Note that `notEqual(x, y)` and `equal(x, y)` are functors that perform semantic equality checks on their arguments (for instance, 1 and 1.0 are considered semantically equal).

Note carefully that, per the definition of the probability space, every property can and, in a state of perfect information and knowledge, must have a name, type and value. This means that all pairs of properties must be part of one of the preimages $X_i^{-1}(c)$. In demonstrating our approach, only binary random variables were used. However, we recognize that multi-valued random variables may be more appropriate in other cases. Also note that, in a state of incomplete or inconsistent information, only a subset of the members of each of the preimages of the random variables can be determined using only the knowledge encoded in a pattern. Additional resources need to be committed to determine set membership for the other pairs of properties. Committing additional resources may require human intervention and the adding of additional information to the models.

### 3.3 Algorithm

By exploiting the structure of the Bayesian network, inference of probability distributions can be performed quite efficiently, e.g., using the junction tree algorithm [11]. Less trivial is the process of collecting information about a particular pair of properties – i.e., computationally determining which information and knowledge should be taken into account when determining the probability of semantic equivalence for a particular pair of properties. For instance, for a pair of properties...
Algorithm 1: Infer propositions and associated probability distributions given a set of changes to a graph and a Bayesian network.

Algorithm doInference(Graph G, Triples T, BayesianNetwork B)

for t ∈ T do
    InfContext ← observe(G, t, events(B), true);
    for observations ∈ InfContext do
        ObservedRVs ← observations.getRandomVariables();
        for rv ∈ (B.getRandomVariables() \ ObservedRVs) do
            D ← D ∪ B.inferDistribution(rv, ObservedRVs);
    return D

Procedure observe(Graph G, Triple t, Events E, Boolean expand)

for e ∈ E do
    p ← pattern(e);
    TL ← ∅;
    if tripleMatchesPartOfPattern(p, t) then
        while (m ← G.nextMatch(t, p)) ≠ ∅ do
            Bs ← m.getBindingsToSharedVariables();
            Obs[Bs] ← Obs[Bs] ∪ (e, variableBindings(m));
            if expand then
                for b ∈ Bs do
                    TL ← TL ∪ G.findTriplesAbout(b);
            for tl ∈ TL do
                Obs ← Obs ∪ observe(G, tl, E \ e, false);
        return Obs

properties that has no values assigned, but similar types and names, \( P(E \mid N, T) \) constitutes a meaningful, and, using the Bayesian network, inferable probability of semantic equivalence, since it takes all of computationally determinable information into account – that is, all of information that can be extracted from the graph solely using graph pattern matching. To determine the probability of semantic equivalence for each individual pair of properties, a naive algorithm would have to iterate over all pairs of properties and, for each pair, a number of graph searches would need to be performed to determine matches to all patterns associated with the random variables. In addition, a potentially large number of inferences in the Bayesian network need to be performed.

Given the complexity of these operations, we propose an incremental algorithm (see algorithm 1) which considers only the changes made to an input graph. The changes are provided in the form of a set of graph triples. The incremental behavior of the algorithm is valid for as long as the structure of the Bayesian network does not change (note that a change in the parameters would only require a re-computation of the posterior beliefs). Verbally, algorithm 1 attempts to measure all random variables within the context of a single triple by matching the
associated patterns, followed by performing inference in the Bayesian network. This procedure is called iteratively over the set of added triples: first, the current triple is compared to all patterns. If the triple can be matched against any part of a pattern, a full pattern match in the graph is performed. For each match to the pattern, the value of the random variable and a context defined by the bindings to the common, shared pattern variables (in the running example: \( \texttt{?p1} \) and \( \texttt{?p2} \)) is stored in a map. To find matches to the other patterns within one variable binding context, a list of triples directly related to the nodes and edges bound to the variables shared across patterns is compiled (i.e., triples with one of the bound elements as a subject, predicate or object). The pattern matching procedure is then repeated over this list.

3.4 Proof-of-Concept Implementation & Algorithm Evaluation

In previous work, we have developed a model-based reasoning framework called ConSystent \[9\]. ConSystent uses the Resource Description Framework (RDF) as an underlying formalism for representing models by graphs. RDF representations of models are automatically generated. This generated RDF data is collected and stored in a central RDF store (Apache Fuseki).

For the purpose of demonstrating the technical feasibility of our approach, and to test our algorithm, we have extended this existing infrastructure with two additional components: firstly a simple Bayesian network library supporting inference with discrete random variables, and secondly a custom reasoning engine which implements Apache Jena’s Reasoner interface. The expressiveness for defining patterns using the Apache Jena datalog-like rule language is preserved by internally rewriting the patterns used for measuring random variables as rules with empty rule headers.

A preliminary evaluation of the algorithm and its implementation was performed using three sets of models. In each scenario, different quantities, kinds (UML, Simulink) and sizes of models were used. Samples of the inference results were drawn at random and inspected manually. Two important reflections have been made: firstly, common inferences (such as pairs of properties, for which the only observation is type inequality) can lead to a very large number of inferences, even for small models. This indicates that patterns need to not only be designed carefully, but heuristics may need to be employed to further define which inferences are considered valuable. Such heuristics can then form a basis for a classifier that decides which inferences to present to a modeler for further consideration. Secondly, due to the algorithm iterating over the set of all triples, some inferences are performed multiple times. However, this is not considered an issue – rather, it is a likely indicator of a non-optimality of the algorithm.

4 Related Work

In the related literature, most approaches to reasoning over (model-based) information and knowledge are based on logical inference. Inference of semantic overlaps typically makes use of unification algorithms, which exploit representation
conventions. This includes predicate matching, of which the work by Finkelstein et al. is an example [6]. Additionally, Triple Graph Grammars (TGG) and, more generally, correspondence models have been used for similar purposes [7]. The approaches are similar in that syntactic matching is performed. Rules are used to define correspondences and transformations, which are typically based on structural semantics. In some instances, models are enhanced with stereotypes [14] or elements from a common, shared ontology [8]. However, all of these methods make a number of strong assumptions: for example, in name- or predicate-based approaches, spelling mistakes or the use of synonyms can produce false negatives. False positives may be produced as a result of homonyms. Common, shared ontologies can be criticized based on the argument that necessitating tagging of models with elements of the ontology is highly labor intensive and agreement of the ontology among stakeholders is difficult to achieve [15]. Secondly, unifying ontologies can quickly grow unmanageably large at which point they become expensive to maintain.

Approaches to inferring semantic overlaps that are based on similarity analysis can be considered complementary to our work. In [3, 5] probabilistic approaches to mediating database schemas are introduced. Probabilistic inference has also been investigated in semantic web applications. For instance, in [10], an extension to RDF was proposed to support uncertain inferences by associating probabilities with both implications and statements. PR-OWL, a proposed probabilistic extension to the Web Ontology Language (OWL) to define Bayesian networks, is introduced in [4]. The disadvantage to most of these approaches is that they are either not Bayesian – which, by definition, does not provide a suitable basis for admissible decision rules [2] – or are incomplete, or provide no working implementation.

5 Discussion & Conclusions

In this paper, the use of Bayesian inference in combination with pattern matching is demonstrated and applied to the problem of inferring (likely) semantically equivalences. Identifying semantic overlaps – and generally reasoning over models – is an essential part of identifying inconsistencies and, hence, indispensable to verification and validation of models.

Logical inference can fail in scenarios where incomplete, underspecified and inconsistent views of models are consolidated. Bayesian inference, on the other hand, can always draw useful conclusions. Combining Bayesian inference and pattern matching as described in this paper can be viewed as an extension to the more commonly applied approach of using implications (or, generally, rules) to perform logical inference, and model- and graph-transformations: any outcome with probability 1 or 0 can be said to have been logically entailed by the evidence considered. For these reasons, applications such as spam filtering employ a similar combination of Bayesian inference and pattern matching to improve the effectiveness of the reasoning task at hand.
To the best of knowledge of the authors, the combination of Bayesian inference and graph pattern matching has, to the date of writing this paper, not been used within the context of reasoning about properties of engineering models. However, we strongly believe that such an approach is promising, particularly for large-scale model-driven development applications. This is supported by the fact that Bayesian inference allows for rational assessment of important properties, e.g., related to the state of consistency and validity, of incomplete, underspecified and inconsistent models.
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Abstract. Distributed Real-Time Embedded (DRE) Systems that address safety and mission-critical system requirements are applied in a variety of domains today. Complex, integrated systems like managed satellite clusters expose heterogeneous concerns such as strict timing requirements, complexity in system integration, deployment, and repair; and resilience to faults. Integrating appropriate modeling and analysis techniques into the design of such systems helps ensure predictable, dependable and safe operation upon deployment. This paper describes how we can model and analyze applications for these systems in order to verify system properties such as lack of deadline violations. Our approach is based on (1) formalizing the component operation scheduling using Colored Petri nets (CPN), (2) modeling the abstract temporal behavior of application components, and (3) integrating the business logic and the component operation scheduling models into a concrete CPN, which is then analyzed. This model-driven approach enables a verification-driven workflow wherein the application model can be refined and restructured before actual code development.

1 Introduction

Safety and mission-critical DRE systems are used in a variety of domains such as avionics, locomotive control, industrial and medical automation. Given the increasing role of software in such systems, growing both in size and complexity, utilizing predictable and dependable software is critical for system safety. To mitigate this complexity, model-driven, component-based software development has become an accepted practice. Applications are built by assembling together small, tested component building blocks that implement a set of services. Models describe what these component blocks are, what interfaces they have, how they are built, how they interact and how they are deployed to realize the domain-specific application.

Complex, managed systems, e.g. a fractionated spacecraft following a mission timeline and hosting distributed software applications expose heterogeneous concerns such as strict timing requirements, complexity in deployment, repair and integration; and resilience to faults. High-security and time-critical software applications hosted on such platforms run concurrently with all of the system-level mission management and failure recovery tasks that are periodically undertaken on the distributed nodes. Once deployed, it is often difficult to obtain low-level...
access to such remote systems for run-time debugging and evaluation. These
types of systems therefore demand advanced design-time modeling and analysis
methods to detect possible anomalies in system behavior, such as unacceptable
response time, before deployment.

Our team has designed and prototyped a comprehensive information architec-
ture called Distributed REal-time Managed System (DREMS) [1, 2] that
addresses requirements for rapid component-based application development. In
prior work, we have described the design-time modeling capability [3], and the
component model used to build and execute applications [4]. The formal model-
ing and analysis method presented in this paper focuses on applications that
rely on this foundational architecture.

The principle behind this design-time analysis here is to map the structural
and behavioral specifications of the system under analysis into a formal domain
for which analysis tools exist. Using an appropriate model-based abstraction,
the mapping from one domain to another remains valid under successive re-
finements in system development, including code generation. Application develop-
ers use domain-specific modeling languages to model the component assembly,
component interactions, component execution code, operation sequencing, and
associated temporal properties such as estimated execution times, deadlines etc.
Using such application-specific parameters in the design model, a Colored Petri
net-based (CPN) [5] analysis model is generated. The analysis must ensure that,
under the assumptions made about the components and the component architec-
ture, the behavior of the system remains within the safe operational region. The
results of this analysis will enable system refinement and re-design if required,
before actual code development.

The remainder of this paper is organized as follows. Section 2 presents ex-
isting research relating to this paper; Section 3 provides a brief background on
the DREMS Infrastructure and on the CPN formalism; Section 4 discusses the
problem statement that is evaluated; Section 5 describes how this architecture
is abstracted and modeled using CPN; Section 6 investigates the utility and
scalability of state space analysis; Section 7 briefly describes how the analysis
model is generated; Sections 8 and 9 present future extensions to the proposed
approach and concluding remarks respectively.

2 Related Research

In recent years, much of the proliferating work in the development of mission-
critical distributed real-time systems addresses the need for Safety and Verifi-
cation driven Engineering. Structural properties of the system are established
using domain-specific modeling tools. Design models are transformed into rel-
levant analysis models to study possible behaviors of the system and identify
anomalies. When analyzing timing behavior, typically several exaggerated as-
sumptions such as upper bounds on task execution times, service rates, maxi-
mum resource consumption etc are made. The results of system analysis using
these assumptions are equally pessimistic. However, real-time systems with high
criticality necessitate such assumptions to avoid the consequences of poor design.
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Predictability of system behavior is achieved by obtaining upper bounds on the system properties.

Petri nets and their extensions have proven to be a powerful formalism for modeling and analyzing concurrent systems. System designs represented using a domain-specific modeling languages are often translated into Petri nets for formal analysis. High-level formalisms such as AADL models have been translated into Symmetric Nets for qualitative analysis [6] and Timed Petri nets [7] to check for real-time properties such as deadline misses, buffer overflows etc. Similar to [7], our CPN-based analysis also makes use of observer places [8] that monitor the system behavior and look for real-time property violations and prompt completion of operations. However, [7] only considers periodic threads in systems that are not preemptive. Our analysis covers a broader range of thread interaction patterns geared towards component-based applications operating on a hierarchical scheduling scheme requiring higher-level modeling concepts to capture component interaction in a distributed setup.

In the context of component-based systems, for complete real-time analysis, significant information must be obtained about the component assembly, the interaction patterns and the temporal behavior of components. The real-time model of the system is composed of real-time models of its constituent parts, each with its own temporal behavior. Using abstract model descriptors, [9] describes a real-time model for component-based systems, including semantic and quantitative meta-data about component real-time behavior. Using the MAST transactional modeling methodology [10] and analysis tools in the MAST environment, schedulability checks and priority assignment automation are performed. Note here that for every real-time application, a separate and independent real-time analysis model is generated for each mode of operation and analyzed separately.

For classes of component-based systems whose component assembly and application structure change dynamically over time, design-time verification is observed to be insufficient. Incremental re-verification strategies [11] have been applied to dynamic systems to augment traditional compositional verification by identifying the minimal set of components that require re-verification after dynamic changes. Since our approach considers design-time deployment plans that are static, our analysis does not consider dynamic changes to component assembly at run-time, but it will be subject of future work.

3 Background

DREMS Components: Design and implementation of component-based software applications rest on the principle of assembly: Complex systems are built by composing re-useable interacting components. Components contain functional, business-logic code that implements operations on state variables. Ports facilitate interactions between communicating components. A component-level message queue, with associated infrastructure code, controls the scheduling of operations of the individual components. Figure 1a shows the basic DREMS component.

Each DREMS component supports four basic types of ports for interaction with other collaborating components: Facets, Receptacles, Publishers and Subscribers. A component’s facet is a unique interface that can be invoked either
synchronously via remote method invocation (RMI) or asynchronously via asynchronous method invocation (AMI). A component's receptacle specifies an interface required by the component in order to function correctly. Using its receptacle, a component can invoke operations on other components using either RMI or AMI. A publisher port is a single point of data emission and a subscriber port is a single point of data consumption. Communication between publishers and subscribers is contingent on the compatibility of their associated topics (i.e. data types). More details on this component model can be found in [4].

**Component Operation Scheduling:** An operation is an abstraction for the different tasks undertaken by a component. These tasks are implemented by the component's executor code written by the developer. As shown in Figure 1b, in order to service interactions with the underlying framework and with other components, every component is associated with a message queue. This queue holds instances of operations ('messages') that are ready for execution and need to be serviced by the component. These operations service either interaction requests (seen on communication ports) or service requests (from the underlying framework). An example for the latter is the use of component timers that can periodically (or sporadically) activate an operation. Each operation is characterized by a priority and a deadline. The deadline here is the maximum acceptable time between the release of a component operation and the completion of that operation, measured starting from when the operation is enqueued onto the component's message queue. To facilitate component behavior that is free of deadlocks and race conditions, the component's execution is handled by a single thread. This single-threaded execution helps avoid synchronization primitives such as internal lock variables that lead to tenuous code development.

The DREMS OS scheduler enforces an ARINC-653 [12] style temporal and spatial partition scheme in order to schedule components grouped into processes. Temporal partitions, as shown in Figure 1b, are periodic fixed intervals of the processor time. Note that there are two levels of scheduling in DREMS: (1) Each component operation in the component-level is scheduled using a component-level scheduler, and (2) each component executor thread, on the system-level, is
scheduled by the OS in one of the temporal partitions, granting a slice of the CPU's time to those threads.

3.1 Colored Petri Nets
Petri nets [13] are a graphical modeling tool used for describing and analyzing a wide range of systems. A Petri net is a five-tuple \((P, T, A, W, M_0)\) where \(P\) is a finite set of places, \(T\) is a finite set of transitions, \(A\) is a finite set of arcs between places and transitions, \(W\) is a function assigning weights to arcs, and \(M_0\) is the initial marking of the net. Places hold a discrete number of markings called tokens. A transition can legally fire when all of its input places have necessary number of tokens, and when it produces tokens for its output places.

With Colored Petri nets (CPN) [5], tokens carry values of specific data types called colors. Transitions in CPN are enabled for firing only when valid colored tokens are present in all of the typed input places, and valid arc bindings are realized to produce the necessary colored tokens on the output places. The firing of transitions in CPN can check for and modify the data values of these colored tokens. Furthermore, large and complex models can be constructed by composing smaller sub-models as CPN allows for hierarchical description. This extended paradigm can more easily model and analyze systems with typed parameters.

4 Problem Statement
Consider a set of mixed-criticality component-based applications that are distributed and deployed across a cluster of embedded computing nodes. Each component has a set of interfaces that it exposes to other components and to the underlying framework. Once deployed, each component works by executing operations placed on its component message queue. Each component is associated with a single executor thread that handles these operation requests. These executor threads are scheduled in conjunction with a known set of highly critical system threads and low priority best-effort threads. Furthermore, the application threads are also subject to a temporally partitioned scheduling scheme. System assumptions include (1) knowledge of the sequence of computational steps of known duration that are executed inside each component operation, (2) knowledge of the worst-case estimated time taken by each computational step, and (3) the estimated worst-case time taken to initiate a remote function call and to process the response, accounting for network-level delays. Using this knowledge about the system, the problem here is to ensure that the temporal behavior of all the application components lies within the bounds laid out by the system specifications. Ideally, this is achieved by verifying such system properties as lack of deadline violations for component operations. For scenarios where the system design isn’t complete, e.g. application thread priorities are unknown, the paper describes the utility of an approach to identifying the subset of system behaviors that satisfy timing requirements and provide useful information to designers, e.g. partial thread execution orders.

5 Colored Petri net-based Modeling
This section briefly describes how CPN can be used to build an extensible, scalable analysis model for component-based software applications. To edit, simulate and analyze this model, we use the CPN Tools [14] tool suite.
The CPN model captures the behavioral semantics of our component model described in [4], using knowledge of several factors that resolve the deployment of the component-based application. These factors include the following system properties: (1) configuration of temporal partition scheduling on each node of the distributed system, (2) location of each component being deployed (which temporal partition and which computing node) (3) properties of the component executor threads (thread priority), (4) properties of timers (period and offset), and (5) component interactions and assembly (i.e. the ‘wiring’).

Figure 2 shows a top-level structure of the CPN-based analysis model. The place *Component Threads* holds a token with a list of all executor threads responsible for component interactions. This list is maintained based on thread priorities on each node so that the highest priority ready thread is always chosen first by the OS scheduler. **Timers** maintains a list of all infrastructural timers in the application. All timer expiries at a specific clock value\(^1\) are handled by the transition **Timer Expiry**. A timer can be used in our component model to trigger the execution of a component operation. DREMS components are dormant by default. Once initialized, a component executor is not eligible to run until there is an operation added to the component message queue. To start a sequence of component interactions, periodic or sporadic timers can be used to trigger an operation of a component.

If a timer triggers a component execution, this component is identified as a candidate for scheduling by **Schedule Thread**. This transition always schedules the highest priority thread that is ready to execute in the active partition on each node. If two threads of equal priority are eligible, the scheduler picks one at random and maintains a round-robin scheduling scheme. If the highest priority thread is not already servicing an operation request, the highest priority operation from its message queue is dequeued and scheduled for execution.

The **Component Message Queues** place is a list that manages the message queues of all components across all nodes. Every time a component thread executes...

\(^1\) The clock values are integers.
cutes an operation, the completion of this operation could trigger another component into execution. For instance - the completion of an RMI query on a client component triggers a server-side RMI operation that this server will have to execute. Such interactions are derived from the modeling tools and appropriate tokens are generated in place Interactions. When executing component threads, Execute Thread checks to see if the execution has any effect on the running thread or on other threads. Therefore, when the client thread completes an RMI query, this thread is moved to Blocked Threads and a server RMI operation is placed in Waiting to Enqueue. Later, when the server thread is scheduled, the client is unblocked appropriately.

6 State Space Analysis

Given a CPN model (that was generated from a component architecture and deployment model), a state-space of the system can be constructed using the semantics of CPN. This state space is infinite, however, in practice, it is often sufficient to consider some finite subset, starting from a initial state up to a few hyperperiods of the partition scheduler. In order to describe the utility of state space analysis, we consider a simple trajectory planning application (TPA).

The component assembly for this application is shown in Figure 3a. A Sensor component periodically publishes on a trigger topic, notifying the Trajectory Planner of the existence of new sensor data. Once the notification is received, the Trajectory Planner makes an RMI call to retrieve the data structure of sensor values, using which the satellite trajectory is updated. The sequence of steps in each of these operations is referred to as the business logic of the operation. This business logic is modeled using a textual language in the modeling tools, in which the designer specifies the macro execution steps in a component operation along with worst-case estimated time taken on each step. Figure 3b shows the expected timing diagram.

The analyzable states of this system are observed in the markings of the various CPN places in the model. Using the built-in state space analysis in CPN Tools a bounded state space of the system is generated. Using both standard
Deadline Violation Detection: Each time a component operation is scheduled, the clock value of the node is recorded as the "start time" of the operation. If this operation is incomplete when the clock reaches the operation's deadline, a deadline violation is detected. Using the SearchNodes function in CPN Tools, the deadline violations on any component operation can be identified by observing all component operations each time the node-specific clock progresses. In Figure 3b, the DDS_OP on the Trajectory Planner takes 56 ms to complete, measured from when the operation was enqueued and marked as ready. If the deadline of this operation is set to 50 ms, a state space search would reveal a deadline violation when the clock reaches 51 ms.

Worst-case Trigger-to-Response Time Calculation: For a known trigger operation and desired response operation, the worst-case trigger-to-response time can also be calculated from the generated state space. Using the names of the trigger and response operations, a state space node that presents the earliest completion of the trigger operation and the latest completion of the response operation within the set period is identified. In the Trajectory Planning application, considering the TIMER_OP to be the trigger and the trajectory planning DDS_OP to be the response, the worst-case response time is found to be 68 ms (Trigger completes earliest at 8 ms and response completes latest at 76 ms).

Partial Thread Execution Order Generation: In development scenarios where an application developer is aware of the operation-specific timing requirements but not thread priorities, the analysis is capable of identifying partial thread execution orders that satisfy the requirements. If all unknown thread priorities are set to a common value, the generated partial state space will then encapsulate the set of non-deterministic thread execution orders that arise from the scheduling. Using timing requirements of the form - Once Operation A on Component A on Node A completes, Operation B on Component B on Node B must complete within 150 ms, a state space node satisfying this requirement can be identified by querying the generated state space. A backtrace from this node enables assigning thread priorities to ensure the satisfaction of the timing requirement.

Scalability Testing: The size of the generated state space is dependent on the amount of concurrency in the behavior. If all the executing threads had unique priorities, the thread execution order is a constant as the scheduling is priority-based. However, for large systems with groups of applications and increased concurrency, an equally large state space is required to observe the tree of possible thread executions and operational behaviors. This analysis model has been identified to scale well for medium-sized applications, tested up to 100 components distributed on up to 5 computing nodes. Table 1 summarizes these results.
Table 1: Scalability Results

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Nodes</th>
<th>Partitions</th>
<th>Threads</th>
<th>Hyper-periods</th>
<th>State Space</th>
<th>Generation Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPA</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>10</td>
<td>180</td>
<td>0.981s</td>
</tr>
<tr>
<td>Sample2</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>124,469</td>
<td>14.1m</td>
</tr>
<tr>
<td>Sample3</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>10</td>
<td>485,552</td>
<td>36.5m</td>
</tr>
</tbody>
</table>

7 Analysis Model Generation

As mentioned in Section 5, the control flow and timing details of component operations are directly integrated into the design-time modeling framework. Using the formal domain-specific model of the system, the configuration of the partition scheduling and component assembly are derived and translated into meaningful CPN tokens. The business logic of each component operation is expressed using a textual language with one attribute per interaction per instance of each component being deployed. Model interpreters parse through this complete design model, instantiating CPN model templates and combining these instances to generate a single integrated .cpn file to analyze the entire system.

8 Future Work

In order to generalize this analysis model and provide flexibility, one possible extension to this approach is to cater to other commonly used scheduling schemes, such as EDF, for component operation scheduling; and novel interaction patterns (e.g. reliable broadcast). Also, the current analysis approach inherits the benefits and the drawbacks of using pessimistic estimates for execution times. Another possible extension to this approach would be to provide a stochastic schedulability analysis allowing for a trade-off between reliability and cost of resources required by the system.

9 Conclusions

Distributed real-time systems operating in dynamic environments, and running mission-critical applications face strict timing requirements to operate safely. This paper presents a Colored Petri Net-based approach to capture the architecture and temporal behavior of such applications for both qualitative and quantitative schedulability analysis. This analysis model includes a compact, scalable representation of high-level design, accounting for the dynamics of real-time thread execution while exploiting knowledge of component execution code. Exhaustive state space search enables verification and validation of useful and necessary system properties, reducing development costs and increasing reliability for such time-critical systems.
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