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The counterexample in probabilistic model checking (PMC) is a set of paths in which a path formula
holds, and their accumulated probability violates the probability bound. However, understanding the
counterexample is not an easy task. In this paper we address the complementary task of counterexample
generation, which is the counterexample analysis. We propose an aided-diagnostic method for probabilistic
counterexamples based on the notions of causality and regression analysis. Given a counterexample for a
Probabilistic CTL (PCTL)/Continuous Stochastic Logic (CSL) formula that does not hold over Discrete Time
Markov Chain (DTMC)/Continuous Time Markov Logic (CTMC) model, this method generates the causes of
the violation, and describes their contribution to the error in the form of a regression model.

Probabilistic Model Checking (PMC), Probabilistic Computation Tree Logic (PCTL), Probabilistic
Counterexample, Causality, Structural Equation Modeling (SEM), Regression Analysis.

1. INTRODUCTION

Probabilistic Model Checking (PMC) has appeared
as an extension of model checking for modelling and
analysing systems that exhibit stochastic behaviour.
Several case studies in several domains have been
addressed from randomized distributed algorithms
and network protocols to biological systems and
cloud computing environments. These systems
are described usually using Discrete-Time Markov
Chains (DTMC), Continuous-Time Markov Chains
(CTMC) or Markov Decision Processes (MDP), and
verified against properties specified in Probabilistic
Computation Tree Logic (PCTL) Hansson and
Jonsson (1994) or Continuous Stochastic Logic
(CSL) (Aziz et al (2000), Baier et al (2003)).

Unlike the previous methods proposed for conven-
tional model checking that generate the counterex-
ample as a single path ending with bad state repre-
senting the failure, the task in PMC is quite different.
The counterexample in PMC is a set of evidences
or diagnostic paths that satisfy the formula and their
probability mass violates the probability bound. As
it is in conventional model checking, the generated
counterexample should be small and most indicative
to be easy for understanding Aljazzar and Leue

(2009, 2010, 2011); Han et al. (2009). In PMC, this
task is more challenging.

Generating small and indicative counterexamples
only is not enough for understanding the error.
Therefore, in conventional model checking, many
works have addressed the analysis of counterex-
amples to understand the failure (Ball et al. (2003),
Zeller et al. (2002), Groce et al. (2003), Groce et al.
(2006), Wang et al. (2006), Kumazawa and Tamai
(2011), Beer et al. (2011)). As it was done in
conventional model checking, addressing the error
explanation in the PMC is highly required, especially
that probabilistic counterexample is a set of multiple
paths instead of single path, and it is probabilistic.

In this paper, we address the diagnosis of
probabilistic counterexamples. To this end, we adopt
the definition of causality based on counterfactuals
by Halpern and Pearl (Halpern and Pearl (2001))
to reason formally about the causes, and then
transform the causality model into regression model
using Structural Equation Modelling (SEM) in order
to quantify the contribution of these causes to the
error . SEM is a comprehensive analytical method
used for testing and estimating causal relationships
between variables embedded in theoretical causal
model (Wright and Sewall (1921)). Regression



analysis, path analysis and factor analysis are all
special cases of SEM.

This paper contains two complementary contribu-
tions. The first defines a formal causality model for
the counterexample, where we give the definition of
an actual cause for the violation of PCTL/CSL for-
mula ¢ = P<,(¢). The second complements the first
by generating a regression model from the causality
model, which quantifies the effect of each cause on
the violation of the PCTL/CSL formula. In this paper,
we will focus on upper bounded properties. Lower
bounded properties can be transformed easily to up-
per bounded properties (Aljazzar and Leue (2010),
Han et al. (2009)). Our approach does not ignore
the previous approaches of generating probabilistic
counterexamples, but instead it is based on them.
Our approach for error explanation is based directly
on the most indicative counterexamples(Aljazzar and
Leue (2010), Han et al. (2009)).

The rest of this paper is organized as follows.
In Section 2, we present some preliminaries
and definitions. The Probabilistic Computation Tree
Logic (PCTL) and probabilistic counterexamples are
presented in this section. In section 3, we give the
definition of Causes in probabilistic counterexamples
with the formal causality model, and then we
show how to generate the regression model from
it. Following that, we introduce an algorithm for
generating the causes of violation of PCTL/CSL
properties and the related regression model. Section
4 describes an experimental study. Section 5
presents the related works. At the end, we present
conclusion and future works.

2. PRELIMINARIES AND DEFINITIONS

A Discrete-Time Markov Chain (DTMC)is a tuple
D = (S,sinit, P,L) , such that S is a finite set of
states, s;ni: € S the initial state,P : S x S — [0,1]
represents the transition probability matrix, L : S —
24P s a labelling function that assigns to each state
s € S the set L(s) of atomic propositions. An infinite
path o is a sequence of states spsjsq... , where
P(si,8:41) > 0 for all i > 0. A finite path is finite
prefix of an infinite path. We define a set of paths
starting from a state s by Paths(sp). The underlying
o-algebra is formed by the cylinder sets which are
induced by finite paths in Paths(sg). The probability
of this cylinder set is:

P(o € Paths(sg)|sos1..-snis a prefix of o) =
Higo<n P(si, si+1)

35

2.1. Probabilistic Computation Tree Logic
(PCTL)

The Probabilistic Computation Tree Logic (PCTL)
has appeared as an extension of CTL for the
specification of systems that exhibit stochastic
behaviour. We use the PCTL for defining quantitative
properties of DTMCs. PCTL state formulas are
formed according to the following grammar:

¢ == truelal=o|gr A da|Pp()

Where a € AP is an atomic proposition, ¢ is a
path formula, P is a probability threshold operator,
~e {<,<,>,>} is a comparison operator, and p
is a probability threshold. The path formulas ¢ are
formed according to the following grammar:

@ = 1 U |1 Wepa| o1 U=" o | oy W=" b

Where ¢,and¢, are state formulas and n € N. As in
CTL, the temporal operators (U for strong until, W for
weak (unless) until and their bounded variants) are
required to be immediately preceded by the operator
P. The PCTL formula is a state formula, where
path formulas only occur inside the operator P. The
operator P can be seen as a quantification operator
for both the operators V (universal quantification) and
3 (existential quantification), since the properties are
representing quantitative requirements.

The semantics of a PCTL formula over a state s (or
a path o) in a DTMC model D = (S, sinit, P, L) can
be defined by a satisfaction relation denoted by k.
The satisfaction of P..,,(¢) on DTMC depends on the
probability mass of set of paths satisfying ¢. This set
is considered as a countable union of cylinder sets,
so that, its measurability is ensured.

The semantics of PCTL state formulas for DTMC is
defined as follows:

s E true & true
sEa<ac L(s)
sE-des i

sSEQM NG & sEGIASE ¢
5 Pyl9) & Pls = 9) ~ p

Given a path ¢ = sgs;... in D and an integer j; >
0, where ¢[j] = s;, The semantics of PCTL path
formulas for DTMC is defined as for CTL as follows:

0):¢1U¢2<:>E|]200[j] )=¢2/\(V0§k<

j.o k] = ¢1)

o E01Woy & 0 = p1Upe V (VE > 0.0 [k] = ¢1)

o= US"g & F0<j<noljlEds ANVO<Ek<
j.o k] = ¢1)

o nWS"¢y & 0 = US" gy vV (VO < k <

n.o k] = ¢1)



For specifying properties of CTMC, we use The
Continuous Stochastic Logic (CSL). CSL has the
same syntax and semantics as PCTL, except that in
CSL, the time bound in bounded until formula can be
presented of an interval of non-negative reals. Before
verifying CSL properties over CTMC, the CTMC has
to be transformed to its embedded DTMC. Therefore,
further description of CTMC model checking is
beyond the scope of this paper. We refer to [2, 3]
for further details. In the rest of paper, we refer to
probabilistic formula PCTL/CSL as ¢ = P<,(¢).

2.2. Probabilistic Counterexamples

The probabilistic counterexample is generated
when a PCTL/CSL property is not satisfied. The
probabilistic property ¢ = P<,(y) is refuted when
the probability mass of the paths satisfying ¢
exceeds the bound p. Therefore, a probabilistic
counterexample for the property ¢ is formed by
a set of paths starting at state s and satisfying
the path formula ¢. We denote these paths by
Paths(sg = ¢). The counterexample can be formed
of set of finite paths where each path ¢ = sgs;1...5,
is a prefix of an infinite path from Paths(sy = ¢)
satisfying the formula ©.We denote these paths by
FinitePaths(sg = ¢). These finite paths are also
called diagnostic paths (Aljazzar and Leue (2010),
Aljazzar and Leue (2011)).

It is clear that we can get a set of probabilistic
counterexamples, noted PCX(sy = ¢), which is
a set of any combination from FinitePaths(sy |=
¢) that their probability mass exceeds the bound
p. Among all these probabilistic counterexamples,
we are interested by the most indicative one.
The most indicative counterexample is minimal
counterexample (has the least number of paths
from FinitePaths(sy = ¢)) and its probability
mass is the highest among all other minimal
counterexamples. We denote the most indicative
probabilistic counterexample by MIPCX (sg = ¢).
We should note that the most indicative probabilistic
counterexample may not be unique.

For the counterexample to have high probability, it
should consist of paths that carry high probabilities
from FinitePaths(sy = ¢). The path o having the
highest probability over all these paths is called
strongest path and is defined as follows: for every
path ¢’ € FinitePaths(so = ¢) : P(c) > P(o’). The
strongest path also may not be unique.

Lemma 2.1 A most indicative probabilistic coun-
terexample MIPCX (sg = ¢) contains at least one
strongest path o € FinitePaths(so = ¢).

Lemma 2.2 For every path o € MIPCX(so = ¢)
on which the property ¢, Up
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Figure 1: DTMC

(p1U="¢y) is satisfied, the right state sub-formula
(b2) is satisfied in the last state of o.

Example 1 Let us consider the example of DTMC
shown in Figure 1 and the property P<.7(¥),
where ¢ = (a VvV b)U(c A d). The property above
is violated in this model (so| = P<o.7(¢)), since
there exists a set of paths satisfying ¢ whose
probability mass is higher than the probability bound
(0.7). Any combination from FinitePaths(sq |
¢) having probability mass higher than 0.7, is a
valid counterexample including the whole set. For
instance, we can find three counterexamples:

FinitePaths(so | ¢) =
{505253, 505154, 505254, 505153, 50525154, 50515253,
50525153, 50515254}

Any  combination of finite paths  from
FinitePaths(so = ¢) having probability mass higher
than 0.7, is a valid probabilistic counterexample
including the whole set. We can find three
counterexamples:

P(CX1) = P({s05253, S05154, S0S254, S05153,
50525154, 50515253, 50525153, 50515254 })
=0.24+0.16 +0.12 +0.09 + 0.072 + 0.064 + 0.036 +
0.032 = 0.804

P(CX,) =
P({505253, 505154, 505254, 505153, 50525154, 50525153 })
=0.24+0.16 +0.12 + 0.08 + 0.072 + 0.036 = 0.708

P(CX3) =
P({S()82837508184,808284,808183,80828184780818283})
=0.24 +0.16 + 0.12 4+ 0.08 + 0.072 + 0.064 = 0.736

The last probabilistic counterexample is the most
indicative since it is minimal and its probability
is higher than the other minimal counterexample
CX,,P(CX3) > P(CX,3).The strongest path is
P(sps2s3) = 0.24, which is included in the most
indicative probabilistic counterexample.



2.3. Causality Background

Halpern and Pearl (Halpern and Pearl (2001)) have
extended the Lewis counterfactual model (Lewis
(1973)) to what they refer to as structural equations
for modelling the causal influence made by random
variables. They introduce the causality model M as
atuple M = (U,V, F), where random variables are
partitioned into two sets, the exogenous variables U,
whose values are determined by factors outside the
model M, but they should be represented to encode
the context, and the endogenous variables V' whose
values are determined by set of functions F', where
each fy, € F is a mapping from U U (V \ V) to
V;. Thus, each fy, tells us the value of V; given the
values of all other variables in U U V.

We call a Boolean combination of primitive events a
basic causal formula. We call a Boolean combination
of basic causal formulas a causal formula. A causal
formula ¢ is true or false in causal model, given a
context. We write (M, ) = ¢ if o is true in causality
model M given a context i/, where ' represents
a setting for the variables in U. We write (M, W) |=
Y « (X = z), where ¥ C V, if X has a value
2 in M given a context @ and the assignment 7/ to

Y. The formulas that are allowed to be causes for ¢
are ones of the form X; = 21 A ... A X}, = x5, which
is abbreviated to the form = 7. With all these
definitions in hand, we can now give the definition of
an actual cause by Halpern and Pearl.

Definition 2.1 (Actual Cause) we say that X — 7
is an actual cause of ¢ in (M, @) if the following
holds:

1. (M) (X =F)Ap

2. There exists a partition (7, IT/) of V with
C 7 and some setting (7', ©’) of the

variables in (7, 171}) such that if

(M, W) |= Z =z for Z € Z, then

awmm%?eﬁﬁeﬁhw

b-
(M, ) = [Y — ?7W — ﬁ’,?’ — z_ﬂ N
for all subsets 7’ of 7

3. The set of variables Y is minimal (no subset
of X satisfies the conditions 1 and 2).

The first condition states that both X=7 and % are
true in the current context, given the variables X and
their values 7. The second condition states that any

change on (Y, I/_I}) will change ¢ from true to false,
changing W will have no effect on ¢ as long as the
values of X are kept at the current values, even if
all subsets 7’ of Z are set to their original values
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in the current context. Minimality condition ensures

that only elements in the conjunction X -7 are
essential for changing ¢ from true to false. As a
consequence of this condition, we can refer to a
cause as X = x, because the causes can always be
taken to be single conjuncts (Chockler and Halpern
(2004)).

2.4. Regression Analysis

Regression analysis is a statistical technique
enables us to reason about the relationship between
variables. It describes the change in value of
a variable Y, namely dependent or endogenous
in response to the variation of a variable X
namely independent or exogenous. The relationship
between these variables is either positive or
negative. If the value of Y increases when the
value of X rises, it is said that the relationship
is positive. Conversely, the relationship is said to
be negative. One of the relationships that we can
infer and statistically reason about using regression
analysis is causality. The causal model is build
based on assumptions or hypothesis, and then is
tested against statistical data to determine how the
specified model fits the data. So when it comes to
causal relationships, we can use regression analysis
to estimate the causal effect instead of exploring
the causal relationships. The causal relationship
between dependent variable Y and independent
variable X with the consideration of factors noise
called disturbance term or error term and denoted
¢ is given by the linear equation

Y =BX +¢ (1)

Where X stands as a cause for Y,5 stands as a
coefficient or weight that quantifies the direct causal
effect of X on Y. ¢ is an error term stands for
all extraneous variables, which are assumed to be
uncorrelated with X. Whereas the variables X and
Y are perfectly known, the objective behind using
regression analysis is to produce an estimate of the
two parameters 5 and e.

3. CAUSES IN PROBABILISTIC
COUNTEREXAMPLES

For probabilistic properties of the form ¢ = P<,(¢)
, explaining the violation reduces to the explanation
of exceeding the probability bound over the DTMC
model. Therefore, the question:what labelling and/or
probability values in the counterexample causes the
system to falsify a specification, reduces to the
question: what labelling and/or probability values
in the counterexample causes the exceeding of
probability bound over the model.



3.1. Causality Model

A causality model for the most indicative
probabilistic counterexample MIPCX (so = ¢) is a
tuple M = (U, V, F), where the set U is represented
by a context variable; its value u represents a state
s eMIPCX (s = ¢). V is a set of atomic
propositions and Boolean formulas. F' associates
with every variable V; € V' a truth function fy, that
determines the value of V; (0 or 1), given a state s
and the values of other variables in V.

For example, fyar(s,p=1,7r=1) =1wherepand r
are atomic propositions, and s is state representing
a context. The causal influence is modelled by the
transitions in MIPCX (so = ¢).

Let us denote by M[PCX(;:C/)(SO E ¢) the set
of finite paths resulted from MIPCX(sy = ¢) by
switching the value of a variable X € V in a state
S.

Definition 3.2 (Criticality) Consider a
counterexample MIPCX (s = ¢) for a probabilistic
formula ¢ = P<,(¢), a state s € MIPCX(sy = ¢)
and a variable X € V has a value = € {0,1} in s.
We say that (X = x) is critical for the violation of

6 =Py(p)in s, if MIPCX(, xca(s0 |= ¢) is not a
valid counterexample for ¢ = P<,(¢).

That is, for the probabilistic counterexample
MIPCX(sy E ¢), we say that the value of a
variable X is critical for the violation of ¢ = P<,(¢)
in a state s, if changing the value of X in this state
renders the result not a counterexample.

Definition 3.3. (Actual Cause) Consider a
counterexample MIPCX (s = ¢) for a probabilistic
formula ¢ = P<,(y) and a variable X € V. We say
that (X = z) is a cause for the violation of
®»=P<,(p)ins,if (X = z) is critical , or there exists
a subset of variables WofV in s such that switching
the values w of IV in s makes (X = z) critical.

Thus, in our setting, we can refer to a cause as
(X = x) where X is an atomic proposition has the
value 1 in s if X € L(s), and it has the value 0
otherwise. (X = z) is said to be cause in state s,
if it is critical, or it can be made critical by switching
the values of set of variables W in s.

Definition 3.4. A Diagnostic causality model for
MIPCX (s = ¢) is atuple (M,CC?), where M is
a causality model, and C'C? is a contribution
function that assigns to each cause its contribution
to the satisfaction of ¢ with respect to a path

o€ MIPCX(sg E ¢) as follows
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CC?(X=z)= Y  P(s) )

s€o|fx(s)=x

That is, with respect to each path 0 € MIPCX (sg =
¢), we have associated to each cause a measure
that represents the sum of probabilities of reaching
the states in which X = z. We can say that X =z is
a cause for the satisfaction of ¢ with respect to a path
o with a contribution CC?. So, the cause having the
highest contribution will be the one found the most
along the path.

Example. Consider the most indicative counterex-
ample

CX3 =
{505253, 505154, 505254, 505153, 50525154, 50515253 }

generated from the DTMC presented in Fig1 against
the property P<o7(¢), where ¢ = (aVb)U(cAd). Itis
possible to define a causality model for C X3, where
u € {so, $1, S2, S3, 84, S5}, and F' can be defined over
the variables in V' as follows

fa(sl) =1
fera(s1,¢=0,d=0)=0

For instance, it is clear that in ss, the actual cause
for the satisfaction of ¢ = (a Vb)U(cAd)isb = 1.
The probability of the actual cause b = 1 in the path
09 = 508283 IS8 CC2 (b = 1) = 0.6.

3.2. Model Analysis

We aim now quantify the effect of a cause X =
x on the violation of ¢. To do so, we use the
regression analysis as a comprehensive technique
for estimating this effect, where the path formula
o will stand as a dependent variable, whereas the
formula of the form X = 2« will stand as an
independent variable. So, the regression model will
describe the behaviour of the system by analysing
the change of the probability of ¢ satisfaction with
respect to variables that are considered to be
causes.

While the variables are now well defined, the
remaining task is to generate the data required for
estimating the structural parameters. With respect to
the definition of diagnostic causality model, we have
seen that each cause X = =z has a contribution
CC?(X = =z) with respect to each path o €
MIPCX (so = ¢). So in our setting, P(o) will stand
for the value of ¢ and CC7 (X = z) will stand for the
value of X = z . As a result, the number of data rows
will be exactly the number of finite paths forming
the MIPCX(so = ¢). We present an algorithm for



generating the causes and their contributions, hence
constructing the data set.

This algorithm performs on counterexample gener-
ated by the tool DiPro (Aljazzar and Leue (2011)),
since probabilistic model checkers do not have
the ability to generate counterexamples. DiPro is
a tool used for generating counterexamples from
DTMC, CTMC and MDPs models, and can be
jointly used with the model checkers PRISM and
MRMC. The algorithm gets from DiPro tool the
counterexample MIPCX(sy = ¢) and the proba-
bilistic formula ¢ = P¢,(v) as input, and outputs
the dataset. The formula ¢ is until formula of the
form ¢, Uy (¢1U="¢2)given in NNF (Negative Nor-
mal Form).

Algorithm. ComputeDataset
Inputs: The probabilistic formula ¢ = P<,(y)

The counterexample MIPCX (sg = ¢)
Outputs: DataSet: Variables (causes) with values (CC?)
begin

Causes := @
for each path 0 € MIPCX (s £ ¢) do
for each state s € o0 do
if s is the last state in o then
Causes := findCauses(s, ¢-)
CC?(Causes) =3
end if

else

Causes := findCauses(s, ¢1)
CC?(Causes) =
end else

end for

end for
end ComputeDataset
function findCauses(s, 1))
begin
if ¢ is of the form ¢, A 15 then
return findCauses(s, 1) U findCauses(s, 12)
end if
If ) is of the form 1 V ¢ Then
If s =1 and s = 1o Then
return FindCauses(s, ¥1) U FindCauses(s, 2)
End If
If s ):¢1 andsl#’(ﬁg
return FindCauses(s, 1)
End If
If s =1 and s = 1o
return FindCauses(s, 1»)
End If
End If
if ¢ is of the form a where a« € AP and a € L(s) then
return o
end if
if ¢ is of the form —a where a € APand a ¢ L(s) then
return—a
end if

P(s)

seo|fx(s)==

P(s)

s€o|fx(s)==
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end findCauses

The algorithm explores the counterexample path by
path, and computes the causes that will act as
data variables, and computes their probabilities that
will act as data values. We notice that these two
tasks are performed simultaneously. We compute
CC?(X = x) of each cause X = z found in set
of states. The condition put on last state follows
Lemma 2.3. The main function of this algorithm is
FindCauses. It takes a state and state formula as
input and returns recursively a set of causes. We
note that when the state formula + is of the form
Y1 A 19, both sub-formulas are essentially true at
state s. But When « is of the form v, V ¢, one
of them could be true at s or both of them. This
actually follows the causal intuition that in conjunctive
scenario, both y;and )y are required for ¢ being
satisfied, whereas in the disjunctive scenario, either
11 or 1 suffices to make v satisfied. In the two
cases, we apply FindCauses to each sub-formula.
Finally, at the propositional level, the cause would
be a(a = 1) or —a(a = 0), and it is allowed to be
a conjunction of primitive formulas.

The Algorithm over-approximates the set of causes
, since computing the set of causes exactly in
binary causal models is NP-complete (Eiter and
Lukasiewicz (2002)). In (Beer et al. (2011)), the
authors introduced a polynomial algorithm that
approximates the set of causes for the violation
of LTL formula. The reduction from binary causal
models to Boolean circuits and from Boolean circuits
to model checking as introduced in (Chockler et al.
(2007)) proved that computing the causes and the
degree of responsibility for branching time formula is
also NP-complete, and they provided a polynomial
algorithm for computing responsibility for read-once
Boolean formulas.

It is evident that the complexity of this algorithm is
polynomial in size of MIPCX (s¢ = ¢) and the size
of ¢. This follows from the fact that the left sub-
formula ¢, is evaluated in each state except the last
ones, in which the right sub-formula ¢2 is evaluated,
this is much less hard than evaluating both sub-
formulas at each state of the counterexample (Beer
et al. (2011)). Moreover, if the sub-formula is
AND formula, it is not necessary to be evaluated,
since its satisfaction is ensured. Once the causes
found in state s, computing the causes probability is
performed each time at a state s with respect to each
path.

3.3. lllustrative Example

We modelled the DTMC presented before in Fig.1
in PRISM. Then we generate most indicative
counterexample using DiPro for the property



P<o.7(¢). The counterexample generated is CX3
where

P(CX3) =
P({s05253, 505154, 505254, 505153, 50525154, 50515253 })
=0.24 +0.16 + 0.12 + 0.08 + 0.072 + 0.064

We pass the counterexample to be analyzed to our
algorithm, which is implemented in Java. It takes
the counterexample generated by DiPro in XML
format and returns the dataset. The set of causes as
can be generated for this counterexample using our
algorithm is as follows:Cy = a,Cy = b,C5 = {¢,d}

These causes denoted C; stand as independent
variables (X) for the regression model we are going
to build, where the until formula ¢ denoted UF stands
for the dependent variable (Y). The data values
of these observed variables are given in the table
bellow

UF C1 c2 C3

0.24 1 0.6 0.24
0.16 1.04 0 0.16
0.12 1 0.6 0.12
0.08 1.04 0 0.08

0.072 | 1.03 0.6 0.072
0.064 | 1.04 0.4 0.064

Table 1: C X5 data set

As we see in the table, the number of data rows
represents the number of paths of MTPCX (sg = ¢),
where the value of until formula UF refers to the
probability of each path P(o) and the value of cause
refers to CC7 (X = x) .

4. EXPERIMENTAL RESULTS

We have implemented the above method in Java.
To evaluate our method, we use two benchmark
case studies, the embedded control systems taken
from (Muppala et al. (1994)) and the cyclic polling
model taken from (lb and Trivedi (1990)). All the
experiments were carried out on windows XP with
Intel Pentium CPU 3.2 GHz speed And 512 mb of
memory.

4.1. Embedded Control System

The system consists of input processor (I) that reads
incoming data from three sensors (s1,s2,s3) and
then passes it to main processor (M). The processor
M processes the data and sends instructions to an
output processor (O) that controls two actuators (A1
and A2) using these instructions.Any of the system’s
components M, I/O, the sensors and the actuators
may fail; as a result the system is shut down. The
types of failure are:
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Figure 2: Embedded controle system

fail_sensors = (i=2Ns < MIN_SENSORS)
fail_actuators = (o = 2Aa < MIN_ACTUATORS)
fail_io = (count = MAX _ COUNT + 1)

fail_main = (m = 0)

We use the variable Max_Count to refer to the
maximum number of consecutive cycles skipped
allowed. Thus, the 1/0 processor will fail if the count
exceeds the limit Max_Count. The down status of
the system is labelled as:

down =
fail_sensors| fail_actuators|fail _io| fail_main

That is, the systems is down if any of this failures
occurs. For this model, we choose the property that
estimates the probability of I/O failure occurring first,
which is given as follows:

P =?[=(down)U fail io]

We test this property using PRISM for
(Max_Count = 6). For this value, PRISM renders
a probability equal to 0.11. We chose the value
0.1 as a threshold for this property to generate the
counterexample. Thus the property can be rewritten
as follows:

P < 0.1[~(down)U fail o]

We use DiPro to generate the counterexample,
which in turn uses PRISM. The counterexample
can be rendered graphically and stored in XML
format. The tool implements many algorithms. In
our experiments, we used the heuristic search
algorithm XBF that computes the counterexample
as a diagnostic sub-graph. Our method takes the
counterexample generated from DiPro in XML format
and the property to be verified , and outputs the
causes and their values as a dataset in Excel file.
This excel file is passed to the tool AMOS in order
to generate the regression model. AMOS is well-
known software for SEM that enables user to specify,
confirm and refine models, by incorporating many
statistical methods.
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Figure 3: Regression weights

The PRISM model consists of 6858 states and
28907 transitions. For generating the counterexam-
ple, DiPro Explored 480 traces in about 5 minutes
resulting in 1685 vertices and 3291 edges. Finally,
the counterexample rendered consists just of 33
diagnostic paths. It is evident that the number of ex-
plored vertices and explored edges while searching
the counterexample is always less than the number
of states and the transitions of the model. It is also
evident that the number of diagnostic paths is less
than the number of solution traces. While solution
traces refer to all the paths of the diagnostic sub-
graph found through exploring the model, diagnostic
paths refer just to the paths forming the counterex-
ample.

We pass this counterexample to our algorithm for
generating the dataset of causes. The causes will
be the basic sub-formulas causing the satisfaction
of —(down)U fail_io . For the right sub-formula,
the cause generated is CO0 = (count =
MAX_COUNT + 1). For the left sub-formula, the
set of causes is

Cl==(i=2),C2=-(s < MIN_.SENSORS)
C3==(0=2),C4=—-(a < MIN_ACTUATORS)
C5 = =(count = MAX_COUNT + 1)
C6=-(m=0)

After generating these causes with their probabilities
with respect to each path as a dataset, we found
the following results: along all paths (data rows),
CO has the same probability. C2, C5 and C6 have
exactly equivalent probabilities with respect to each
path (data row). This means that they always occur
together. As a result, before passing the data set
to AMOS tool, CO will be ignored since its value
is constant along all paths.C2, C5 and C6 will be
regrouped into one variable named (C2), since they
share the same values. Thus, the final data set
will consist of the causes C1, C2, C3, C4 and the
‘until* formula ¢ denoted UF. For estimating the
causal effect of each cause on UF, we generate
the regression model based on this data set using
AMOS. The results as rendered by AMOS tool are
presented in Fig.3.
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What concerns us more, is how to get the
diagnostic information by interpreting these weights
or coefficients. We should recall that Ci(input
processor is not in OK state),C2(all sensors are
working) are the probable causes for not sensor
failure occurring, whereas C3(output processor is not
in OK state),C4 (all actuators are working) are the
causes for not actuators failure occurring. Here we
are facing a disjunctive scenario for both failures.
In fact, the weights presented above have more
importance when we face a disjunctive scenario
(11 V 12), because the designer will need to know
which sub-formula is more responsible for the
satisfaction of ¢ along the paths.

The results as generated by AMOS tool shows
that C4 has the highest effect where C2 has more
effect than C1 and C4 has more effect than C3.
Performing a fast check on the dataset generated,
these explanations are confirmed, which means that
along all the paths, C2 and C4 are usually the actual
causes not C1 and C3, with great notable presence
for C4 comparing to C2.

Taking just MIPCX(syp = ¢) to be the causality
model instead of the whole model is due first to the
nature of MIPCX (sy | ¢) itself; MIPCX (sg = ¢)
by definition covers the most probable causes for
the error, since it is consisting of paths with high
probabilities. Second, lowest probability values will
have no effect on the regression model generated
since they tend to be zero. We tested this issue, by
generating a counterexample for the property P =
?[-(down)U fail_io).

That is, the counterexample will consist of all paths
satisfying —(down)U fail_io, not just the paths with
high probabilities. The counterexample generated
consists of 132 paths, DipRo takes more than 30
minutes for computing this counterexample. Adding
the new paths (99 paths) to the old data set and
analysing it using AMOS did not bring considerable
change to the previous regression model generated
depicted in Fig.3.

4.2. Polling Server System

The system is modelled in PRISM as a CTMC, where
the number of stations handled by the polling server
is denoted by N. Each station has a single-message
buffer and is cyclically attended by the server. We
choose the property that measures the probability of
station 1 being served (s=1) before station 2 (s=2)
where (a=1) denotes serving. This property is given
as follows:

P=(s=2Aa=1)U(s=1ANa=1)]



We test this property using PRISM for (N=3, N=5,
N=7 and N=9). For all of these values, PRISM
renders a probability higher than 0.5. As a result, we
chose the value 0.5 as a threshold. The property can
be rewritten as follows:

P<05[({(s=2)Vi(a=1))U(s=1Aa=1)]

We use DiPro to generate the counterexample,
which in turn uses PRISM. We have to specify the
model and the property to be verified, and then
DiPro computes the counterexample for violating the
probability threshold. We used the heuristic search
algorithm XBF that computes the counterexample
as a diagnostic sub-graph. Our method takes the
counterexample generated from DiPro and the
property to be verified as parameters, and outputs
the dataset.

The PRISM model consists of 1344 states and
5824 transitions. For generating the counterexample,
DiPro Explored 184 traces in about 5 minutes
resulting in 1094 vertices and 3310 edges. Finally,
the counterexample rendered consists just of 18
diagnostic paths. It is evident that the number
of explored vertices and explored edges while
searching the counterexample is always less than
the number of states and the transitions of the model.

We pass this counterexample to our algorithm for
generating the dataset of causes. The causes will
be the basic sub-formulas causing the satisfaction
of (I(s = 2)Vl(a = 1))U(s = 1 Aa = 1) . For the
right sub-formula, the cause generated is C0 = (s =
1 Aa = 1). For the left sub-formula, the set of causes
is C1=!l(a=1)and C2 =I(s = 2).

After generating these causes with their contribution
with respect to each path as a dataset, we found that
C0 has the same probability along all paths (data
rows). thus before passing the data set to AMOS
tool, CO will be ignored since its value is constant
along all paths. The effect of C1 and C2 on UF
is as generated by AMOS is given by the following
equation:

UF = —(0.304)C1 + (0.464)C2 (3)

The results as rendered by AMOS shows that C2
has higher effect than C1, where the effect of C1
is negative. This means that the effect of C1 on
U F increases once the paths probabilities get lower,
which means that the presence of C1 increases just
with in the paths with low probabilities.
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5. RELATED WORKS

Various approaches for probabilistic counterexam-
ple generation have been proposed. The authors
(Aljazzar et al (2005), Aljazzar and Leue (2006)
introduced an approach for counterexample gener-
ation for DTMC and CTMC against timed reacha-
bility properties using heuristics guided and directed
explicit state space search. In complementary work
(Aljazzar and Leue (2009)), with the intuition that
single scheduler makes an MDP as DTMC, they
proposed an approach for counterexample gener-
ation for MDPs using existing methods for DTMC.
They introduced more complete work in (Aljazzar
and Leue (2010)) for generating counterexample as
what they refer to as diagnostic sub-graphs. Based
on all the previous works, they built a tool, DiPro
(Aljazzar and Leue (2011)), for generating coun-
terexamples for DTMC, CTMC and MDPs. Similar
to the previous works, (Han et al. (2009)) has pro-
posed the notion of smallest most indicative coun-
terexample that reduces to the problem of finding
K shortest paths. Instead of generating path-based
counterexamples, the authors in (Wimmer et al.
(2012)) have proposed a novel approach based on
critical subsystems. Following this work, the authors
in (Jansen et al. (2012)) proposed the COMICS tool
for generating the critical subsystems that induce
the counterexamples. Instead of relying on the state
space search resulted from the parallel composition
of the modules, (Wimmer et al. (2013)) suggests
to rely directly on the guarded command language
used by the model checker, which is more likely and
helpful for debugging purpose.

In conventional model checking, many works have
proposed techniques and algorithms for discovering
error causes from counterexamples, hence present-
ing them to the user in a comprehensive way. Most
of these works (Ball et al. (2003), Zeller et al. (2002),
Groce et al. (2003), Groce et al. (2006)) consider
the existence of successful runs or executions to be
compared with the error trace, with the assumption
that the more successful execution closed to the
error trace indicates the causes of the error. Based
on Lewis counterfactual theory of causality (Lewis
(1973)) and distance metrics, the authors in (Groce
et al. (2006)) have proposed semi-automated ap-
proach for isolating errors in ANSI C programs by
considering the alternative worlds as programs exe-
cutions and the events as propositions about those
executions. Unlike the previous works that require
multiple executions, the work (Wang et al. (2006))
introduced a technique performed on a single con-
crete execution path using a weakest pre condition
algorithm. While all of these works addressed safety
properties, some of works attended to explain errors



for liveness properties that involve more computa-
tional complexity (Kumazawa and Tamai (2011)).

In recent work, (Debbi and Bourahla (2013))used
the definition of causality and its quantitative
measure responsibility for analysing probabilistic
counterexamples of DTMCs and CTMCs. The
causes are given as pairs (state, variable) and
ordered with respect to such weights. Another
closely related to our work that of (Beer et al. (2011),
Chockler et al. (2007)). They used the definition
of causality for explaining LTL counterexamples in
(Beer et al. (2011)). Unlike addressing the question
in (Beer et al. (2011)), what causes a system to
falsify a specification? In the context of coverage
(Chockler et al. (2007)), the question addressed
was: what causes a system to satisfy specification?
In this aim, they adapt the definition of causality and
its quantitative measure, responsibility (Chockler and
Halpern (2004)). The definition of causality has also
been used by (Kuntz et al. (2011); Leitner-Fischer
and Leue (2013) ). They adapted the definition
of causality to event orders for generating fault
trees from probabilistic counterexamples. In (Leitner-
Fischer and Leue (2013)) they proposed the notion
of causality checking by integrating the causality
computation in the model checking algorithm itself

6. CONCLUSION AND FUTURE WORKS

In this paper, we have shown how the notion of
causality can be interpreted in the context of prob-
abilistic counterexamples. Due to the quantitative
nature of the causal model, we had to define for each
cause its contribution to the error. Following that, we
generate the regression model corresponding to the
causality model. For doing so, we have proposed
an algorithm for generating the causes as a data
set. We have seen that delivering the causes for
the violation of PCTL formula as a regression model
stands as a good technique for describing the effect
of variables with their values on the error.

Evidently, our approach does not ignore the previous
works of counterexample generation. But instead, it
acts as a complementary task.

As future works, We aim to show how our method
can perform on counterexamples generated from
MDPs models. Furthermore, we plan to investigate
the problem of incomplete data, which is well known
problem in regression, as well as the problem of
linear dependence between variables in the context
of probabilistic counterexamples.
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