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ABSTRACT
The Search and Hyperlinking Task at MediaEval 2014 is the
third edition of this task. As in previous versions, it con-
sisted of two sub-tasks: (i) answering search queries from a
collection of roughly 2700 hours of BBC broadcast TV mate-
rial, and (ii) linking anchor segments from within the videos
to other target segments within the video collection. For
MediaEval 2014, both sub-tasks were based on an ad-hoc
retrieval scenario, and were evaluated using a pooling pro-
cedure across participants submissions with crowdsourcing
relevance assessment using Amazon Mechanical Turk.

1. INTRODUCTION
The full value of the rapidly growing archives of newly

produced digital multimedia content and digitalisation of
previously created analog audio and video material will only
be realized with the development of technologies that allow
users to explore them through search and retrieval of poten-
tially interesting content.

The Search and Hyperlinking Task at MediaEval 2014 en-
visioned the following scenario: a user is searching for rele-
vant segments within a video collection that address a cer-
tain topic of interest expressed in a query. If the user finds
a segment which is relevant to their initial information need
expressed through the query, they may wish to find addi-
tional information about some aspect of this segment.

The task framework asks participants to create systems
that support the search and linking aspects of the task. The
use scenario is the same as in the Search and Hyperlinking
task 2013 [4] with the main difference being that the search
sub-task has changed from known-item to ad-hoc. This pa-
per describes the experimental data set provided to task par-
ticipants for MediaEval 2014, details of the two sub-tasks,
and their evaluation.

2. EXPERIMENTAL DATASET
The dataset for both subtasks was a collection of 4021

hours of videos provided by the BBC, which we split into
a development set of 1335 hours, which coincided with the
test collection used in the 2013 edition of this task, and a
test set of 2686 hours. The average length of a video was
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roughly 45 minutes, and most videos were in the English
language. The test collection was broadcast content of date
spans 01.04.2008 – 11.05.2008 and 12.05.2008 – 31.07.2008
for the development and test sets respectively. The BBC
kindly provided human generated textual metadata and man-
ual transcripts for each video. Participants were also pro-
vided with the output of several content analysis methods,
which we describe in the following subsections.

2.1 Audio Analysis
The audio was extracted from the video stream using the

ffmpeg software toolbox (sample rate = 16,000Hz, no. of
channels = 1). Based on this data, the transcripts were
created using the following ASR approaches and provided
to participants:

(i) LIMSI-CNRS/Vocapia1, which uses the VoxSigma vrbs trans
system (version eng-usa 4.0) [7]. Compared to the tran-
scripts created for the 2013 edition of this task, the sys-
tem’s models had been updated with partial support from
the Quaero program [6].

(ii) The LIUM system2 [10], is based on the CMU Sphinx
project. The LIUM system provided three output formats:
(1) one-best transcripts in NIST CTM format, (2) word lat-
tices in SLF (HTK) format, following a 4-gram topology, and
(3) confusion networks in a format similar to ATT FSM.

(iii) The NST/Sheffield system3 is trained on multi-genre
sets of BBC data that does not overlap with the collection
used for the task, and uses deep neural networks [8]. The
ASR transcript contains speaker diarization, similar to the
LIMSI-CNRS/Vocapia transcipts.

Additionally, prosodic features were extracted using the
OpenSMILE tool version 2.0 rc1 [5]4. The following list
of prosodic features were calculated over sliding windows of
10 milliseconds: root mean squared (RMS) energy, loudness,
probability of voicing, fundamental frequency (F0), harmon-
ics to noise ratio (HNR), voice quality, and pitch direction
(classes falling, flat, raising, and direction score). Prosodic
information was provided for the first time in 2014 to en-
courage participants to explore its potential value for the
Search and Hyperlinking sub-tasks.

1http://www.vocapia.com/
2http://www-lium.univ-lemans.fr/en/content/language-
and-speech-technology-lst
3http://www.natural-speech-technology.org
4http://opensmile.sourceforge.net/



2.2 Video Analysis
The computer vision groups at University of Leuven (KUL)

and University of Oxford (OXU) provided the output of con-
cept detectors for 1537 concepts from ImageNet5 using dif-
ferent training approaches. The approach by KUL uses ex-
amples from ImageNet as positive examples [11], while OXU
uses an on-the-fly concept detection approach, which down-
loads training examples through Google image search [3].

3. USER STUDY
In order to create realistic queries and anchors for our

test set, we conducted a study with 28 users between aged
between 18 and 30 from the general public around London,
U.K. The study was similar to our previous study carried out
for MediaEval 2013 [2], with the main difference being the
focus on information needs with multiple relevant segments.
The study focused on a home user scenario, and for this, to
reflect the current wide usage of computer tablets, partici-
pants used a version of the AXES video search system [9] on
iPads to search and browse within the video collection. The
user study consisted of the following steps: i) a participant
defined an information need using natural language, ii) they
searched the test set with a shorter query, one they might
use to search of the Youtube video repository, 3) after select-
ing several possible relevant segments, they defined anchor
points or regions within each segment and stated what kind
of links they would expect for this anchor.

Users were then instructed to define queries that they ex-
pected to have more than one relevant video segment in the
collection. These queries consisted of several terms, and
were used as input to a standard online search engine, e.g.
“sightseeing london”. The study resulted in 36 ad-hoc search
queries for the test set. The development set for the task
consisted of 50 known-item queries from the MediaEval 2013
Search and Hyperlinking task.

Subsequently, as in the 2013 studies, we asked the partici-
pants to mark so-called anchors, or segments they would like
to see links to, within some the segments that are relevant
to the issued search queries. The reader can find a more
elaborate description of this user study design in [2].

4. REQUIRED RUNS SUBMISSIONS AND
EVALUATION PROCEDURE FOR THE
SEARCH AND LINKING SUB-TASKS

For the 2014 task, as well as ad hoc search, we were inter-
ested in cross-comparison of methods being applied across all
four provided transcripts: one manual and 3 ASR. Thus, we
allowed participants to submit up to 5 different approaches
or their combinations, each being tested on all four tran-
scripts, for both sub-tasks. In case any of the groups based
their methods on video features only, they could submit this
type of run in addition as well.

To evaluate the submissions of the search and linking sub-
tasks a pooling method was used to select submitted seg-
ments and link targets for relevance assessment. The top-N
ranks of all submitted runs were evaluated using crowdsourc-
ing technologies. We report precision oriented metrics, such
as precision at various cutoffs and mean average precision
(MAP), using different approaches to take into account seg-
ment overlap, as described in [1].

5http://image-net.org/popularity percentile readme.html
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