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Criteria for Selecting Mobile Application Testing Tools

BOŠTJAN ARZENŠEK and MARJAN HERIČKO, University of Maribor

The importance of software testing has been discussed and proven in many articles and in existing research. Software testing plays a key role in providing quality software solutions and services. Standard testing approaches and methodologies were adequate until the arrival of mobile technologies. With mobile technologies, the testing process was forced to change in the face of significant challenges, the most important one being mobility. Mobility provides a pallet of challenges that are unique and demand new testing approaches and methodologies in software testing. The identification of challenges and issues has helped the development of the mobile software testing process and tools. With a wide range of new testing tools, testers face a new challenge in selecting the right tool and methodology for testing mobile applications. In this paper, we will present criteria for selecting mobile application testing tools based on identified challenges and issues, testing approaches and strategies. We will provide a proposal for a simpler and quicker way of selecting the appropriate tool for testing mobile applications.

General Terms: Mobile applications testing
Additional Key Words and Phrases: testing, mobile applications, mobile technologies

1. INTRODUCTION

The increased use and the rapid development of mobile devices and technology is a clear sign of future trends in ICT. Not only do the number of mobile users increase daily, the same thing is occurring in the market for tablet PCs. According to Gartner, the number of purchased tablets is going to surpass the number of desktop-based computers in the beginning of the year 2015 [Rivera and Van der Meulen, 2013]. More and more people are using mobile technologies in their everyday lives for interaction, entertainment, business and more. With mobile applications we can extend the usability of mobile devices even further. A mobile application is an application that runs on a mobile device and is context aware. This means that the application is aware of the computing environment in which it runs and can adapt/react according to its current context [Muccini, 2012]. Context-awareness is just one of the many challenges in mobile application testing, which demands new methods and testing approaches. There are many challenges in mobile software testing, which by definition [Gao et al. 2013] means: “testing activities for mobile-based applications and mobile web applications on mobile devices using well-defined software test methods and tools to ensure the quality in mobile service functions, behaviors, performance and QoS, as well as mobile features, such as mobility, usability, inter-operability, mobile connectivity, security and privacy.” Mobile applications that are free of faults and errors provide a better user experience, which has a direct impact on the business success of the application. Users grade the quality of the mobile application based on their user experience. Unfortunately, many new users choose applications based on previous reviews and grades. Therefore, old errors and faults, or a poor user experience in an otherwise working application can lead to the business failure of the application.

In this paper we will present the criteria for selecting mobile application tools based on the identified challenges in mobile testing, testing approaches and strategies. First, in Section 2, we will present the main challenges and issues in mobile software testing. In Section 3, we will present the four testing approaches that have been identified by [Gao et al. 2013]. In Section 4, we will present and analyze related work on mobile testing tools, which provides the basis for our criteria definition. Our main focus is to present the criteria definition process and to extend the criteria for selecting mobile testing tools that have been identified by [Gao et al. 2013]. The idea is to have a selection of criteria that can be used for the characterization of a variety of mobile testing tools. Once we have the mobile testing tools characterized...
properly we can make a quicker and more effective selection. In the Discussion, we will comment on our findings.

2. CHALLENGES OF MOBILE TESTING

There are many challenges in mobile software testing due to the nature of the environment in which the mobile applications are running. Based on the definition by [Muccini 2012]: “A mobile application is an application that runs on mobile device with limited resources. It uses the data from the surrounding environment in which the mobile device is in and/or from user actions, producing context-based output.” Mobile applications differ from traditional desktop application in many ways. In this section we will describe the main challenges in mobile software testing and why the traditional tools and methodology of software testing are not adequate.

2.1 Mobile Connectivity

One of the more important challenges in mobile software testing is the connectivity of mobile devices with various mobile networks and devices. Unlike desktop applications, which use fixed network connections, mobile applications connect to mobile networks, which can vary in speed, security and reliability [Kirubakaran and Karthikeyani 2013]. Usually the types of mobile networks are 2G, 3G, 4G and various wireless networks. Mobile applications rely heavily on mobile networks, which is why the challenge of mobility can have an impact on: reliability, performance, security and the correct operation of the application and/or its functionalities [Muccini 2012]. The nature of the challenge demands testing in different environments. The mobile applications are tested in:

- environment with a constant connection to the mobile network,
- environment with a variable connection to the mobile network and
- environment without a connection.

Based on the difficulties and requirements of the testing procedures, different testing approaches are recommended [Tharakan and Jacob 2012]. Because the application’s reliability, performance, security and correct functioning strongly depend on the available connection type, functional and extra functional testing has to be performed in different connectivity scenarios and networks [Muccini 2012].

2.2 Resource constraints

Mobile applications use the resources of mobile devices, which are very limited. Despite the rapid development of mobile devices, it is important that the consumption of resources is monitored and controlled at all times [Muccini 2012]. The resources of mobile devices include: the central processing unit, RAM, memory, touch screen, battery, as well as different modules and sensors. During the testing process, we focused on the central processing unit, RAM and memory. Because the battery and the screen constitute a different set of challenges, we treated them individuality. The central processing unit, RAM and memory are components of the SoC (System-on-a-Chip) which includes other controllers and components that form a complete system [Yeap, 2013].

The excessive use of resources can reduce the performance of mobile devices and can cause malfunctions in the mobile application. During the testing process the consumption of resources must be constantly monitored.

2.3 Autonomy

Mobile devices need energy to run. The use of mobile devices depends on battery capacity and the way the device is used. All the device’s resources and activities use energy but not equally. GPS sensors, data transfer and video editing are activities that use more energy than others [Tharakan and Jacob 2012]. These activities use multiple device resources or require a continuous data connection, which is the main reason for higher energy consumption. Different activities have a different impact on autonomy and during the testing process all have to be monitored [Muccini 2012].
2.4 Diversity of user interfaces

Mobile operating systems have different user interfaces, which are defined by rules and guidelines. The use and layout of elements is checked in the verification process when publishing mobile applications on the markets. Non-compliance with rules and guidelines can delay the publishing process, increase the cost of development and testing. Different screen sizes can also have an impact on the look and usability of the mobile application. Different mobile devices can react differently to the same application code, which must be tested with GUI testing [Muccini 2012].

2.5 Context awareness

Context is by definition [Abowd et al. 1999] any information that can be used to characterize the situation of an entity. An entity is a person, place, or object that is considered relevant to the interaction between a user and an application, including the users and applications themselves.

Context can limit or extend the operation of mobile applications or its functionalities with data from the environment in which it is in. Mobile applications can be in different contexts with different data. This creates a unique challenges in the testing process [Schulte and Majchrzak, 2012].

Context aware mobile applications adapt and evolve based on the data obtained from the environment. This evolution can happen in real time without interrupting or stopping the operation of mobile applications. Unfortunately, this can lead to unexpected and unplanned changes in the mobile application’s operations. The reliability of a mobile application depends on the management of context adaption. To insure the correctness of applications operation, context-specific test selection techniques and coverage criteria have to be produced [Muccini 2012].

2.6 Diversity of mobile devices

There are many different mobile devices, made by different vendors, which have different hardware and software settings. The number of variations is even larger if we add all the devices that have a modified mobile operating system. The vendors modify the operating system to create a better user experience for the user, or increase the functionalities of a device. Due to these variations, mobile applications can run and behave differently [Muccini 2012]. The diversity of mobile devices can also increase the costs and duration of the testing process. If we would want to test across all devices, the buying and maintaining costs of mobile devices would be enormous. If we take into account the time spent for testing, the complexity of the challenge increases. Testing techniques that maximize the diversity coverage while minimizing the devices being tested need to devised [Muccini 2012].

2.7 User experience

The user experience includes the user's perceptions and feelings before, during and after the interaction with the mobile application. Often, users assess the application based on their user experience, therefore the appropriate user experience is critical for the success of the application. The adequacy of the user experience cannot be directly tested because of the subjective nature of the entire process. But we could check the correctness of individual segments and determine compliance with good practices [Knab 2012].

The adequacy of the user experience includes verification of elements and activities in the areas of design graphical user interfaces, interaction and usability of the application itself.

The design of the graphical interface is evaluated based on the proper and logical use of layouts, navigation between screens, layout of graphical elements, fonts and text [Knab 2012].

2.8 Touch screens

Mobile devices use touch screens as the primary means of interacting with the user. Touch screens enable the display and input of data as individual values or as a group of data. The user activates the interaction with a touch of the screen, which can be a single touch or a multi touch interaction. There are also gestures that include different sequences and combinations of touches. Gestures allow additional functionalities in the mobile application's operation, which creates new challenges in the testing process. Touch screens are tested based on the correctness of the displayed data and the responsiveness
The responsiveness of the touch screen represents the elapsed time between the touch of the screen and the moment, when the touch is recognized, which triggers an update on the screen [Agawi App Glimpse n.d.]. The responsiveness of the touch screen is also dependent on the mobile device’s resources.

2.9 New programming languages and mobile operating systems

Programming languages for mobile applications have been designed to support mobility, resource management and new graphical user interfaces. Traditional testing techniques do not take into account the operation of programming languages in mobile operating systems, so they need to be adjusted accordingly. To analyze the code it is necessary to be aware of the specifics of the programming languages and how they operate [Kirubakaran and Karthikeyani 2013].

Mobile operating systems are new and still only partially reliable. Various reliability issues and defaults are corrected in new versions of the operating system which are frequent but not always backward compatible [Muccini 2012]. For example, mobile devices with Microsoft mobile operating system Windows Phone 7 were not updatable with the new release of Windows Phone 8 [Hamblen 2009].

3. MOBILE TESTING APPROACHES

Based on [Gao et al. 2013] there are four testing approaches in mobile testing. These approaches are:

- emulation-based testing,
- device-based testing,
- cloud testing and
- crowd-based testing.

Each of them is designed to handle challenges in mobile testing, identified in the previous section, but none of them can handle them all. It is important to select the correct approach based on the functionalities of the mobile application and the challenges that they provide. Each approach has its features and limitations, which have to be identified before the selection is made.

3.1 Emulator-based testing

The emulation-based testing approach involves using a mobile device emulator, which creates a virtual machine version of a mobile device for inspection on a personal computer. It is often included with a mobile platform’s software development kit. It is relatively inexpensive because no testing laboratory is needed and no physical devices have to be purchased or rented, but it can only be used to assess system functionality within a very limited context. Although this approach is low-cost, it has several limitations – for example, it has difficulty validating a full set of gestures because most emulators support very limited gestures and device-specific functions. Another challenge is its limited scale for testing QoS. To overcome these problems, a simulation-based approach can create a mobile test simulator to mimic various mobile client operations and support more than one mobile client. However, even this workaround has its limitations in validating device-specific mobile service functions. In addition, it is impossible to deal with diverse devices and mobile platforms because emulators are usually based on a specific device platform [Gao et al. 2014].

3.2 Device-based testing

The device-based testing approach requires setting up a testing laboratory and purchasing real mobile devices, which is more costly than emulation-based approaches but can verify device based functions, behaviors, and QoS parameters that other approaches cannot. In addition, it also has the advantage of being able to validate its underlying mobile networks via reconfiguration and selections in a testing environment. One of the major challenges with this approach is the problem it has in coping with rapid changes in mobile devices and platforms. Another challenge is its limitations related to system QoS because large-scale testing require many mobile devices, which is usually impossible for enterprises [Gao et al. 2014].
3.3 Cloud testing
This approach, based on testing through the cloud, is typically supported by testing vendors. The basic idea is to build a mobile device cloud that can support testing services on a large scale. This approach addresses the significant increase in demand for mobile testing services by using the pay-as-you-go business model. It also allows different mobile users to provision their required testing environment via a rental service model. Compared with other approaches, this can be more cost-effective than device-based testing for large-scale applications, and is much more effective for supporting diverse testing activities on mobile devices.

3.4 Crowd-based testing
The crowd-based testing approach involves using freelance or contracted testing engineers or a community of end users such as uTest (www.utest.com), along with a crowd-based testing infrastructure and service management server to support diverse users. Currently, a service vendor supports primitive test management, a testing service, and bug reporting. Most mobile test operations are managed in an ad hoc way with very limited mobile test automation tools. This approach offers the benefit of in-the-wild testing without the need to invest in a laboratory or purchase or rent devices, but at the risk of low testing quality and an uncertain validation schedule.

4. RELATED WORK
Recent studies on mobile testing tools primarily focus on GUI-based testing, test automation and white-box testing. There are different studies that present solutions for different testing approaches and strategies, which has created numerous tools for mobile testing [Gao et al. 2014]. If we want to make an efficient selection, we must first characterise these tools and then evaluate them. The process of evaluation has many challenges. One of the reasons for this is the lack of standards, test models and coverage criteria that address the distinct requirements of mobile application testing [Gao et al. 2014]. One of the challenges is also defining the criteria with which these tools are evaluated. In [Gao et al. 2014] the testing tools are compared based on different criteria, which are listed in Table I. This comparison is a good example of a possible mobile testing tool characterization.

Table I. Criteria defined in a mobile testing tools comparison [Gao et al. 2014]

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing strategy</td>
<td>GUI-based function testing</td>
</tr>
<tr>
<td></td>
<td>Performance testing</td>
</tr>
<tr>
<td></td>
<td>Load testing</td>
</tr>
<tr>
<td>Mobile testing tool platform</td>
<td>Linux</td>
</tr>
<tr>
<td></td>
<td>Windows</td>
</tr>
<tr>
<td></td>
<td>Mac</td>
</tr>
<tr>
<td>Mobile application platform</td>
<td>Android OS</td>
</tr>
<tr>
<td></td>
<td>iOS</td>
</tr>
<tr>
<td></td>
<td>Windows OS</td>
</tr>
<tr>
<td>Mobile application type</td>
<td>Native apps</td>
</tr>
<tr>
<td></td>
<td>Web apps</td>
</tr>
<tr>
<td>Testing approaches</td>
<td>Emulation-based testing</td>
</tr>
<tr>
<td></td>
<td>Device-based testing</td>
</tr>
<tr>
<td>Test properties</td>
<td>Supported script language</td>
</tr>
<tr>
<td></td>
<td>Record and Play</td>
</tr>
<tr>
<td>License</td>
<td>Open source</td>
</tr>
<tr>
<td></td>
<td>Subscription</td>
</tr>
</tbody>
</table>

The criteria are defined based on the current functionalities of the testing tools and the identified testing strategies and approaches.
Although the provided criteria allow a basic characterization of the testing tools, we believe that the criteria should be extended and created based on challenges in mobile testing. With a more extended definition of criteria, the selection process could be faster and more efficient.

5. CRITERIA FOR SELECTING MOBILE APPLICATION TESTING TOOLS

Based on related work described in the previous section and the identified challenges, we propose a definition of criteria that is based on these challenges and the testing strategies. Our goal is to create more detailed criteria for selecting the mobile testing tool.

The definition process consists of three phases and is illustrated in Figure 1.

![Fig. 1. The definition process of a criteria](image)

The process begins with the selection of the mobile testing challenge, which we have identified in Section 2. The relevant challenge is analyzed from the perspective of the mobile application and based on this result, the values or the range are set. Values and range can differ depending on the type of the challenge. For example, the values for screen dimensions are small, normal, large and extra large, where all the sizes are based on [Google 2014], and values for the challenge of Bluetooth connectivity, where the values are only enabled or not enabled. After the values have been set, it is important to classify the upcoming criteria into a correct strategy. The testing strategy defines the testing activities and the goals of the testing process. Finally, after the testing strategy is defined, the criteria is created. The defined criteria is used to characterize the testing tools. Before the evaluation of the testing tools can be done, the selection of criteria must be set. The selection criteria are set based on the mobile application functionalities and on the selected testing approach. When the testing tools are selected and the criteria are set, the evaluation process can begin.

Based on the process of creating criteria we propose a list of criteria that are defined based on the challenges described in section 2. The proposed criteria are shown in Table II.

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Properties</th>
<th>Values, range</th>
<th>Testing strategy</th>
<th>Supported feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile connectivity</td>
<td>Mobile network</td>
<td>Constant, partial, none</td>
<td>Functional testing</td>
<td>Supports changing the consistency of the mobile network</td>
</tr>
<tr>
<td></td>
<td>Data transfer speed</td>
<td>Range of speeds (2G, 3G and 4G)</td>
<td>Connectivity testing</td>
<td>Supports changing or limiting the data transfer speed</td>
</tr>
<tr>
<td></td>
<td>Bluetooth</td>
<td>Enabled, not enabled</td>
<td>Functional testing</td>
<td>Supports Bluetooth connectivity</td>
</tr>
<tr>
<td></td>
<td>NFC</td>
<td>Enabled, not enabled</td>
<td>Functional testing</td>
<td>Supports NFC connectivity</td>
</tr>
<tr>
<td></td>
<td>Wi-Fi</td>
<td>Enabled, not enabled</td>
<td>Functional testing</td>
<td>Supports Wi-Fi connectivity</td>
</tr>
<tr>
<td>Criteria for Selecting Mobile Application Testing Tools</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------------------------------------</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Resource constraints</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wi-Fi Direct</td>
<td>Enabled, not enabled</td>
<td>Functional testing</td>
<td>Supports Wi-Fi Direct connectivity</td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>1 core, 2 core, 4 cores</td>
<td>Performance testing</td>
<td>Supports changing or limiting the operation of CPU cores</td>
<td></td>
</tr>
<tr>
<td>CPU Speed</td>
<td>Range of speeds (1Mhz – 2500Mhz)</td>
<td>Performance testing</td>
<td>Supports changing or limiting the operation of CPU speed</td>
<td></td>
</tr>
<tr>
<td>RAM</td>
<td>Range of values (16Mb, 32Mb, 64Mb, 128Mb, 256Mb, 512Mb, 768Mb, 1Gb, 2Gb, 3Gb, 4Gb and 4Gb)</td>
<td>Performance testing</td>
<td>Supports changing or limiting the amount of RAM</td>
<td></td>
</tr>
<tr>
<td>Memory</td>
<td>Range of values (16Mb, 32Mb, 64Mb, 128Mb, 256Mb, 512Mb, 768Mb, 1Gb, 2Gb, 3Gb, 4Gb, 8Gb, 16Gb, 32Gb, 64Gb, 128Gb)</td>
<td>Performance testing</td>
<td>Supports changing or limiting the amount of memory</td>
<td></td>
</tr>
<tr>
<td><strong>Autonomy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consumption</td>
<td>Percentage of the total battery capacity</td>
<td>Load testing</td>
<td>Supports monitoring the battery consumption</td>
<td></td>
</tr>
<tr>
<td>Duration</td>
<td>Time of the total battery capacity</td>
<td>Load testing</td>
<td>Supports monitoring the battery duration</td>
<td></td>
</tr>
<tr>
<td><strong>Diversity of user interface</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guideline checker</td>
<td>Mobile platform specific Rules and guidelines</td>
<td>Usability testing</td>
<td>GUI guideline checker</td>
<td></td>
</tr>
<tr>
<td><strong>Context awareness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPS</td>
<td>Simulated, real data, not enabled</td>
<td>Functional testing</td>
<td>Simulate data from the GPS</td>
<td></td>
</tr>
<tr>
<td>Neighbor devices</td>
<td>Simulated, real data, not enabled</td>
<td>Functional testing</td>
<td>Simulate data from the neighbor device</td>
<td></td>
</tr>
<tr>
<td>Altitude</td>
<td>Simulated, real data, not enabled</td>
<td>Functional testing</td>
<td>Simulate data from the barometer</td>
<td></td>
</tr>
<tr>
<td>Brightness</td>
<td>Simulated, real data, not enabled</td>
<td>Functional testing</td>
<td>Simulate data from the light sensor</td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>Simulated, real data, not enabled</td>
<td>Functional testing</td>
<td>Simulate data from the temperature sensor</td>
<td></td>
</tr>
<tr>
<td>Context awareness</td>
<td>Simulated, real data, not enabled</td>
<td>Functional testing</td>
<td>Simulate data from the environment and the user</td>
<td></td>
</tr>
<tr>
<td>Context adaption</td>
<td>Enabled, not enabled</td>
<td>Functional testing</td>
<td>Enables data input from the context in real time</td>
<td></td>
</tr>
<tr>
<td>Vendor and model</td>
<td>Enabled, not enabled</td>
<td>Functional testing</td>
<td>Simulation of a specific mobile device</td>
<td></td>
</tr>
<tr>
<td>Operating system</td>
<td>Android, iOS, BlackBerry, Windows Phone 7 and 8</td>
<td>Functional testing</td>
<td>Supports changing mobile device platform</td>
<td></td>
</tr>
<tr>
<td>Operating system versions</td>
<td>Enabled, not enabled</td>
<td>Functional testing</td>
<td>Supports changing mobile device platform to different versions</td>
<td></td>
</tr>
<tr>
<td>Screen dimensions</td>
<td>Small (at least 426dp x 320dp), normal (at least 470dp x 320dp), large screen (at least 640dp x 480dp), extra large screen (at least 960dp x 720dp)</td>
<td>Usability testing</td>
<td>Supports changing screen size</td>
<td></td>
</tr>
<tr>
<td><strong>User experience</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Layout checker</td>
<td>Enabled, not enabled</td>
<td>Usability testing</td>
<td>Checks the use of layouts for specific mobile operating systems</td>
<td></td>
</tr>
<tr>
<td>Text visibility</td>
<td>Percentage of the characters displayed based on the total number of characters</td>
<td>Usability testing</td>
<td>Checks text visibility</td>
<td></td>
</tr>
<tr>
<td>Text grammar</td>
<td>Supported, not supported</td>
<td>Usability testing</td>
<td>Supports internationalization</td>
<td></td>
</tr>
<tr>
<td>Notifications</td>
<td>Enabled, not enabled</td>
<td>Usability testing</td>
<td>Supports notification management</td>
<td></td>
</tr>
<tr>
<td>Interruptions</td>
<td>Enabled, not enabled</td>
<td>Usability testing</td>
<td>Supports interruptions</td>
<td></td>
</tr>
</tbody>
</table>
5. DISCUSSION

The proposed criteria and its values were set based on the defined challenges in mobile testing. The challenges in mobile software testing vary from traditional ones because of mobility. Mobility has changed the operation of applications, devices and our interaction with these devices. Consequently, mobility has changed the software testing process, which is nevertheless still evolving. Because of this, there is a possibility that the proposed criteria can change, adapt or possibly be removed from the list. Future research will confirm or refute this claim. Also, in the future we expect the development of new tools and techniques that will enable more effective mobile testing. New tools will enable more detail testing, simulation and better approaches for testers. This also presents a potential business opportunity in the field of mobile testing tools, test automation and in the increasingly popular cloud-based testing environment.

As previously mentioned, the future trend in ICT is mobility, which also applies for mobile testing. The world of mobile devices is rapidly developing, which requires rapid development in mobile testing.
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Attribute-based Checking of C++ Move Semantics

ÁRON BARÁTH and ZOLTÁN PORKOLÁB, Eötvös Loránd University

Worst-case execution time (WCET) analysis is an important research area in various application areas, like real-time and embedded programming as well as a wide range of other high performance applications. However, WCET analysis is a complex and difficult area, because the processor’s cache operations, interrupt routines and the operating system impact the execution time. Also, it is very difficult to replicate a specified scenario. Measuring the worst-case execution time as an absolute quantity therefore is still an unsolved problem for the most popular programming languages. In the same time, WCET calculation is also important on the source code level. When evaluating a library which can be compiled on different platforms with different compilers we are interested not in absolute or approximated time but rather certain elementary statements, e.g. number of (expensive) copy instructions of composite types.

In this paper we introduce a new approach of worst-case execution time investigation, which operates at language source level and targets the move semantics of the C++ programming language. The reason of such high-level worst-case execution time investigation is its platform and compiler independence: the various compiler optimizations will less impact the results. The unnecessary expensive copies of C++ objects – like copying containers instead of using move semantics – determine the main time characteristics of the programs. We detect such copies occurring in operations marked as move operations, i.e. intended not containing expensive actions.

We implemented a tool prototype to detect copy/move semantics errors in C++ programs. Move operations are marked with generalized attributes – a new feature introduced to C++11 standard. Our prototype is using the open source LLVM/Clang parser infrastructure, therefore highly portable.

Categories and Subject Descriptors: D.3.3 [Programming Languages] Language Constructs and Features; D.2.4 [Software Engineering] Software/Program Verification

Additional Key Words and Phrases: Programming languages, Execution time, Worst-case execution time estimation, C++, C++ generalized attributes, C++ move semantics

1. INTRODUCTION

In this paper we introduce a new approach of worst-case execution time investigation for C++ programs. Worst-case execution time estimation is important in different application areas, for example in embedded programming, and time critical, high responsive server programs. In these areas the "buy a better hardware" philosophy is not an option. The final code must be reviewed, tests and validations must be applied before the program being used. The validation process may contain worst-case execution time estimation (WCET) or measurement. Note that, such measurement are very hard to complete.

The WCET estimation can be defined in various ways, depending on which program features should be estimated. The most obvious but also the most difficult approach is the quantitative time estimation (e.g. in seconds) [Wilhelm et al. 2008; Huynh et al. 2011]. Such analysis is a complex and difficult area, because of the processor’s cache operations, interrupt routines and the operating system impact the execution time. Also, it is very difficult to replicate a specified scenario. Measuring the worst-case
execution time as an absolute quantity therefore is still an unsolved problem for the most popular programming languages, like C++.

In the other hand, we can make an estimation of the number of executed instructions – this method will ignore any cache accesses and interruptions, but still enough low level. Also, on RISC processors the estimation can be converted into an approximated time. However, these methods must be done for every binary versions and architectures, because the different compilers and optimization strategies.

In the same time, WCET calculation is also important on the source code level. When evaluating a library which can be compiled on different platforms with different compilers we are interested not in absolute or approximated time but rather certain elementary statements, e.g. number of (expensive) copy instructions of certain types.

This problem led to us the high-level WCET investigation. It allows us to process the code at the language source level, which is architecture independent. At the language level the number of assignments, comparisons, and copies can be measured. These discrete values can be capped by a predefined limit and can be checked by static analysis tools. Also, using such tools serious programming errors can be detected, what none of the low-level WCET estimations can reveal.

In this paper, we introduce such a tool for C++ programs, to detect copy/move semantics errors in order to ensure the pertinence of the program. Moreover, the number of copies can be checked, because the unnecessary copies can slow done the code as well.

This paper is organized as follows: in Section 2 we present the necessity of the move semantics in C++, and we present use cases to introduce the move semantics with related code snippets. In Section 3 we presented a new C++11 feature, called generalized attributes, and we used this mechanism to annotate the source code with expected semantics informations. Also, we introduced our Clang-based tool to check semantics and display error messages to the mistakes. Finally, in Section 4 we present our future plans with our tool.

2. C++ MOVE SEMANTICS

The C and C++ languages have value semantics [Stroustrup 1994]. When we use assignment, we copy raw bytes by default. This behavior can cause serious performance issues. In case of concatenating multiple arrays in one assignment, the cost of the temporary objects are high. The used new and delete operators, the overhead of the extra loops and memory accesses, and the amount of the allocated memory are costly operations. Todd Veldhuizen investigated this issue, and suggested C++ template metaprogramming [Alexandrescu 2001; Czarnecki and Eisenecker 2000; Sinkovics and Porkoláb 2012; Veldhuizen 1995b] and expression templates [Veldhuizen 1995a] as a solution. The base idea is to avoid the creation of temporaries, but "steal" the resources of the operands. Such operation can be implemented library-based [D. Abrahams 2004] almost trivial with overloading, but to distinguish non-destroyable objects from those which can be "wasted" language support is required. Therefore C++11 standard has introduced a new reference type: the rvalue reference [Standard 2011; str ]. In the source code, the rvalue references have a new syntax: &a. Using this syntax, the constructor can be overloaded with multiple types; and the move constructor has been introduced, as we can see in Figure 1. The move constructor steals the content of the argument object, and set it to an empty but valid (destroyable) state.

Note that, the actual parameter passed in the place of an overloaded constructor may be either an rvalue or an lvalue. When the object passed as parameter is referred by a name, then it is lvalue, otherwise it may be an rvalue. This rule is explained in Figure 2. This is one of the situations where C++ programmers can easy make mistakes, and no errors or warnings will be generated by the compiler.
In Figure 3 we can see a derived class from the Base class. The Derived class has a copy constructor and a move constructor. The implementation of the copy constructor using costly copy operations, while the move constructor uses move semantics.

Because of the rule explained above, if an object has a name, then it behaves like an lvalue. In this case, we must explicitly call the std::move function to enforce the move semantics. Without it, the Base(const Base& rhs) will be called, i.e. the Base part of the object will be copied instead of using the move semantics. This implies an obvious error in the code – as we can see in Figure 4.
template<class T>
void swap(T& a, T& b) {
    T tmp(std::move(a)); // enforce move semantics
    a = std::move(b);
    b = std::move(tmp);
}

Fig. 5. swap with move semantics.

template<class T>
void swap(T& a, T& b) {
    [[move]] T tmp(std::move(a));
    [[move]] a = std::move(b);
    [[move]] b = std::move(tmp);
}

Fig. 6. The swap function with annotated statements.

The situation in Figure 5 is similar. It is critical to write the std::move call in the first line, because the variable a has a name. Without the std::move it will be copied to tmp, and the code will likely be executed slower than as assumed. Our prototype tool is analyzing such issues to detect the unnecessary copy operations.

3. ATTRIBUTE-BASED ANNOTATIONS AND CHECKING

In C++11 a new feature has been introduced to able the programmers to annotate the code, and to support more sophisticated domain-specific language integration without modifying the C++ compiler [Porkoláb and Sinkovics 2011; Sinkovics and Porkoláb 2012]. The new feature is called generalized attributes [Kolpackov 2012; J. Maurer 2008]. Currently this is rarely used, because the lack of standard custom attributes, but it is a great extension opportunity in the language.

Most important C++ compilers, like GNU g++ and the Clang compiler (which is a C++ frontend for the LLVM [Klimek 2013; Lattner et al. 2014]) parses the generalized attributes, binds to the proper Abstract Syntax Tree (AST) node even if Clang displays a warning, because all generalized attributes are ignored for code generation. Even if the attributes are ignored for code generation, they are included in the abstract syntax tree, and they can be used for extension purposes. In our case, we will annotate functions and statements about the expected copy/move semantics. For example, the original code in Figure 5 can be annotated with the [[move]] attribute as can be seen in Figure 6.

Though, the statements are validated correctly, the annotations are redundant and every line starts with the same [[move]] attribute. To avoid this, the whole function can be annotated as can be seen in Figure 7. Annotating the whole function changes the default semantics of the statements inside the function – the unannotated functions have copy semantics by default.

Our validator tool use two different annotations: the [[move]], and the [[copy]]. To determine the expected semantics of a statement needed the default behavior of the function (which defaults to [[copy]] in the most cases, but it can be overridden), and the optional statement annotation. If the statement does not have annotations, then the semantics of the statement is the same as the semantics of the function. If the statement contains e.g. a constructor call, then the tool checks whether the proper constructor call is made. When not the proper constructor is called, then the tool displays an error message.
template<class T>
[[move]]
void swap(T& a, T& b)
{
    T tmp(std::move(a));
    a = std::move(b);
    b = std::move(tmp);
}

Fig. 7. The annotated version of the swap function.

Furthermore, our tool validates the implementation of the move constructors. As can be seen in Figure 4, easy to make mistakes in the move constructor. As to prevent these errors, the tool sets the default semantics of the move constructors to [[move]] instead of [[copy]].

Note that, the builtin types, like int and long does not have constructors, so the tool will allow to copy primitive types even the [[move]] is set.

4. FUTURE WORK

The functionality of the tool can be integrated into the compiler itself, and the 3rd party tool problem can be solved. The compiler traverses the whole AST during the compilation (at least when the parser builds the AST), and our tool traverses the AST too. There is a trivial solution for the issue, because the AST visitor of the compiler may do more work at the same time.

Furthermore, we are investigating the possibilities of the comparison-analysis at language level. The first approach is to measure the depth of nested loops. The second step is to identify definite loops – it is hard to detect loops with "read-only" loop variable (the variable must be incremented/decremented in the step part of the loop). Note that, these problems appear in code validation process too, because the understandable loops are important in programming.

All of the features in this paper will be implemented in our experimental programming language, called Welltype. This language is an imperative programming language with strict syntax and strong static type-system. This language supports generalized attributes as well, and the attributes can be used by the programmer – the attributes are read-only at runtime, and the dynamic program loader checks their values at link time, whether are matching with the import- and export specification.

5. CONCLUSION

In this paper we presented the problems in real-time and embedded programming, such as high-performance computing and responsive server programs. For such applications giving an exact execution time estimation is very problematic. Many external factors influences the execution: including internal mechanisms in the processor and in the operating system. Instead of investigating absolute time properties, in our research we focused on measuring copy operations – an operation which highly influences C++ execution times.

We shortly described the C++ move semantics, and their positive effects on the programs. The C++ move semantic is a relatively new language level enhancement for optimizing the program execution avoiding unnecessary copy operations, but keep these optimizations at a safe level. Unfortunately, it is easy to make mistakes when working with move semantics. Many operations intended to use move semantics, in fact, apply expensive copy operations instead. Our method targets such mistakes, making operations planned for move semantic marked explicitly by C++11 annotations and checking their implementations for unwanted copy actions.
We implemented a Clang-based prototype tool to detect copy/move semantic errors in C++ programs. Firstly, our tool helps to avoid the negative effects of the unnecessary copies in execution time. Secondly, the validation of the program: it detects the unfortunate cases when the programmer fails to implement a proper move constructor.

Our tool can deal with both regular functions and constructors. The execution time of our tool is linearly depends only the size of the source code.

We recognised that, the functionality of our tool can be integrated into the compiler, and the overhead of detecting copy/move semantics errors can be greatly decreased. Furthermore, we are intended to implement the same functionality in our experimental programming language, called Welltype.
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Clone Wars
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Code clones are unwanted phenomena in legacy code that make software maintenance and development hard. Detecting these clones manually is almost impossible, therefore several code analyser tools have been developed to identify them. Most of these detectors apply a general token or syntax based solution, and do not use domain specific knowledge about the language or the software. Therefore the result of such detectors contains irrelevant clones as well. In this paper we show an algorithm to refine the result of existing clone detectors with user defined domain specific predicates to preserve only useful group of clones and to remove clones that are insignificant from the point of view defined by the user.
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1. INTRODUCTION

Code clones, the result of the "copy&paste" programming technique, have negative impact on software quality and on the efficiency of the software maintenance process. Although copying may be the fastest way of creating a new feature, after a while it is really hard to detect and maintain the multiple instances of the same code snippets.

Based on static source code analysis, clone detectors try to identify code clones automatically. Several clone detectors exist [Roy et al. 2009] applying different techniques to select the clones. These techniques include string, token, syntax and also semantics based approaches.

In the context of the Erlang programming language [Armstrong 2007], there are three clone detectors [Li and Thompson 2009; Födös and Tóth 2014b; 2013] implementing different techniques to select duplicated code. Although the clones identified by these techniques can be considered duplicates, some of them are irrelevant in certain points of view. The filtering system of Clone IdentifiErl allows users to tailor the result in different ways using domain specific knowledge about the language.

This filtering technique can be easily applied on duplicate code detectors that yield clone pairs [Födös and Tóth 2014b; 2013]: it simply leaves out the pairs which do not fulfil the requirements. When a clone detector groups the identified clones [Baker 1996; Koschke 2012; Födös and Tóth 2014a], the result is more comprehensible, but makes the filtering less straightforward. Filtering out some part of a group of clones results in smaller groups of clones. Sometimes smaller means that we have less group members, in other cases we have smaller clones – or both.
In this paper we show a general, language independent algorithm to refine the result of existing clone detectors that produce groups of clones. We apply domain specific predicates to the clones to filter out useful groups of clones from different points of view. For example, the clone elimination process can be simplified by removing clone instances that are difficult to be eliminated. The filtering system can be also used to exclude those clones from the result that are duplicates of any given exceptions. For instance, consider that the generated source code should be removed from the results. We also emphasize here that maintenance time can be decreased by focusing on the clones that cause the hardest problems, so the developer can work on the most useful maintenance tasks.

2. RELATED WORK

Clone detection is a wide field of research. Here we focus on filtering and grouping techniques.

Several detectors for duplicates exist, but only a few of them concentrate on functional languages, such as [Brown and Thompson 2010] developed for Haskell, and Wrangler [Li and Thompson 2009] for Erlang. We have proposed Clone IdentifiErl [Fördős and Tóth 2013] for Erlang, which is an AST/metric based approach. We have also published a purely metric driven algorithm [Fördős and Tóth 2014b] that characterises the Erlang language by using software metrics to identify clones in Erlang programs. In Clone IdentifiErl, a new standalone extensible filtering system has been introduced to filter out irrelevant clones, whilst in [Fördős and Tóth 2014b] we have given a filtering system that is capable of removing both irrelevant and false positive clones. The papers [Fördős and Tóth 2014b; 2013] argued for the necessity of this step, and presented a domain-specific implementation for Erlang.

Earlier, Juergens and Göde [2010] have proposed an iterative, configurable clone detector (ConQAT) containing a filtering system. ConQAT can remove repetitive generated code fragments and overlapping clones by iteratively reconfiguring and rerunning its initial clone detector.

Different clone detection techniques have been used by known detectors. Some of them, e.g. the suffix-tree algorithm [Baker 1996], form groups from the resulting clones. On the other hand, there are algorithms that produce clone pairs. In this latter case, it is also possible to group the results, but this has an additional computational overhead. For example, paper [Fördős and Tóth 2014a] shows a general and broadly usable method to group the result of clone detection algorithms.

Although significant research has been carried out in this area, grouping and filtering in one step is a novel technique. The method, presented in this paper, does not conflict with the already existing techniques and tools: it is an additional tool to refine existing results.

3. IMPROVING CLONE DETECTION

There are many algorithms for detecting code duplicates. They differ in accuracy as well as in execution time. Our goal is to improve accuracy without compromising efficiency. In this paper, we propose a standalone, and also a language independent, approach that can be used after any duplicated code detector to tailor its results. Here, we also present how it can be configured to facilitate accurate clone detection in Erlang programs.

Clone detectors result in either clone pairs or clone groups. Regardless of the format of the result, our algorithm can improve it until pairs can be considered as groups of two-elements. Therefore, our algorithm is defined to work with initial clone groups. It examines each initial clone group whether all elements of the group are “relevant” enough. The goodness of an element is judged by easily replaceable filters, thus the behaviour of the algorithm can be customised to fit various purposes. Our algorithm decomposes a group into sub-groups on which all the filters hold, and removes irrelevant elements from the result.

The algorithm provided here assumes certain properties for initial groups. Namely, each clone in a group must have the same amount of building blocks. In our Erlang implementation, the building
block is a top-level expression, where a top-level expression refers to the main expression or to a sequence of main expressions making up a function clause. There are many clone detectors [Roy et al. 2009] that produce initial clone groups for which the required property holds. Note that a well-known detection technique, the suffix tree based algorithms [Baker 1996; Koschke 2012], provide initial clone groups with the required property. A clone detector employing suffix tree [Gusfield 1997] has been implemented in Wrangler [Li and Thompson 2009] (and also in RefactorErl [RefactorErl project 2014]), and we will use this kind of initial groups for the practical evaluation of our approach in this paper. Before we detail our algorithm, we briefly review the general clone detection technique that uses suffix tree.

3.1 Suffix tree

Usually, clone detectors that use suffix tree are token-based algorithms. Tokens of the analyzed program are mapped to words of a formal language based on the token kind. For instance, identifiers and literals can be mapped to ‘a’, the begin keyword is mapped to ‘b’, the case keyword is mapped to ‘c’ and so on. The suffix tree is constructed from using the transformed tokens. The groups of initial clones are gathered as subtrees from the entire suffix tree. This step requires $O(n \cdot \log n)$ steps in the worst case.

The main advantages of this technique are the low computational cost and the compact result, because it demands no further grouping. Several duplicated code detectors [Baker 1996; Koschke 2012] use this algorithm as their initial clone detectors, because suffix tree based clone detection is a general technique that can be easily applied to detect clones in any programming language.

However, its general applicability implies its weak points. It is a token-based detector with no built-in knowledge of programming languages, thus several clones forming no valid syntactical unit may appear in its result. These clones need to be further cut to meet the syntactical rules of the programming language in which the clones were implemented. Hereupon, it produces several useless clones that consist of a few tokens and have nearly no syntactic characteristics. Last but not least, finding gapped clones becomes impossible, because the algorithm of suffix tree cannot deal with these clones.

3.2 Filtering

Our algorithm examines each initial clone group whether its elements satisfy the required properties described by the user defined filters. Filters are applied to the building blocks of the clone instances that belong to the same group. Filters can be chosen arbitrarily to fit any purpose.

Our algorithm allows developers to concentrate only on important clones by removing irrelevant clones from the result, as Clone IdentifiErl does. Our algorithm can also come to rescue, if the result needs to be cleaned by excluding elements that are required to be duplicated. For instance, consider constraints originating from business logic, or the cases when a function acts as a bridge that connects two applications. Expressions referring to these functions are obviously clones, but they are necessarily present. For another example, consider that the examined source code contains a parser (e.g.: yecc) generated source code which can be excluded from the clone groups by using our algorithm. To best of our knowledge, no Erlang specific approach can handle such exceptions.

In this paper, we show how our algorithm can ease the elimination process by using Erlang specific filters. Although a suffix tree based detector is being employed to produce the initial clones, our implementation already ensures that the initial clones of a group are real syntactic clones that differ only in the used identifiers and operators. Thus, we only want to check that the following two predicates hold for a group to ease the elimination process.

—The elements of the group refer to nearly the same set of functions.
3:18 • V. Fördös, M. Tóth and T. Kozsik

- The elements of the group refer to the same record definitions.

The first property excludes clones whose elements call mostly different functions, because the functionalities implemented in these clones are likely to be independent. Thus, the elimination of these clones is not a high-priority task. For instance, consider Figure 1. The latter property is greatly Erlang specific. Note that these filters should only be replaced when tailoring the algorithm to report clones written in another programming language.

3.3 Grouping & filtering in one step

In this section we briefly explain how to process an initial clone group by filtering and regrouping clones. The algorithm decomposes a group containing \( m \) pieces of \( n \)-unit long clone instances into subgroups based on filtering results.

The original group can be best understood as an expression matrix of size \( n \times m \): a column in this matrix is a clone instance, i.e. a sequence of \( n \) (top-level) expressions appearing in the program that was categorized by the initial grouping as a clone of the other columns in the same matrix. A row in the matrix contains \( m \) occurrences of a “similar” expression. For efficiency of the initial clone detection phase, this similarity may be too permissive. We can design more specific “filters” to express domain-specific knowledge about “relevant” clones, by considering two expressions similar in a more restrictive manner. For instance, we can introduce a filter which considers two expressions different if they refer to different record types – even if they were declared similar by the initial clone detection.

A subgroup is formed as an intersection of some selected rows and columns from the original expression matrix. Columns of a subgroup are clones that are relevant from the point of view of the applied filtering mechanism. Our algorithm will try to find maximal sized sub-groups, with elements consisting of as many units as possible.

For the sake of the example, assume that we characterise expressions based on the referred record types. Let us denote an expression with ‘a’ if it refers to a record type ‘a’. In Figure 2, a characterisation of an initial clone group can be seen. The group contains five (i.e.: \( m = 5 \)) three-unit long clone instances (i.e.: \( n = 3 \)). The elements of the matrix represent the records referred by the expressions of the clones; the third element of the first row is an expression referring to record ‘a’ (only). Note that only two of the initial clones in the group are considered relevant by this filtering: column 1 and column 3. Furthermore, our algorithm will identify a shorter clone consisting of two top-level expressions \( c;e \) in columns 2 and 4 as well.
We want to maximise both the length (number of columns) and the size (number of rows) of every constructed sub-group. These properties are orthogonal to each other, therefore the maximisations of them impede each other.

We propose an iterative algorithm. We start by identifying sub-groups having one-unit long clone instances. For our example, such sub-groups are shown in Figure 3: in each row, the elements that belong to the same sub-group are painted using the same shade of grey. Obviously, we create maximal sized sub-groups. In the third row, for instance, we could identify two sub-groups (one for \(d\) and another one for \(e\)), both containing two columns. In the first row, however, we have a sub-group with three columns.

Next, we try to improve the other dimension, i.e. to lengthen the elements of sub-groups. This goal is achieved in two steps. First, we try to join the previously determined sub-groups; here care must be taken not to lose any existing maximal sized sub-groups. We can join two sub-groups if there are no rows between them (clones are continuous blocks of top-level expressions), and they share at least two columns (i.e. at least two clones contain the matching expressions). Furthermore, if there is a clone instance in any of the to-be-joined sub-groups that is not included in the newly created sub-group, then the original sub-group containing this clone instance must be preserved (otherwise it can be thrown away). We will come back to this covering problem soon.

Joining is illustrated in Figure 4. Note that matrix elements may belong to multiple sub-groups, as happened with the \(b\)s in the second row of the expression matrix. We could join those \(b\)s with the \(a\)s of the first row, as well as with the \(d\)s of the third one.

In the second step of sub-group lengthening, we iteratively glue overlapping sub-groups together. Check the left half of Figure 5: two groups \((a;b)\) in the first two rows and \(b;d\) in the last two rows) are glued together based on the overlapping in the second row (dashed rectangles). Naturally, it is required that glued sub-groups have at least two common columns: without that they would not be clones. Here the sub-groups share the first and the third columns.

Again, if a clone instance that belongs to any of the input sub-groups is not present in the glued sub-group, then its containing sub-group must be preserved. (We will refer to this phenomena as the new sub-group not covering the old one.) This can be observed in the right half of Figure 5. After constructing the new sub-group \((a;b;d)\) in columns 1 and 3, we can drop sub-group \((b;d)\), but we must preserve the sub-group \((a;b)\) in the first two rows, since it contains the third column, which is not included in the new sub-group, and hence the new sub-group does not cover the original \((a;b)\) sub-group.

The gluing step is repeated until there are no sub-groups that can be glued together. Then the algorithm terminates, and outputs the determined sub-groups as a refined grouping of clones.

### 4. FORMAL DESCRIPTION

Now we define our filtering & grouping algorithm more precisely. The algorithm operates on a single clone group, represented as an expression matrix of size \(n \times m\). Each column represents a sequence of top-level expressions in a function clause (a clone instance), and a row corresponds to similar expres-
sions with respect to an initial clone detection algorithm.

\[ G \in \mathcal{E}^{n \times m} \]

For filtering out irrelevant clones, we will use a reflexive and symmetric (but not necessarily transitive) binary relation over expressions.

\[ f \subseteq \mathcal{E} \times \mathcal{E} \]

Our algorithm takes a clone group \( G \) and a filtering relation \( f \), and produces a set of subgroups, which refines the grouping \( G \).

\[ G, f \mapsto \{ G_1, G_2, \ldots G_r \} \]

Each subgroup \( G_i \) represents a clone group made up of \( m_i \) clone instances, each instance having length \( n_i \), where \( 1 \leq n_i \leq n \) and \( 2 \leq m_i \leq m \).

\[ G_i \in \mathcal{E}^{n_i \times m_i} \]

A subgroup selects a block of rows and some of the columns of the original expression matrix. The initial clones represented by the selected columns in the subgroup contain an expression sequence (the selected rows) which is accepted as a “relevant” clone.

We can represent a subgroup with a “selection” \( s \), relative to an initial group \( G \). The block of rows selected by \( s \) is denoted by \( s.r \), where \( s.r.\ell \) is the lower, and \( s.r.u \) is the upper bound of the selection. The set of columns selected by \( s \) is denoted by \( s.c \). (To improve the efficiency of the algorithm, \( s.c \) can be represented as an ordered list of numbers.)

\[
 s = (r, c) \quad \text{where} \quad r = (\ell, u), \quad \ell \in [1..n], \quad u \in [\ell..n], \quad c \subseteq \{1, \ldots, m\}
\]

The algorithm is defined as two steps (Sections 4.1 and 4.2, respectively) followed by an iteration of a third step (Section 4.3). No more than \( n - 2 \) iterations of the third step are needed; the algorithm can terminate earlier if fixed point is reached.

4.1 One unit long clone instances

The first step of the algorithm produces \( S_1 \), a set of selections of the initial group.

\[ G, f \mapsto S_1 \]

Each clone instance of each selection in \( S_1 \) has length 1 (these clone instances are formed from only one expression). This is the only step of the algorithm where filtering takes place, and predicate \( f \) is used. All pairs formed from the elements of each selection in \( S_1 \) satisfy predicate \( f \). In the subsequent steps we shall maximize both the length of reported clone instances, and the size of the subgroups.

\[
 S_1 = \bigcup_{i=1}^{n} \left\{ ((i, i), c) \mid c \in \text{MaxProperCliques}(\text{graph}(f, G, i)) \right\}
\]

where \( \text{graph}(f, G, i) \) is the graph of \( f \) regarding to the expressions of the \( i^{th} \) row in \( G \) with vertices \( \{1, \ldots, m\} \) and edges

\[
 \left\{ (p, q) \mid (G[i, p], G[i, q]) \in f \right\}
\]

and \( V \in \text{MaxProperCliques}(g) \) means that \( V \) is a clique (the vertices of a complete subgraph) of \( g \) which contains at least 2 vertices, and \( V \) is not included in a larger clique (i.e. \( V \) is inclusion-maximal [Bomze et al. 1999]).
4.2 Joining clone instances

The second step of the algorithm takes clone subgroups containing one unit long clones, and try to join subgroups.

\[ S_1 \rightarrow S_2 \]

Joining can be defined in two steps. First, we introduce \( S'_1 \) as follows.

\[ S'_1 = \left\{ (\ell_1, u_2, c_1 \cap c_2) \mid (\ell_1, u_1, c_1) \in S_1, ((u_1 + 1, u_2), c_2) \in S_1, |c_1 \cap c_2| > 1 \right\} \]

Let the binary relation \( \text{covers} \) over selections be defined as a partial order in the following way: \( s_1 \text{ covers } s_2 \) if and only if

\[ s_2.c \subseteq s_1.c \land s_1.r.\ell \leq s_2.r.\ell \land s_2.r.u \leq s_1.r.u \]

Finally, we can provide \( S_2 \) by combining \( S_1 \) and \( S'_1 \) and eliminating selections that are already covered by other, larger selections.

\[ S_2 = S'_1 \cup S_1 \setminus \{ s \mid \exists s' \in S'_1 : s' \text{ covers } s \} \]

4.3 Glueing clone instances

The third step, which must be repeated until fixed point is reached (which will happen after no more than \( n - 2 \) iterations) is also described in two steps.

\[ S'_i = \left\{ s \mid s_1, s_2 \in S_i, \text{s_1.r overlaps with s_2.r, s.r.\ell = min(s_1.r.\ell, s_2.r.\ell), s.r.u = max(s_1.r.u, s_2.r.u), s.c = s_1.c \cap s_2.c, |s.c| > 1} \right\} \]

where two blocks of rows are overlapping, i.e.

\((\ell_1, u_1) \text{ overlaps with } (\ell_2, u_2) \text{ if and only if } (\ell_1 \leq \ell_2 \leq u_1) \lor (\ell_2 \leq \ell_1 \leq u_2)\).

Now we can define \( S_{i+1} \) by removing all the selections from \( S'_i \) that are covered by other, larger selections.

\[ S_{i+1} = S'_i \setminus \{ s \mid \exists s' \in S'_i : s' \text{ covers } s \} \]

When the iteration of this third step reaches fixed point, the last set of selections, \( S_t \) can be used to determine the set of subgroups returned by our algorithm. For each selection \( ((\ell, u), c) \in S_t \), we yield a subgroup of size \((u - \ell + 1) \times |c|\), containing the intersection of the selected rows and columns of the initial expression matrix.

5. CONCLUSIONS

In this paper, we proposed a broadly usable filtering algorithm that quickly removes those clones from the results that are insignificant from the point of view defined by the user. The proposed algorithm is language independent, thus the results of many duplicated code detectors can efficiently be improved. By removing irrelevant clones, the maintenance costs can be decreased, because the programmers need to only deal with important issues.

In this paper, we defined rules that are specialised for easing the clone elimination process in Erlang programs. We discussed the underlying ideas, and we also gave a formal description of our algorithm.

We note that we successfully evaluated the realisation\(^1\) of the algorithm and assessed the results. All of our goals were reached; clones that are hard to eliminate are not present in the results. The filtering

\(^1\)The authors would like to thank to Bence Szabó for the implementation.
phase requires only a small extra computational cost that is infinitesimal. Moreover, it removes clones that are insignificant from the point of view defined by the user. Thus, the algorithm quickly cleans the result and helps programmers focus on only important cases.

Future work will consist of evaluating the proposed algorithm by using initial clones reported by different clone detectors and studying and comparing the results of these test runs. Differences in the results will indicate areas for future study.
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Tremendous growth of Information Security issues poses a problem - is most of mankind turning criminals or is something wrong with rules? Are we always trying to secure valuable Information or just data and do the rules correspond to generally accepted behaviour?

In order to understand better issues connected with Information Security we have first establish concise meaning of terms 'Information' and 'Information Security'. Information cannot be considered separately from an Information Processing System (IPS); a message is Information only for some IPS and is used by the IPS for achieving its goals.

In the paper is considered general model of IPSs and their goals. To get some insight of attitudes of users, the mileu of Massively Multiplayer On-line Games (MMOG) is considered. A 'Security Incident' may be just a curiosity; cheating in a game is not considered serious offence by fellow players.
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1. INTRODUCTION

Insecurity, threats to information, need to defend information from unauthorized access, use, disclosure, disruption, modification, perusal, inspection, recording or destruction are nearly always deliberate. Accidents, which in 90ties were responsible for most Information Security issues - a plane flows into an office building destroying all computers in it, employee mistakes ("Format C:"), fire, flood, earthquake, lightning, shooting or otherwise destroying a computer in fit of anger ("You do not have right to access folder 'My Documents'!") issues with ISP or WAN etc account currently only for tiny part of Information Security problems. According to recent report from Panda Labs [PandaSecurity 2014], in 2013 appeared about 82,000 new malware threats per day and in the whole year - 30 million new malware threats, Kaspersky Lab is detecting 315,000 new malicious files every day [Kaspersky 2014] most of them (>70%) - trojans, especially designed for stealing/damaging Information.

Current computerized Information Processing systems are vulnerable, rigid and not adaptive, since the main focus in their development is on computer technology and communication protocols. System environments, culture of system users, reasons for attacks, culture and operating modes of attackers are considered less.

Threats to Information are not specific only to computers and computer networks, they are present in nearly any Information Processing System (IPS) - social and business organizations, governments, all kinds of living systems down to simplest ones - cells and bacteria. In order understand mechanisms which provoke misuse of information and design and create adaptive information security systems, which can adequately respond to constantly changing dynamic environment and threats and can secure functioning of IPS under attacks and threats the IPS should be considered on more general level. But we should also re-consider rules and practices – do they agree with general understanding of right and wrong?
2. INFORMATION FLOOD

Information regulates all processes and information processing is the central characteristics of all Universe. Advances of Biology, Economy, Information Technology, Social studies etc have introduced and supported the understanding, that we are living among Information Processing Systems. Ko Seth Lloyd from MIT calculated in 2006 [Lloyd 2006], that the visible universe has so far computed about $10^{122}$ operations on $10^{92}$ bits.

Even a simple unicellular organism is a complex and purposefully organized algorithm, but the most complex IPS are humans. Man is the most complex information-processing system on Earth. By some estimates [Spiro 1980] the human brain can store 2.5 petabytes (ca million gigabytes); in the human body are in every second processed $3.4 \times 10^{19}$ bits.

Our individual Information Processing capabilities are tremendously amplified by our Society and our greatest invention - Internet; so much so, that we clearly are not any more able to manage the process. The amount of digital data created in World grows in two years (at least) twice and in 2020 will be 40000 exabytes (exabyte = 1018 bytes) - over 300 times more than it was in 2005 [EMC 2014]. World population in 2020 is estimated to be 7.72 billion, thus the memory capacity of the whole mankind can in 2020 store only 0.00004% of the whole digital data generated in our digital universe.

We believe, that we are rational beings and everything we do has a purpose. What is the purpose of this flood of data? Some people call this 'Information Age', 'Age of Big Data', but what is the purpose of amounts of data, what we can not manage? Software is eating the world [Andreesen 2011], who will be in control in 2020 - we or our programs? How much of this data is Information, what has for us some use? How much of this should be protected using the Digital Rights Management (DRM) methods and is this protection in interests of whole Mankind?

3. WHAT IS INFORMATION?

We all agree that we now live in "Information Age", we have become an "Information Society" and that information is the main source of value in the global economy. Several scientists have proposed [Stonier 1990, Hefner 1992, Gitt 1994], that information is a part of the physical universe the same way as matter and energy. Information present in a system is the measure of organization of the system.

But in spite of vast number of papers on Information, Information systems, Information Security etc the meaning of the word "Information" remains abstract and underdefined. The situation has not become essentially better from the famous utterance from father of Cybernetics Norbert Wiener: "Information is information, not matter or energy" [Wiener 1948, p. 132]. In spite of proliferation of information systems, there is still no generally agreed answers to the questions – What is Information? Has Information natural properties and if so, then what are these properties?

The word 'information' is derived from the Latin word 'informare' - "give form to", i.e. information is always represented with some form, structure, pattern. But 'representation' of a concept (e.g. in human mind) is not the concept itself, representations are the result of grounding our sensory perceptions, discovering patterns in perceptions.

The Oxford Dictionary explains 'information' as 'facts provided or learned about something or someone', i.e. information is communicated to receiver.

It is often claimed that Information Theory was created by Claude Shannon, but the main topic of Shannon's research was Communication. Shannon always considered communication and did not speak about information; he always used notions 'communication, communications channel'. In his groundbreaking paper "A Mathematical Theory of Communication" [Shannon 1948] he explicitly states: "fundamental problem of communication is that of reproducing at one point either exactly or approximately a message selected at another point", but "semantic aspects of communication are irrelevant to the engineering problem". Shannon considered messages and communication without any assumptions about their meaning, but information is based on meaning. A message without meaning does not contain information for receiver.
Shannon's paper started the 'Information Theory' boom in many fields—linguistics, biology, physics, so that he was forced to warn: "Workers in other fields should realize that the basic results of the subject [communication channels] are aimed in a very specific direction, a direction that is not necessarily relevant to such fields as psychology, economics, and other social sciences".

Meaning of communicated signals, how these signals are used in receiving IPS—both in mechanical and biological systems, i.e. how signals influence, control these systems—this was considered by Norbert Wiener considered in his ground-breaking opus "Cybernetics or Control and Communication in the Animal and the Machine" [Wiener 1948]. Wiener considered signals as information. Signals, data become for receiver information if they make sense for receiver and receiver can use them for achieving its goals. A data item is Information for an IPS if it helps the IPS in achieving its goals, i.e if it changes the future behaviour of the IPS, acts for the IPS like a program.

4. INFORMATION PROCESSING SYSTEMS

All Information Processing systems (IPS)—living systems, businesses, social organizations, governments, languages, computer programs, etc—are finite and have goals, their purpose is to perform some actions aimed to fulfill their goals and they survive by constantly processing information about threats and opportunities in the world around them.

Goals of living systems are metabolism (getting energy needed for their functioning), growth and reproduction, securing resources/territory and collaboration, goals of businesses—acquiring resources (money) by production of some goods and/or services, growth and creating daughter businesses, goals of languages—improve communication of language users, goals of governments—guarantee and improve well-being of citizens etc. Actions of IPS systems are based on information they receive from their environment; these actions allow them survive and develop, become more complex, reduce their inner entropy. Thus all IPS have (at least) these goals:

1. metabolism - acquiring energy needed of its actions
2. growth/reproduction
3. securing their existence, resources/territory from external threats
4. collaboration with other similar IPS - when this helps in achieving their goals.

Problems with Security arise from the third goal.

4.1 Formal Level

Actions for achieving of goals can be performed only if some conditions are true. Conditions can be expressed with predicates, thus we can consider goals as logical predicates.

Signals, data becomes information for an IPS only when they can be used for proving true their goals. A goal for a living system can be e.g. an eatable object:

\[ a \land \text{eatable}(a) \]

For processing (proving a goal predicate true) data should be stored by IPS. Since all IPS are finite, they tend not to store useless data or if something is stored, but could not be used for a long time, then it is forgotten. According to Landauer's erasure principle [Landauer 1961] forgetting, erasing memory always increases thermodynamic entropy in the environment [Plenio 2001].

If the goal is predicate \( \text{vitamins} \) and IPS has already some information, e.g.

\[ \text{vitamins} \iff \exists x (\text{vitamins}(x)) \]

\[ \text{vitamins}(x) \iff (\text{apple}(x) \lor \text{pear}(x)) \land \neg \text{chips}(x) \]

and IPS gets from its environment grounded information

\[ a \land \text{apple}(a) \]

then it can deduce the goal \( \text{vitamins}(a) \) and perform the action - \( \text{eat}(a) \).
Shannon's formula

\[ H(x) = -K \sum_i p(x_i) \ln(p(x_i)) \]

for calculating entropy of the used above function

\[ f(x, y, z) = (x \lor y) \land \neg z \]

gives

\[ H(f) = -\left( \frac{3}{8} \ln \frac{3}{8} + \frac{5}{8} \ln \frac{5}{8} \right) = 0.954 \]

When IPS performs the above deduction and thereafter clears the used memory (its finite!), its entropy increases by this amount.

5. EXAMPLE TO CONSIDER - MMOGS

Problems with Security for environment arise from the third goal of IPS - securing their existence, resources/territory from external threats. IPS should keep balance with their environment for sustainable existence, but humans are often driven by greed and often overact, trying to secure more than inevitable, cheat and commit fraud. Every Security incident means, that somebody is violating the accepted rules and practices. The tremendous growth of security accidents poses a problem: wheather the whole Mankind is becoming criminals or is something wrong with rules, the rules do not agree with what is considered normal.

Reasons of our behaviour lay deep in human culture, history and psychology and are difficult to analyse, but for illustrative 'sandbox example' could be used computer games, especially Massively Multiplayer Online Games (MMOG).

The online gaming industry has in the past decades grown rapidly. The virtual economies created within MMOGs often blur the lines between real and virtual worlds so that several companies producing MMOGs have hired an economists to regulate the virtual economy in their games [Plumer 2012].

As a result, the Security problems in MMOGs are becoming increasingly critical. Cheating, virtual frauds, and other security attacks are widespread in the virtual worlds of MMOGs. Gamers have developed illegal methods to obtain virtual wealth and convert it into real wealth in the real world using Real Money Trading, which allows to buy using real money game values (tropies, achievements).

MMOGs are played in massively distributed systems spreaded over many countries with thousands of client processes interweaving on common servers in real time. This generates many security issues and is the reason for the lack of regulations in this industry - it is difficult to impose legal laws in a world that is virtual, "not real", involving several countries.

As a result has appeared a million-dollar business of developing cheating tools, bots for (half) automated gaming, cheats, trainers and walkthroughs and web-sites, where one could get for monthly fee super-human abilities in some game, e.g. see other players through walls [Maiberg 2014].

It is difficult to tell exact percentage of cheating players. In a recent study involving one on-line racing game [Blackburn et al 2014] was collected information about gamers on the Steam Community global gaming network: Steam has an anti-cheating system which marks cheaters public profile; from more than 12 million analyzed gamers over 700 thousand (ca 6 %) had their profiles flagged as cheaters.

Cheating was earlier considered as a despicable behaviour, but currently the attitude seems to be changing - the study discovered, that "cheaters are well embedded in the social and interaction networks: their network position is largely indistinguishable from that of fair players". And seeing fellow players succeed through cheating creates the idea that it might be worth the risk also to try.

Cheating is often difficult to distinguish from healthy curiosity. Consider a simple on-line Pong game, where player has to move his paddle in order to bounce a ball to target of another player. If player can place its paddle in correct position (ball bounces from paddle), he/she earns some points; if ball misses the paddle, it also bounces back, but player does not earn anything.
Fig. 1. Cosmic Pong - player has to move his paddle to bounce the ball back and earn points; if ball misses paddle, it bounces back from ground and player does not earn anything.

We did such a game in game-programming class. Everything went well until one student started to earn rapidly tremendous scores. It turned out, that he has decreased the y-coordinate of his paddle, so that ball often started to bounce back from the bottom of the paddle creating several bounces, which quickly increased his score.

Fig. 2. Student's modification - paddle's y-coordinate is decreased, so that ball starts bouncing from the bottom of the paddle and creates every time new points.

What should teacher do - prize for ingenuity or punish for cheating, his modification give him clear advantage? After discussion we changed the game: everyone can modify (some) constants, but the modification will be at once distributed to all computers, so that all players are all the time in equal conditions.
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Scientific applications simulate any natural phenomena in different scientific domains. Moreover, the problems they solve are usually represented by mathematical models. Taking that in advance, these problems can be described by using specific formal notation and mathematical formulas. Scientific applications are usually created by the scientists without using any software development practices. Our main goal is to include formal methods in the testing process of scientific applications. In this paper, we adapt Interval Temporal Logic (ITL) as a flexible notation for describing software applications. We use Tempura framework and Ana Tempura tool for specifying the properties of the scientific software system. The correctness of the code is verified by comparing the results from the program output and functions written in Tempura. This process is especially important when some code changes or optimizations are made. To verify this concept we made a formal description of the code for calculating bound states of the Morse oscillator well.
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1. INTRODUCTION

Scientific applications are widely used nowadays in different scientific domains. Numerical simulations performed by scientific applications can solve problems in many research fields such as: computational chemistry, physics, engineering, mathematics, mechanics, informatics, bioinformatics, etc. Scientific application is defined as a software application that simulates activities from the real world by turning the objects into mathematical models [Ziff Davis Publishing Holdings 1995]. Simulations of scientific experiments require powerful supercomputers, high performance computing infrastructures, clusters or Grid computing [Vecchiola et al. 2009].

The testing process of scientific applications is not the same as testing of the commercial software applications. Problems related to testing come from the non formal specification of the scientific applications. Scientists are mostly interested in scientific research achievements and they do not have any documentation or formal specification for their software [Segal 2008]. When some code changes or code optimization should be performed it is usually hard to understand the code. According to Kelly and Sanders [Sanders and Kelly 2008], the risks of developing scientific applications can be divided
into three categories: complexity of the theory and the difficulty of its validation; implementation risks (code and documentation) and application usage risk (concerning the use of the application by the target user groups). Validation is difficult because the results sometimes must be compared with the results obtained by the physical experiments. Also, scientists usually visually decide whether the results are satisfactory or not. The survey presented in [Koteska and Mishev 2013] shows that most of the interviewed scientists do not prefer formal software engineering testing methods, do not use any testing tools, do not use any specific test case generation technique and some of them do ad-Hoc testing.

To change the current development practices and to improve testing, we propose adapting the method of formal specification and verification of the scientific applications. We chose Interval Temporal Logic (ITL) as a powerful and flexible mathematical notation for propositional and First-order reasoning about periods of time which is used for describing hardware and software systems. We also use the Ana Tempura tool that is built upon C-Tempura and is used for runtime verification of systems. This tool uses ITL and the executable subset Tempura which is an interpreter for executable ITL formulas [Cau et al. 2002]. As a case study, we chose the code for calculating the bound states of the Morse oscillator well which is described in [Bittner 2009].

The rest of the paper is organized as follows. Related work is given in Section 2. In Section 3, we explain the importance of using the formal notation for scientific application description and we present the benefits of using ITL and Tempura. In Section 4, the ITL formal description of the code for calculating the bound states of the Morse oscillator well is given and the results of the testing process are shown. The conclusion and future work are specified in Section 5.

2. RELATED WORK

There are several research papers that present some methods for formal description of software systems and architectures. An overview of how formal (mathematical) methods can be used in the software development cycle and what methods and tools can support software development is given in [Ostroff and Paige 1998]. Siegel and Avrunin [Siegel and Avrunin 2004] write about issues related to finite-state verification techniques when applied to scientific computation software employing the Open MPI (open source High Performance Message Passing Interface implementation). Siegel and Rossi [Siegel and Rossi 2008] applied model checking techniques to BlobFlow (MPI scientific program consisted of 10K lines of code that implements a high order vortex method for solving the two-dimensional Navier-Stokes equations). ITL has been previously used for describing software or hardware systems, state machines or documents. For example, Sciavicco et al. [Sciavicco et al. 2009] consider the problem of formalizing a medical guideline in a logical language. These guidelines are documents supporting the health-care professionals in managing a disease in a patient. Zedan et al. [Zedan et al. 1999] present an object based formal method for the development of real-time systems which is called ATOM. It is based on the refinement calculus and also the formal specification contains ITL description of the behaviour of a real-time system. El-kustaban et al. [El-kustaban et al. 2012] proposed an executable specification model for an abstract transactional memory (lock-free technique that offers a parallel programming model for future chip multiprocessor systems). They used ITL and AnaTempura to build and validate the model. In [Rossi et al. 2004], the authors use temporal logic that combines points, intervals, and dates to formalize the semantics of UML state machines.

The development of scientific applications does not include software engineering practices or formal methods which means that no requirements, formal specification or any kind of documentation could be found. The problems come later when some code modifications or optimization should be performed and nobody knows what the code function is. ITL is usually used for modeling critical software systems, but it really helps when some code changes are made. For example, code changes must be made when some code optimizations are performed which happens very usually while programming scientific ap-
lications because of the memory lack and CPU performance. The program written in Tempura is one way to check the correctness of the results of the program. It also helps for understanding the order of the statements execution at a given moment of time. If no formal program description is used, then the chances for program errors are bigger and the program is less understandable for people being included in the development process later.

The research shows that no formal specification of the scientific applications using ITL/Tempura are made. Our main goal is to give a formal code description in order to change the current practices, to give a mathematical representation of the scientific problem and to improve the process of verification.

3. FORMAL METHODS IN SCIENTIFIC APPLICATION DEVELOPMENT

This section presents the benefits of making formal description and verification of scientific applications by using Interval Temporal Logic and Tempura.

3.1 The Benefits of Using Formal Methods

Some of the most important benefits of using formal methods are given below [Hall 2005; Groote et al.; Sommerville 2007; Woodcock et al. 2009; van der Poll 2010; Jaeger 2010; Clarke and Wing 1996]:

— The formal software description is abstract and precise description which means that a human reader can understand the big picture and all ambiguities can be removed.
— Formal description allows users to make rigorous analysis and to determine useful properties such as consistency or deadlock-freedom.
— Using formal methods when developing complex software results in higher quality, more correct software, and discovering errors that may not have been discovered through traditional testing.
— Formal specification allows users to find the problems and ambiguities in the system requirements.
— Formal methods are used for code verification which is attempt to prove the theorem that if certain condition are satisfied the program will achieve the expected results.
— Formal methods facilitate the production of quality and testing. Maintenance phases are shortened.
— The use of formal methods increases the development correctness confidence and has the potential to eliminate some types of errors in the system.
— Formal methods can increase the understanding of the system by removing inconsistencies, ambiguities and incompleteness.

Formal methods are usually applied to the critical systems development, but there are also critical scientific applications, especially in the bioinformatics research field. These applications have critical implications for life sciences and require strong quality assurance [Umarji et al. 2009].

3.2 Interval Temporal Logic and Tempura

Interval Temporal Logic (ITL) is a formalism that is an extension to standard predicate logic which includes time-dependent operators [Moszkowski and Manna 1984]. The key term of ITL is an interval. An interval is defined as a (in)finite sequence of states where each state is a mapping from the set of variables to the set of values [Cau et al. 2002].

Expression in ITL is defined as:

\[ \text{exp ::= } z | a | A | g(\text{exp}_1, ..., \text{exp}_n) | i a : f, \]

where \( z \) is an integer value, \( a \) is a static variable (its value cannot be changed within an interval), \( A \) is a state variable (its value can be changed within an interval), \( g \) is a function symbol, \( f \) is a formula.

Formula in ITL is defined as:
\[ f ::= p(exp_1, \ldots, exp_n) | \neg f | f_1 \land f_2 | \forall v \cdot f | \text{skip} | f_1; f_2 | f^*, \]

where \( p \) is a predicate symbol, \( ; \) is a chop symbol.

Formulas are building inductively as follows:

— Equality: \( exp_1 = exp_2 \)
— Logical connectives: \( \neg f \) and \( f_1 \land f_2 \)
— Next: \( \Box f \)
— Always: \( \Diamond f \)

The informal semantics can be represented as follows:

— \( \text{ia} : f \) - choose value of \( a \) such that \( f \) holds
— \( \text{skip} \) - interval with length 1
— \( f_1; f_2 \) - the interval is decomposed into two intervals (prefix interval such that \( f_1 \) holds and suffix interval such that \( f_2 \) holds) or the interval is infinite and \( f_1 \) holds.
— \( f^* \) - the interval is decomposable into a finite number of intervals such that for each of them \( f \) holds, or the interval is infinite and it can be decomposed into an infinite number of intervals such that \( f \) holds [?].

For example, this is a valid ITL formula: \( (I = 2) \land \Box (K = 3) \). It can be interpreted as follows: in the current state \( I \) is 2 and in the next state \( K \) will be 3.

Interval Temporal Logic provides a basis for the programming language Tempura. The main syntactic categories in Tempura are: expressions (can be boolean or arithmetic), statements (temporal formulas that can be simple or compound) and locations (places where values are stored) [Moszkowski 1985]. A formula is executable in tempura if the following three characteristics are satisfied: the formula is deterministic, the length of an interval is known and the values of the variables are known through that interval [De Montfort University 2004].

4. A FORMAL SPECIFICATION OF THE CODE FOR CALCULATING BOUND STATES OF THE MORSE OSCILLATOR WELL

In this section, we refer to the problem of finding the bound states of Morse oscillator (i.e. solving the stationary Schrödinger equation for Morse potential) and we present the formal specification of the code by using ITL and Ana Tempura. The Morse oscillator well have not been modeled yet with ITL and Tempura. The reason that we chose it for modeling is that code is simple to be understand and it also can be considered as an example of a simple scientific application.

4.1 Bound States of the Morse Oscillator Well

Calculation of eigenenergies of bound states of Morse oscillator is a prototypical exercise in quantum mechanics. This is so since the particular potential serves as a model system for studying molecular vibrations. Morse potential has the following form:

\[
U(r) = D_e \cdot [1 - \exp(-\beta \cdot (r - r_e))]^2
\]  

(1)

where \( D_e \) denotes the dissociation energy of the corresponding bond, while \( r_e \) is the interatomic distance corresponding to the minimum energy of the oscillator. Vibrational Schrödinger equation with the potential of the form (1) is analytically solvable and the corresponding vibrational eigenenergies are given by:
\[ E_v = h \cdot c \cdot \left[ (v + \frac{1}{2}) \cdot \omega_e - (v + \frac{1}{2})^2 \cdot \omega_e \cdot x_e \right] \]  

(2)

In eq. (2), \( v \) is the vibrational quantum number \((v \in 0, 1, 2, \ldots)\), \( \omega_e \cdot x_e \) is the so-called anharmonicity constant and is related to the parameter \( \beta \) and the reduced mass of the oscillator \( \mu \) by:

\[ \beta = 2 \cdot \pi \cdot c \cdot \omega_e \cdot \sqrt{\frac{\mu}{2 \cdot D_e}} \]  

(3)

All other symbols in (2) have their usual meanings. The fact that the vibrational Schrödinger equation for Morse oscillator is analytically solvable makes this system a rather convenient test case for a number of numerical methods aimed to solve the quantum vibrational problem.

In our particular application of the formal code specification approach, we solve the vibrational eigenvalue problem by the discrete variable representation methodology [J. C. Light and J. V. Lill 1985], following closely the approach adopted by Bittner [Bittner 2009]. To solve a problem in quantum mechanics by using numerical methods, the Hamiltonian operator should be represented in a finite polynomial basis. In this case, the Tchebychev polynomials are used as a basis.

One of the methods we made a formal specification for is \texttt{thcheby(...)}\footnote{This is a part of the formal specification methodology.}. It returns a set of points \( pts[\text{NPTS}] \), the eigenstates the Laplacian operator, \((-\frac{1}{2})/\partial x^2\), in the basis \( ke_fb[\text{NPTS}] \) (kinetic energy in finite basis), set of weights \( w[\text{NPTS}] \) and a transformation matrix \( T[\text{NPTS}][\text{NPTS}] \). NPTS is the number of points. There are two representations: finite basis representation (FBR) and discrete variable representation (DVR). The transformation matrix carries one from the FBR to a DVR.

```c
double thcheby(double xmin, double xmax, double pts[],double ke_fb[],
double w[],double T[][NPTS])
{
    double del, fb;
    int i,j;
    del=xmax-xmin;
    for(i=0;i<NPTS;i++)
    {
        pts[i]=((i+1)*del)/(NPTS+1)+xmin;
        ke_fb[i]=square((i+1)*M_PI/del);
        w[i]=del/(NPTS+1);
        for(j=0;j<NPTS;j++)
        {
            T[i][j] = sqrt(2.0/(NPTS+1))*sin(((i+1)*(j+1)*M_PI)/(NPTS+1));
        }
    }
}
```

To solve the bound states of the Morse oscillator well we should define the number of points: NPTS=100, and range: \( xmin = -3 \) and \( xmax = 32 \). The goal is to construct the Hamiltonian matrix in the DVR basis and then diagonalize it to determine the eigenvalues and eigenvectors. The eigenvalues (energies) below 0 are bound states. We use the eigenvectors and eigenvalues to plot the wave functions. We automated the part for checking the correctness of wavefunctions by checking the values of the first two eigenvectors. A wave function is correct if the difference between two neighbor values is smaller than \( 10^{-3} \) and the values gradually getting tend to zero.
4.2 The ITL Formal Specification using Ana Tempura

We made a formal specification of the code for calculating the bound states of the Morse oscillator well by writing a Tempura code and making tests to compare the output results from the .exe version of the C program and Tempura code. In order to establish communication between the tempura file and the .exe version of the C program assertions must be added in the C code. We will explain the C and Tempura code where the checking of the values in the \texttt{ke_fb[]} array is performed. The code for checking the other arrays and values is similar.

```c
int i=0;
double ke_fb_i=0.00000;
assertion1 ("ke_fb_i", ke_fb_i);
assertion ("i", i);
while (i<NPTS) {
    ke_fb_i=square((i+1)*M_PI/del); assertion1 ("ke_fb_i", ke_fb_i);
    i=i+1;assertion ("i", i);
}
```

The assertion functions are used for checking the values of the variables after each performed change. The values of the variables are compared to the values obtained from the Tempura code.

Here is the function for calculating the \(Y\)-th value of the \texttt{ke_fb[]} array written in Tempura language. The function \texttt{itof} returns the float corresponding to an integer number and \(del = x_{max} - x_{min}\).

```c
define calc_ke_fb(Y) = {
    if Y>=0 then (((itof(Y)+$1.0$)*M_PI/del)*((itof(Y)+$1.0$)*M_PI/del)
    else empty
};
```

Here is the test we defined to check the results:

```c
/* run */ define test1() = {
```
exists \( ke fb i, Y : \\
\{ \\
\text{check}(\$0.00000\$,\( ke fb i, Y \)); \\
\text{while} (Y<\text{NPTS}) \text{do} \\
\{ \\
\text{check}(\text{calc ke fb}(Y),\( ke fb i, Y \)) \\
\} \\
\}.

The function `check` compare the results from the `calc ke fb` function and the C program. If they are identical, test passed. The results from the first two iterations when a test is run by the Ana Tempura tool are shown in 2. These test cases pass successfully.

5. CONCLUSION AND FUTURE WORK

In this paper we presented the importance of using formal methods for testing and specification of scientific software. A formal specification of the code for solving the bound states of the Morse oscillator well by using ITL and Ana Tempura was described. Also the implementation details and steps were given. Formal specification and description of the scientific software will improve its correctness by reducing the number of errors, especially when a code change is made. The testing also will be more accurate and mathematical model will be provided for the software. We chose ITL and Tempura as a powerful description language and extension to standard predicate logic which includes time-dependent operators. The programs written in Tempura and executed in Ana Tempura tool can communicate with .exe version of the programs. At this moment, there are examples of program codes...
written in C and Java. There are no limitations of the number of test cases that can be covered. Tempura language is similar to predicate logic and it is easy to be learned. There are only several rules and categories such as expressions, statements and locations. The hard part for the scientists could be the programming with recursion.

We plan to make a formal specification of the scientific application which is developed within the HP-SEE (High-Performance Computing Infrastructure for South East Europe) project. We want to automate the testing process by creating and running tests using the Ana Tempura tool.
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Towards a Framework for Usability Testing of Interactive Touchless Applications

SAŠA KUHAR and KRISTJAN KOŠIČ, University of Maribor

Interaction with user interfaces only with usage of hands and bodies was a few years back still science fiction, but now present reality. Touchless interfaces are slowly becoming mainstream and therefore it is of crucial importance to address them in a concise and standardized way. Usability is an important factor in all software quality models and a key factor during development of interactive applications. The objective of this paper is to address usability challenges we are facing during touchless application design. A conceptual usability case study is proposed with new human-computer interaction factors in mind. Factors like efficiency, ease-of-use, pleasure, fatigue, naturalness, smoothness, responsiveness and accuracy are identified and related to usability scenarios.

Categories and Subject Descriptors: H.5.2 [Information Interfaces and Presentation]: User Interfaces—Evaluation/methodology; H.1.2 [Models and Principles]: User/Machine Systems—Human Information Processing

General Terms: Human factors, Design, Measurement

Additional Key Words and Phrases: User experience, UX Metrics, Touchless User Interfaces, Human-Computer Interaction, ADORA

1. INTRODUCTION

ISO 9241-210 [2010] defines User Experience (UX) as "a person's perceptions and responses, that result from the use or anticipated use of a product, system or service". It does not include merely the interaction that happens during the use, but all the users’ emotions, beliefs, preferences, perceptions, physical and psychological responses, behaviours and accomplishments that occur before, during and after use. Tullis and Albert [2013] extend the definition by adding another characteristic that is: "the users’ experience is of interest, and observable or measurable". So according to that definition it is not enough for the user to interact with an interface, but this action has to be measured in some way.

In this paper we elaborate on usability issues with touchless interfaces and review evaluation scenarios as well as UX metrics. We describe the characteristics of touchless UIs in section 3 and introduce a case study on measuring usability of gesture interfaces in section 4. Finally, section 5 presents conclusions and discusses future directions of this work.

2. USER EXPERIENCE AND USABILITY

UX must not be confused with Usability as usability is a narrower term. Usability is considered the ability of the user to use the thing to carry out a task successfully: “The extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use” [9241-11 1998]. UX looks at the individual’s entire interaction with the
thing, as well as thoughts, feelings, and perceptions, that result from that interaction [Tullis and Albert 2013].

When discussing usability, it is important to distinguish between summative and formative usability evaluation. Formative usability has strong ties to the practice of iterative design — building something, checking to see where it could be improved, improving it, and trying again. Summative evaluations emphasize the importance of effectiveness and efficiency in the context of use and the subjective metric of satisfaction [Lewis 2014]. The main goal of summative evaluation study is to evaluate whether people can use a product for its intended purpose effectively, efficiently, and with a feeling of satisfaction. The formative evaluation study reveals the presence of usability when there is absence of usability problems.

Nielsen [1993] defined five attributes of usability: (i) efficiency (relative to the accuracy and completeness with which users achieve goals), (ii) satisfaction (freedom from discomfort and positive attitudes towards the use of the product), (iii) learnability (the system should be easy to learn so that the user can rapidly start getting work done with the system), (iv) memorability (the system should be easy to remember so that the casual user is able to return to the system after some period of not having used it without having to learn everything all over again) and (v) errors (the system should have a low error rate, so that users make few errors during the use of the system and that if they do make errors they can easily recover from them).

Harrison et al. [2013] combined the attributes from ISO 9241-11 [1998] and Nielsen [1993] and added another interesting factor, that is cognitive load. Cognitive load refers to the amount of cognitive processing required by the user to use the application. Harrison’s PACMAD model (figure 1) derives from mobile devices, where he argues that users of mobile applications may be performing additional tasks, such as walking, while using the mobile device. In our opinion the model could be well applied to touchless user UIs as those require from a user to combine usual interaction tasks with speaking and moving. In touchless UIs user needs to use predefined gestures and voice control simultaneously while executing wanted tasks and this can raise the mental load. Therefore it is important that the aspect of cognitive load is included in usability studies of touchless interfaces. More about touchless UIs is described in section 3.

All previously mentioned models recognise three factors that can affect usability of an application. These are: (i) user (users physical limitations, their knowledge and previous experience), (ii) task (goal the user is trying to accomplish) and (iii) context of use (environment in which the user will use the application including physical location and interaction with other people and objects). All of these are eligible for usability of touchless UIs.

2.1 How to evaluate UX

Use experience has to be measured in order to evaluate whether it is good or bad, to discover problems and opportunities for improvement, or to compare different UIs. Many metrics are available for the
Table I. Eleven common usability scenarios and the metrics that may be most appropriate for each.

<table>
<thead>
<tr>
<th>Usability Study Scenario</th>
<th>Task Success</th>
<th>Task Time</th>
<th>Error(s)</th>
<th>Efficiency</th>
<th>Learn-ability</th>
<th>Issues-based Metrics</th>
<th>Self-reported Metrics</th>
<th>Behavioral &amp; Physiological Metrics</th>
<th>Combined Metrics</th>
<th>Comparative Metrics</th>
<th>Live Website Metrics</th>
<th>Card-Sorting Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Completing a transaction</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Comparing Products</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Evaluating frequent use of the same product</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Evaluating navigation and/or information architecture</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Increasing awareness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>6. Problem discovery</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>7. Maximizing usability for a critical product</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Creating an overall positive experience</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Evaluating the impact of subtle changes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Comparing alternative designs</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Cognitive load</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The table is adapted from [Tullis and Albert 2013] and is supplemented with cognitive load scenario.

evaluation of UX. Metrics add structure to the design and evaluation process, give insight into the findings and provide information to the decision makers, they offer a way to estimate the number of users likely to experience a problem, are a key ingredient in calculation of ROI as well as can reveal patterns that are difficult or even impossible to see. For that UX metrics need to be observable (directly or indirectly), quantifiable (turned into a number or counted in some way), and they have to measure some aspect of the user experience [Tullis and Albert 2013].

Many different metrics are available for different evaluations. When evaluating UX one has to consider the goals of the study, the technology that is available to collect the data, and budget as well as time that are available for conducting evaluation. In table I we present ten common usability scenarios and the metrics that may be most appropriate for each, adapted from [Tullis and Albert 2013]. We added 11th scenario: cognitive load, as we believe it is important for evaluation of touchless UIs.

For details about the scenarios and metrics see [Tullis and Albert 2013]. At this point we describe only the newly added scenario.

2.2 Cognitive Load measurement for evaluation of UX

Cognitive load theory (CLT) describes the relationship between the capacity of working memory and the cognitive demands of a particular task [Anderson 2012]. It is based on an idea, that cognitive capacity in working memory is limited and that if a mental task requires too much capacity knowledge acquisition and reasoning will be hindered [Jong 2009]. One solution to this is to design a UX that optimizes the use of working memory capacity and avoids cognitive overload.

CLT distinguishes between three types of cognitive load: (i) intrinsic (the inherent difficulty of the problem at hand), (ii) extraneous (generated by the representation of the content presented to the user for interpretation and action) and (iii) germane (imposed by learning a new task) [Anderson 2012]. Extraneous, intrinsic and germane cognitive load are modelled to be additive: a reduction of extrane-
ous cognitive load frees working memory capacity that can be used for germane learning processes [Hollender et al. 2010].

The amount of extraneous load due to software use is influenced by the complexity of the software, a suboptimal software design according to traditional usability goals, and the expertise of the learner with regard to the use of the software. Load can be lowered by designing highly usable software applications and by training learners to use the software [Hollender et al. 2010].

Cognitive load can be measured in different ways. Most common measurements include task completion time and accuracy, NASA-TLX test (a survey with subjective responses), EEG-based measurement (determining cognitive load magnitude by analysing the temporal, spectral, and spatial patterns of brain activity), pupil dilation, eye tracking and blinking measurement, galvanic skin response, and heat flux [Anderson 2012; Chen et al. 2011; Haapalainen et al. 2010].

3. TOUCHLESS USER INTERFACES

Touchless user interfaces require devices, that can either execute or sense interactive behaviour, where the interaction happens without mechanical contact between the human and any part of artificial system. Touchless interaction can be multimodal, in which case the interactive behaviour produces simultaneous events in the visual modality (colour, form, or position change), in the auditory modality (speech, sounds), or in the olfactory modality (odors) [de la Barré et al. 2009]. Voice control can be realized by recording the voice with a microphone and processing it through dedicated algorithms. Body gestures can be detected in different ways from using wearable sensors to environmental sensors [Jalaliniya et al. 2013].

Touchless UIs are suppose to remove the burden of physical contact with an interactive system and make interaction pleasurable [de la Barré et al. 2009]. To achieve that one must carefully combine characteristics of physical and digital world and must try to produce a solution with “natural” Human-Computer Interaction (HCI). One must also consider the fact that hand movement is not equal to gesture, as gesture is a body movement which is being performed with the perceivable intention to express something [de la Barré et al. 2009]. For the user to learn all the gestures and voice controls, that are implemented in a certain UI, a built-in tutorial is a welcomed feature in touchless UIs.

4. CASE STUDY DESIGN: MEASURING USABILITY OF GESTURE INTERFACES DURING SURGERY WITH ADORA

According to Madan and Dubey [2012] usability is the most widely used concept in software engineering field and defines the software system's demand and use. Demand for software quality and usability is increasing and there are several usability models, that can be used and tailored to our needs (for more on usability models see Madan and Dubey [2012]).

4.1 Usability and gesture interfaces

The specifics of HCI need additional factors that will help us to successfully implement a usability study with gesture interaction in mind. Touchless HCI software interacts with users by using gestures and voice commands that are tied to gesture recognition engine. Factors like efficiency, ease-of-use, pleasure, fatigue, naturalness, smoothness, responsiveness, and accuracy should be investigated in detail. Investigation should be based through simple and complex tasks. According to Farhadi-Niaki et al. [2013] gesture based systems cause more fatigue and appear less natural then finger gestures, however factors such as time, overall satisfaction, and easiness were not affected.

Gesture recognition is a rather new field of HCI, so it is normal that problems are present. The main issues are usually: (i) lack of standardization gestures, (ii) lack of cues, (iii) inability to discover operations and (iv) requiring memorization of the player (head memory). These problems were classified by
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Fig. 2. Touch-less surgery with ADORA. Placement in an operating room. Problem of accessing data and renewed disinfection.

Norman et al. [2010] where he also argued that gesture based interfaces are a step backwards in usability due to lack of:

1. Visibility - available gestures at each moment are not clear, neither speeds or precision of the movement.
2. Feedback - there is not enough feedback for the user during the gesture. The user does not know if the action was because of the correct gesture or something failed in the detection.
3. Consistency and Standards - there are no standards that would define consistency of HCI menus or standardized gestures.
4. Discoverability - the user must know all the gestures in advance (head memory), or there is no feedback that would help him to connect gestures with application outcomes.
5. Reliability -
   ”...Accidental gesture activation is common in gestural interfaces, as users happen to touch something they didn’t mean to touch. Conversely, frequently users do intend to touch a control or issue a gestural command but nothing happens because their touch or gesture was a little bit off. Since gestures are invisible, users often do not know that they made these mistakes” [Norman et al. 2010].

This is especially the case with Microsoft Kinect camera.

Therefore all the above mentioned issues need to be properly addressed in UX evaluation after they have been carefully studied, planned, and implemented in a system.

4.2 ADORA solution

ADORAs is an interactive physician’s assistant, that enables presentation of information about a patient before and during surgical procedures. It offers a comprehensive and integrated natural user interface experience for physicians. With its use of contact-free interaction it shortens the duration of surgeries and indirectly affects the environmental and economic aspects of healthcare.

Touchless methods of HCI (gestures and voice support) have been integrated into ADORA solution during development. Before using touchless assistant physicians had to leave the patient and the sterile field in order to access critical patient data, that was accessible through the wall PC. In order to

continue with the surgery they had to disinfect, change gloves, gown and mask), memorize the picture and then return to the patient (see figure 2). This takes time and causes additional stress for the doctor. ADORA delivers patient data in a touchless manner, so that the surgeon can stay by the patient while viewing the data. Touchless interaction was developed with the help of a Microsoft Kinect sensor.

The solution was designed together with the users, physicians. One of the main requests was a minimal set of gestures, so that they can use the solution in the most possible natural way. As the surgeon has always active hands during surgery, all the gestures and their sets are designed in a one-handed way. Table II shows most common used gestures in ADORA.

### 4.3 Experiment design and procedure

The most important thing during planning a usability study is understanding users and the goals they are trying to accomplish. The user and his expectations from the solution define core building blocks of the study. In our case study a user is a physician in an operating room who is performing long complex surgeries. His personal goal is to successfully complete a surgery with as little distraction possible.

ADORA solution is already implemented and finalized, therefore a summative usability study is in order. Tullis and Albert [2013] define summative usability as answers to the following questions: (i) Did we meet the usability goals of the project?, (ii) What is the overall usability of the product?, (iii) How does our product compare against the competition? and (iv) Have we made improvements from one product release to the next?. Main goal of summative usability study is to evaluate how well a product or piece of functionality meets its objectives.

Experiment design reflects the scenarios selected from table I and the factors that are specific for HCI and gesture interfaces. The experiment will consists of three parts. Pre-test survey: to gather participant’s data that will be used during the main part of experiment. Practice and test sessions: the core of the experiment will consist of tasks completion rate, possible errors and factors related to them. The final part will be executed with the post-task questionnaire.

In the main part of the evaluation, each participant will be instructed to perform a defined task using gestures and voice commands to control ADORA solution with the help of Kinect sensor. Tasks will include normal operations that surgeons are otherwise used carrying out on a wall PC. Task were based on the Ux scenarios in table I. Scenario one, four and seven were addressed with selected tasks and post-task questionnaires. At this point cognitive load scenario is not included.

Tasks will be split into simple and advanced sets. For example a simple set of tasks would be selecting a surgery (pushing a button with gesture) and loading a set of medical images for the patient (a combined set of gestures). Advanced set of tasks will include changing a view, loading multiple image series into different views, combining the views and manipulation of medical images such as point based zoom and image adjusting (combined operation of brightness and contrast merged into one gesture). Table III list a set of tasks surgeon will be performing during experiment.

There will be two groups of participants (surgeons). First group will be educated about functionalities and gestures that are available in ADORA, while the second group will identify gestures with the help of a tutorial that is available in the solution. Group data will be used to determine if pre-education of
Table III. Tasks a surgeon will be performing during second phase of study

<table>
<thead>
<tr>
<th>Task</th>
<th>Gesture</th>
<th>Voice</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Login</td>
<td>Push button</td>
<td>Y</td>
<td>basic</td>
</tr>
<tr>
<td>Select operation</td>
<td>Drag to selected surgery and push</td>
<td>N</td>
<td>advanced</td>
</tr>
<tr>
<td>Change view</td>
<td>A combined set</td>
<td>Y</td>
<td>basic</td>
</tr>
<tr>
<td>Load a set of images</td>
<td>Interactive push with feedback</td>
<td>N</td>
<td>basic</td>
</tr>
<tr>
<td>Combine set of images</td>
<td>Advanced set</td>
<td>N</td>
<td>basic</td>
</tr>
<tr>
<td>Point zoom to a defined spot</td>
<td>Grab and pull/push</td>
<td>N</td>
<td>advanced</td>
</tr>
<tr>
<td>Adjust image to specified level</td>
<td>Grab and move</td>
<td>N</td>
<td>advanced</td>
</tr>
<tr>
<td>Lock position</td>
<td>Move and push</td>
<td>Y</td>
<td>basic</td>
</tr>
</tbody>
</table>

Advanced gestures are combined with domain knowledge that surgeons need during task execution.

the users affects the overall experience, or if the built-in tutorial is enough to gain needed operational knowledge.

During task execution data will be gathered according to Fitts’ Law Test [Zhai 2004] in terms of completion time, errors and throughput. Completion time will be measured in three iterations and then average will be calculated of the multi-directional Fitt’s law tasks. A post analysis of measured times will be done with Scheffe criterion for significance [Fleiss 1999]. Similar analysis will be made for throughput and error.

In the final phase, after task completion, users will be asked to complete a survey containing a Device Assessment Questionnaire suggested by ISO 9241-9 [2000]. All questions will be ranked with a 7-point Likert scale, from strongly agree to strongly disagree and will be fine-tuned with inclusion of HCI factors mentioned above. Only a combination of questionnaires, performance metrics, and inclusion of HCI factors can give a comprehensive and valid picture for several reasons: (i) users might be influenced not to honestly report their experience, (ii) a combination will give us more insight what system factors influenced noteworthy user ratings, (iii) for most of the utility of experience aspects described, there exist no valid and reliable metrics for the case of gesture interfaced systems, so a mixture can help to interpret the results better [Wechsung et al. 2012].

5. CONCLUSION

In this paper terms and definitions of Usability, User experience and Human Computer Interaction were challenged all together. There are already many models that define usability and user experience, but none of them has yet been tailored to the needs and challenges of gestural interfaces. While gestural interfaces are yet to become mainstream, a lot of them can be found in the gaming world - where touchless devices have already been well accepted.

Having a natural mapping between the body actions and the reactions on the screen gives very positive reactions and in order to keep the positive interaction flow with the users, further research is needed in the gestural interfaces domain. A standardized framework is needed, that will define consistency and standards for evaluation of gestural interfaces and that will include the aspect of cognitive load.
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Techniques for Bug–Code Linking

GORAN MAUŠA, PAOLO PERKOVić, TIHANA GALINAC GRBAC and IVAN ŠTAJDUHAR,
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Diverse research groups have identified that analyzing the bugs-to-code fix links may generate many interesting theories. However, this kind of datasets are usually not easily available from the software development projects. Usually, the bug tracking and the related code fix activities are divided into separate processes and use separated repositories thus complicating the linking of the data. Numerous techniques have been developed but we still lack the empirical data collected with standard data collection procedures.

In this paper we examine the effectiveness of the bug linking techniques. In particular we evaluate the proposed technique based on the regular expressions and compare its effectiveness with other known bug linking techniques. Our case study shows that the proposed technique is equally effective as some other already proposed techniques in eliminating the linking bias we identified some differences that may have influence on the linking precision. However, the technique is not addressing data quality issues that may be present in software repositories.

Categories and Subject Descriptors: D.2.5 [Software Engineering]: Testing and Debugging—Tracing; D.2.9 [Software Engineering]: Management—Software quality assurance (SQA); H.3.3 [Information Storage and Retrieval] Information Search and Retrieval

Additional Key Words and Phrases: Bug – code linking, software, defect, open source repositories

1. INTRODUCTION

Analyzing bugs-to-code fix links may generate many interesting theories. For example, new empirical findings aiming to contribute the theory of fault distributions may have significant influence on future software development methods and practices [Grbac et al. 2013; Petrić and Grbac 2014; Grbac and Huljenic 2014]. Since bugs and code commits are usually stored in different repositories with different information needs their links have to be mined. Thus, such retrieved datasets suffer from data quality as well as data collection bias. Data quality is very much affected by software developers responsible for filling the data and missing or wrongly inserted data in software repositories are a result of human error. On the other hand, retroactive data collection and linking between different repositories represent another problem that is well known as linking bias. A Link may be incorrectly established or missing. The reason may be in ineffectiveness of linking technique employed and/or weak understanding of underlaying complex software development interactions.

As part of our research in the fault distribution of complex systems we want to perform extensive explorative analysis on bug–code datasets [Galinac Grbac et al. 2013]. As software defect datasets available for such analysis have been criticized by number of authors we were motivated to develop a
tool that would based on the numerous use open source available repositories build as much as possible bug-to-code fix datasets. This paper deals with definition of such a tool that we will refer to as BuCo (Bug-Code) tool.

In the last few years, research on bug–fix datasets has progressed well, since the number of open source projects and using of open source project repositories grow and reported many important results. The popularization of open source software enabled individuals to introduce different ways of software development and code analysis. However, datasets bias still remains as a huge issue for wider generalization of the results and development of sound theories. The bug–code fix linking process is extremely hard task and there is still no standard protocol that would be applicable for wider community and numerous software development repositories. Different linking techniques have been proposed in order to minimize the linking bias and some even try to minimize the impact of data quality issues. However, we believe that different linking strategies may not be equally effective for all kind of repositories and software projects. Obviously, proposing the general dataset collection procedures and linking techniques may not be relevant. Instead of proposing the best performing one for open source repositories we review several linking techniques and evaluated their effectiveness on different datasets. We discuss its applicability for data collection from complex open source software projects.

2. RELATED WORK

Many researchers mine open source software development repositories trying to collect bug–fix datasets. One of the most commonly applied technique is using regular expressions [Bachmann et al. 2010; Fischer et al. 2003; Schrter et al. 2006; Śliwerski et al. 2005; Ćubranić and Murphy 2003]. It is a sequence of characters that forms a search pattern, most commonly used for string matching used for information retrieval [Baeza-Yates and Ribeiro-Neto 1999]. Drawing on the idea introduced by a neuroscientist and a logician in the early 1940s, it was formally introduced by a mathematician 15 years later, relating the concept to finite automata [Kleene 1956]. First implementation of a regular expression compiler was developed in 1968 by the Unix pioneer, Ken Thompson [Thompson 1968], and has since been used in various problem domains. A regular expression consists of both regular and meta–characters. Both types are combined to form an expression for identifying the pattern sequence (sequence of interest) in a sequence of characters. In other words, the pattern sequence is an expression representing prescribed targets in the most concise and flexible way to direct the automation of character sequence processing.

A regular expression processor translates into a nondeterministic finite automaton, which is then run on the sequence of characters to recognize subsequences that match the regular expression [Baeza-Yates and Ribeiro-Neto 1999]. The most commonly used linking technique is based on regular expression and is searching in source code commit messages for a specific keyword such as fixed or bug and bugID (such as 42233) usually using form of regular expression [Bachmann et al. 2010].

Many researchers aiming to develop the most effective linking technique and to understand dataset bias and data quality issues have invested huge efforts to develop a reliable dataset for the benchmarking purposes. As part of the study published with [Bachmann et al. 2010] the authors work with an experienced Apache developer who helped them to manually develop an ground truth dataset. The main focus of the study was to understand the quality of the data provided in the open source software development repositories. They found out that many bug fixes are not identified within the commit messages or even not reported within the bug tracking repository and that this finding might be a serious threat to studies based on the such datasets. However, the sample size they had was not large enough to make any statistical conclusions but provide some reasonable evidence to threats to external validity of studies performed on linked datasets from open source repositories. One solution to the data quality problem they see in improving the linking process with information available from the whole
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That finding motivated a number of studies aiming to improve the linking techniques. Improvements may be classified into two directions; direction that involves additional information available from the open repositories and direction that introduces fancy algorithms for the link prediction purposes. One very good example is ReLink, a tool proposed in [Wu et al. 2011] that offered a 2–cycle linking process. In the first round the traditional linking technique based on the regular expression as mentioned above has been extended with new features as follows:

- bug fixing time that is close to the change–commit time,
- the change logs and the bug report share textual similarity, and
- that the developers responsible for a bug are typically the committers of the bug–fixing change.

In the second round, based on the linking dataset in the first round as training sample and some learning rules, predicts additional linking data items. They compared their results with the ground truth file prepared by [Sureka et al. 2011]. As reported in [Wu et al. 2011] they obtained the consistent results with [Sureka et al. 2011] for the Apache project. Also, they conclude that many open source projects hosted by Google are similar and follow the features they implemented in the ReLink. On the other hand, they identified that linking improvements were not equally effective for all datasets. For example linking improvement for Apache was marginal compared to other two Android projects in the study. The reason for this result lies in relatively good data quality of Apache compared to Android projects. We assume that for bigger and complex open source projects the data quality probably tends to be maximized for several reasons. Firstly, the project takes longer and community has time to learn ways of working and less human error happens and another reason is that the samples are getting bigger and thus marginalize errors.

Recently published study [Bissyande et al. 2013] has validated their results and assessed the effectiveness of ReLink quantitatively and qualitatively. Again, they confirmed that in the different project setting the effectiveness of ReLink improvements may be marginal but also they show that these improvements may lead to new errors thus significantly influencing the linking bias. They also provided a benchmark dataset collected from Apache Software Foundation with input and output files provided for 10 projects.

3. EXPERIMENT

Our goal is to identify and explore the most effective linking technique across number of different environments. In this study we define an experiment for that purpose. The ReLink tool, as a good example of combining the simple search with advanced prediction techniques is chosen for this experiment. However, it was only compared with other similarly complex approaches as well as the ground truth dataset. Moreover, because of the input data it provides to open community we decided to investigate how well does it perform comparing to the simpler search approaches. That is why we plan to conduct our experiment in several stages:

1. **Analysis 1**: Compare the ReLink tool with the simple search on Apache HTTPD dataset given by ReLink as presented in figure 1
2. **Analysis 2**: Compare the ReLink tool with the regular expression search using the same Apache HTTPD dataset as presented in figure 1
(4) **Analysis 3:** Compare the ReLink tool and the regular expression search with the benchmark dataset for the Apache Opennlp project as presented in figure 2.

The analysis 1 consists of comparing the ReLink tool with the basic idea of linking bugs and commits searching for the Bug ID number in the commit messages. We believe this approach to be the most reliable one. The only question is how to search for the Bug ID effectively. That is why our first approach to the linking was as simple as that. The only improvement we added was to search only for the latest commit that contains the bug ID in order to discard all the duplicated entries, bug fixing attempts and workarounds. The input bugs are taken from the ReLink webpage\(^1\) while the source code is taken from the Github repository of the Apache HTTPD project\(^2\). These inputs are given to the BuCo Analyzer tool and the linking is done using simple search mechanism.

The results of analysis 1 will indicate the weaknesses of simple search. The manual investigation of the incorrect links will look for regularities and consistent errors in order to yield a criterion for more sophisticated search. We will construct the regular expression based on this criterion and repeat the analysis. For the analysis 2 we use the same Apache HTTPD project with the same inputs as in the analysis 1 (figure 1).

---

2. https://github.com/apache/httpd.git

---

Fig. 1. The Source and Structure of Inputs and Outputs for Analysis 1 and 2

The analysis 3 compares the ReLink tool and the regular expression in a controlled environment of a benchmark dataset. The Opennlp project is analyzed and given by [Bissyande et al. 2013]. The goal of the Opennlp data is to provide a benchmark dataset for comparison of studies such as this one. It offers the subset of bugs, the source code history and the correct links between the bugs and commits made by developers. Furthermore, it offers the comments on all of the given bugs extracted from bug tracking repository and the bug-commit links made by the ReLink tool. The bugs for the Opennlp project are taken from the benchmark dataset\(^3\). The source code is taken from the Github repository of the Apache Opennlp project\(^4\). These inputs are given to the BuCo Analyzer tool and the linking is done using regular expression search mechanism. The details are presented in figure 2.
3.1 Approach to Data Collection

One of the first challenges encountered in our research was to find the appropriate tools for such a demanding task of data collection. We managed to find no tool that could provide us with the source code analysis of software product metrics and the number of bugs contained within every software module. That is why we developed a tool of our own and named it the Bug Code (BuCo) Analyzer. Its goal is to collect software fault’s data and find its dependencies in the most efficient way possible. The tool is based upon the following technologies: Apache HTTP server, MySQL relational databases, Git and Subversion source control tools, Python and data mining. They were chosen after their reliability and experienced gained from using them in past projects.

The local database within the tool is constructed so that it can contain the bug information details, the links between the bug and the source code changes (commits) and the list of source code modules and all of their metrics for projects of three major open source communities: Eclipse, Mozilla and Apache. The bug details can be downloaded from the Bugzilla repository into our database and the complete source code history can be downloaded through the tool interface and stored locally as a GIT repository. The BuCo Analyzer also offers interface to other tools. One such tool is the ReLink. Its task is to establish connections between the bugs and the commits. However, that is just one of the techniques the tool offers for this linking process. The complete architecture of the BuCo Analyzer tool is presented in figure 3.

As mentioned earlier, our intention is to analyze large and complex software products with long lasting evolution, i.e. a great number of releases. All the analyses then become demanding and slow. To optimize and gain every little boost in terms of speed some smart thinking and known techniques are used in the creation. MySQL databases which would store the data needs to be passed through normalizations steps and has to be modeled after the tool’s needs. To further speed up the process repositories are downloaded and analyzed locally instead of analyzing them remotely over the Internet. Other optimizations are done by building efficient search patterns and compiling the patterns when they are necessary.

The tool was being improved iteratively. The first and the most notable aspects is the introduction of pattern matching using regular expressions. This version is able to collect all commits for every bug ID found and their respective messages and implements the collection of bug IDs and downloads
of repositories for different foundations. The latest tool version offers a high credibility level for the bug-commit links and the software product metrics associated to the software modules.

3.2 Results

The results of analysis 1 are presented in table I. The ReLink tool performed the linking with the same bugs but with different source code repository, the SVN. The difference between the two repositories is obvious in the number of commits they contain and it reflects on the output results as well.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Source</th>
<th>Commits</th>
<th>Bugs</th>
<th>Linking Method</th>
<th>Links</th>
<th>Commits</th>
<th>Files</th>
<th>Bugs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SVN + Bugs by Relink</td>
<td>43867</td>
<td>673</td>
<td>ReLink</td>
<td>1014</td>
<td>957</td>
<td>1061</td>
<td>673</td>
</tr>
<tr>
<td></td>
<td>GIT + Bugs by Relink</td>
<td>26287</td>
<td>673</td>
<td>Simple search</td>
<td>598</td>
<td>556</td>
<td>993</td>
<td>598</td>
</tr>
<tr>
<td>2</td>
<td>SVN + Bugs by Relink</td>
<td>43867</td>
<td>673</td>
<td>ReLink</td>
<td>1014</td>
<td>957</td>
<td>1061</td>
<td>673</td>
</tr>
<tr>
<td></td>
<td>GIT + Bugs by Relink</td>
<td>26287</td>
<td>673</td>
<td>Regular Expression</td>
<td>703</td>
<td>664</td>
<td>495</td>
<td>621</td>
</tr>
<tr>
<td>3</td>
<td>SVN + Bugs by benchmark</td>
<td>847</td>
<td>100</td>
<td>Benchmark</td>
<td>127</td>
<td>125</td>
<td>141</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>GIT + Bugs by benchmark</td>
<td>847</td>
<td>100</td>
<td>Regular Expression</td>
<td>128</td>
<td>126</td>
<td>141</td>
<td>81</td>
</tr>
</tbody>
</table>

The results of the simple search were then manually analyzed, compared to the ReLink results and validated. We focused on finding the links that the ReLink and the simple search had in common in order to evaluate the general appropriateness of the approach and on the links that are different in order to discover the simple search weaknesses. The results given in table II indicate that 74.1% of the links are equal to the ones made by the ReLink and all of them were correct ones. The 20.1% of the links that were not equal to the ones made by the ReLink and were incorrect presented a valuable subset to discover patterns and consistent errors in linking process.

The evaluation and manual validation of the results revealed that in each of incorrect links the Bug ID was adjacent to other alphanumeric characters forming a Bug ID with more digits or a different
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Table II. Analyzing Links Obtained With Simple Bug ID Search

<table>
<thead>
<tr>
<th>Equal Links</th>
<th>443</th>
<th>74.1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bugs with one link</td>
<td>196</td>
<td>32.8%</td>
</tr>
<tr>
<td>Bugs with multiple links</td>
<td>247</td>
<td>41.3%</td>
</tr>
<tr>
<td>Different Links</td>
<td>147</td>
<td>24.6%</td>
</tr>
<tr>
<td>Incorrect links</td>
<td>120</td>
<td>20.1%</td>
</tr>
<tr>
<td>Potentially correct links</td>
<td>27</td>
<td>4.5%</td>
</tr>
<tr>
<td>Links From Different Repository</td>
<td>8</td>
<td>1.3%</td>
</tr>
</tbody>
</table>

identification code. This led us to the improved search criteria which will predetermine the bug ID surrounding characters so we constructed the following regular expression:

\[
'(\ast [0 - 9]\\d^+ + \text{bug.id} + ' (\W|\r|$)'
\]

The regular expression given in (1) defines:

- the preceding character to be any non digit character, including the start of string
- the number to be the exact match of the Bug ID we are looking for
- the following character to be any non alphanumerical character, including the end of string

In order to evaluate the performance of linking bugs and commits using regular expression given in (1), we performed the analyses 2 and 3. Unlike the HTTPD project, we managed to find the equal source code history for the Opennlp project even though we take it from different repository. Therefore, the linking is done upon the same input and it offers a good comparison basis. The correct links given by the benchmark dataset are compared with the links obtained by ReLink and with the links obtained by our regular expression search. The details are given in table I.

The results obtained from the analysis 2 upon the HTTPD project indicates the regular search can link approximately the same number of bugs as the ReLink tool. The difference between these two approaches is due to the different source code inputs. Analyzing the links made by the ReLink tool and not by the regular expression search reveals that all of their links do have a bug ID number in the commit message. We looked for these commits in the GIT repository but did not find them. This means that the regular expression search would have performed just as good as the ReLink does if it had the same source code input.

In order to prove this theory, the analysis 3 is done upon the Opennlp project comparing the results also to the benchmark dataset. The results show that our regular expression search approach actually outperforms the ReLink tool. We found all the correct links given by the benchmark and an incorrect one. The incorrectly linked commit is given in table III. The commit message clearly shows it has nothing to do with the Bug ID we are looking for. Furthermore, the time elapsed between closing the bug and committing the supposed fix is greater than it usually is (from several days up to a month). Finally, the bug assignee does not correspond to the author of the commit. This link was made due to a single digit bug ID which is found in the name of Apache release. The bug IDs that are small in value present an obstacle to our search approach because they could be found in other identification numbers, dates, release tags or similar parts of a commit message.

The ReLink, on the other hand had no incorrect links, but managed to miss 12 of them, which is approximately 10%. They also did not link 5 bugs at all, which is approximately 6%. Several examples of missing links are given in table IV. It is unclear why the ReLink tool did not make that connection. All the presented missing links do contain the Bug ID in the commit message. The time elapsed
Table III. Commit Incorrectly Linked by the Regular Expression Search

<table>
<thead>
<tr>
<th>Bug ID</th>
<th>Commit Message</th>
<th>Opened</th>
<th>Closed</th>
<th>Committed</th>
<th>Bug Assignee</th>
<th>Commiter</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>OPENNLP-190 Updated to Apache 9 parent pom and removed special version which we needed for the Apache 8 parent pom, namely for the rat plugin and the release plugin.</td>
<td>9.12.2010</td>
<td>13.1.2011</td>
<td>30.5.2011</td>
<td>William Colen</td>
<td>Joern Kottmann</td>
</tr>
</tbody>
</table>

between closing the bug and committing the supposed fix ranges from 0 up to 63. Besides the first commit linked to the Bug ID 367 which has 63 days and the commit linked to the Bug ID 471 which has 35 days, the remaining commits are within usual time interval. Finally, all the commit authors do correspond to the bug assignee role in the presented missing links.

Table IV. Examples of Links Missed by the ReLink Tool

<table>
<thead>
<tr>
<th>Bug ID</th>
<th>Commit Message</th>
<th>Opened</th>
<th>Closed</th>
<th>Committed</th>
<th>Bug Assignee</th>
<th>Commiter</th>
</tr>
</thead>
<tbody>
<tr>
<td>84</td>
<td>OPENNLP-84 Corrected method name to sentPosDetect</td>
<td>25.1.2011</td>
<td>25.1.2011</td>
<td>25.1.2011</td>
<td>Joern Kottmann</td>
<td>joern</td>
</tr>
<tr>
<td>115</td>
<td>OPENNLP-115 Charset should be specified before creating input stream</td>
<td>1.2.2011</td>
<td>11.7.2011</td>
<td>11.7.2011</td>
<td>Joern Kottmann</td>
<td>joern</td>
</tr>
<tr>
<td>471</td>
<td>OPENNLP-471: found after we find a name match, we don’t jump over the found name but re-process... thanks William for pointing this out</td>
<td>14.3.2012</td>
<td>24.4.2012</td>
<td>19.3.2012</td>
<td>James Kosin</td>
<td>jkosin</td>
</tr>
</tbody>
</table>

The mistakes of the linking process reflect upon the files we indicate as fault prone as well. Our approach pronounces the same 141 files to be fault prone as the benchmark dataset does, because the incorrect link is connected to the already fault prone file. The ReLink failed to pronounce 9 different files as being fault prone, which is approximately 6%.

4. CONCLUSION

Integrated datasets such as Bug-Code fix datasets are very important for further development of the software engineering discipline. This datasets can provide us new insights into the software development processes and practices and the conclusions may lead to new developments. The creation of as much as possible Bug-Code datasets that are reliable and comparable enough to minimize external threats to validity is an important task. However, addressing the data quality and dataset bias is not an easy task.

In this paper we show that already a simple traditional approaches with help of regular expressions may work well. However, they may not be equally effective in all environments. One should adapt the regular expression to each particular repository and even to each project. From the performed study we may observe that the data quality issues may be lower for bigger, longer and more complex projects. Therefore, we assume that very advanced linking techniques involving learning rules might not be not only ineffective but also not applicable for the complex project environments. The very good results obtained by our regular expression bug-code linking, evident in the case of benchmark datasets, encourage us to expand this research. Our future work is to replicate it on more complex projects from different open source communities and to expand this the selection bug-code linking techniques. The comparison of techniques will include the datasets provided by other researchers and try to find statistical evidence in favor or against these statements.
The main contribution of this study is the presentation of an experiment and the preparation for more advanced and more demanding experiment that would lead to development of algorithm adaptable to open source repositories and projects aiming to build as much as reliable bug-code datasets.
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Software structure analysis with help of network analysis showed promising results in software engineering community. Some previous studies have presented potential of representing software structure as subgraph frequencies, that are present in software structure using network graphs, for effective program characterization and differentiation. One of the prerequisites for exploration of this potential is collecting large dataset with number of different software projects. Nowadays, there are plenty of open source code repositories which not only they contain source code, but also provide a lot of crucial information useful in guiding software engineering actions. However, systematical building of such large dataset is highly challenging and time consuming process. Therefore, our approach is to automate data collection process for open source repositories aiming to provide as large as possible dataset that could provide us reliable conclusions. In this paper we present software structure tool analyzer based on subgraph frequencies, discuss its automation opportunities and illustrate preliminary results obtained by its usage. Some potential research directions are discussed.
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General Terms: Experimentation
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1. INTRODUCTION

The use of network analysis in software analysis has been widely explored recently. In [Zimmermann and Nagappan 2008] authors showed that using of network graphs metrics can provide better results in the SDP (software defect prediction) than with classical software metrics. This fact motivated our analysis of software as network graphs.

One way to approach the network graphs is to analyze its basic building blocks as subgraphs and motifs. In our previous work [Petrić and Galinac Grbac 2014] we analyzed three Eclipse systems and got some interesting preliminary results. We realized that with help of subgraph frequencies we may differentiate different software. This is an important finding because it may be useful in many software engineering tasks - from planning software design and system modeling to planning the verification activities. In fact, variations of k-node subgraph frequencies, that in sum have probability one in the analyzed graph structure, are bounded. In order to discover these bounds in software projects we wanted to empirically investigate as much as possible software structures. We are interested what are the bounds and are they related to some other software metrics. Also we want to explore these bounds across the software domains, i.e. the software written for different purposes.

Nowadays, there are plenty of open source software repositories. Source code repositories and all supporting software development repositories contain a lot of potentially useful information. However, those information are weakly explored and used for guiding and executing software projects although
posses huge potential for improving the software engineering tools and practices. On the other hand, there are serious obstacles to this problem. Firstly, data are not usually available in the form that easily generate useful information, there is a lack of systematically collected data from diverse projects that could produce sound and general theories, and development of systematic and standard data collection procedures is limited due to huge diversity of repositories data structure. For example, in the SDP area, there was a huge number of papers which did not satisfy proper collection of datasets, leading in questionable models for SDP [Hall et al. 2012]. One of the main reason was inadequately defined data collection procedure. A process of collecting proper datasets for analysis in empirical software engineering is always a tough job to do. Empirical data are occasionally exposed to bias. First problem is that many studies are done with small datasets and small number of datasets, which may represent a serious threat to validity and lead to weak generalization of conclusions. Another problem is lack of freely available data from commercial software. When some research has been done on closed software it is impossible to repeat this research on same datasets, so everything remains on trust. Third problem is a limited number of investigated software domains for same model, e.g. a model for defect prediction. Fourth problem is in validity of information collected retroactively from the project repositories. Some useful information are stored by software developers in project repository and that process may be biased. Collecting the network subgraphs is free of the data collection bias introduced by software developers. Software structure is readable directly from the source code files. A huge potential for future evolution of software engineering discipline is in development of systematic data collection procedures that would be able to collect data consistently from diverse project repositories [Wnuk and Runeson 2013]. The challenge is in developing tools and procedures that would automatically collect and explore this information over different projects and repositories. The process of reading the software structure is not dependent on the repository, therefore we think there is a potential to automatize this data collection.

In this paper we want to explore opportunities to develop a generic tool that would automatically and continuously collecting live data from huge number of software project repositories just by simple searching the web. More precisely, we want to investigate opportunities to develop a live software structure analyzer. Such tool could be of great importance to the software development community since software structure has huge effect on its reliability and evolution [Galinac Grbac et al. 2013; Galinac Grbac and Huljenic 2014; Petrić and Galinac Grbac 2014]. An another important thing which motivated us to start analyze open-source repositories and to think about an automation process is our previous work [Petrić and Galinac Grbac 2014]. Namely, we did our analysis on limited datasets which included three different Eclipse plugins with more than 30 releases in total for all three systems. A process of collecting and processing data was very long and ineffective. Thus, we have started to think about some improvements. From the above observations, a better understanding of open-source repositories structure is mandatory in sense of collecting needed knowledge for an automating process, and also for developing such tool which would be able to process retrieved data.

Two main things will be covered. Firstly, we will discuss about diversity of open-source repositories, and their properties. Some basic information about few popular repositories will be explored, like their adequacy for a generic data collection. Secondly, based on findings we will define our new developed tool for purposes of automatic collecting datasets from different repositories. The tool is modular and very easy for extending with new functions. We briefly discuss its current main functions. Finally, we observe some difficulties in this live data collection process. We succeed to collect software structures for 234 open source software projects and based on simple observations we discuss our future work and future research directions.

The paper is organized as follows - in Sect. 2 more about open-source repositories will be said, in Sect. 3 the software structure collection tool will be described in detail, in Sect. 4 we describe our
experiences of using the tool and provide some preliminary results of the collected data. Finally in Sect. 5 we will make a conclusion and say something about our future work.

2. OPEN-SOURCE REPOSITORIES

This section will describe how we approached to the open-source repository analysis, and how we determined for which repositories an automatic collecting process of data should be done. Open-source repositories are collection of data which are related to some project. Most often, such repositories are used for storing source code files, but this is not their only purpose. Sometimes, open-source repositories may contain vast number of data, which if they are processed in a proper way, may give crucial information about particular project. Today, many open-source repositories are available, and differences between them are properties they offer. For example, some repositories offer possibility for having a bug report system, some of them offer an unlimited number of projects, etc. In this research we have included only few repositories which show best overall properties, in terms of information they offer, a number of projects they have, etc. Information on many repositories over the Internet can be found in the comparative table available on Wikipedia.

From the objective parameters from that table it is obvious that many repositories share same or similar properties, so we also employed subjective parameters which should help us in making an easier decision. Thus, for subjective parameters we have introduced two main categories: number of prominent projects and how easy is to implement automatic retrieval of data for those repositories. In easy to implement category we have looked only how well repositories are organized, i.e. how briefly are links to the source code files provided, and how good search filters are implemented, i.e. is it easy to separate Java projects from C++ projects. Also, this category contains only poor, average and well keywords for determine how good organization and search filters are. For each keyword we gave the grade, thus poor is equal to 0, average is equal to 1 and well is equal to 2.

From the analysis of a number of open source projects we made following conclusions:

—Not all projects contain a link to the source code repository to directly load the project, but have a link just to the repository web page from where the user should manually search for the project
—Most of the projects store the source code just into the GIT repository, or at some point during development switch to GIT repository, without providing direct link to the source code for each version of the software
—Number of projects are very old and the repository is not maintained more or is not available
—Some repositories does not allow search by project name and have not list of all projects storing the source code. Project search should be done manually by searching for specific keywords and thus are hardly to automate
—Some repositories are limited to specific communities, e.g. CodePlex is limited to the Microsoft community and contains projects that are based on their technology

After we performed analysis on several repositories, we decided that we should include GitHub, SourceForge and Eclipse repositories in our automation process, because they got best overall grades according to objective and subjective parameters.

3. SOFTWARE STRUCTURE COLLECTION TOOL

To face some of the problems we discussed in previous sections, we decided to implement a modular tool which will be able to automate some processes in data retrieval. Because we have found that some
repositories have a good structure, i.e. a structure which is easy to be processed by some script tools, logical move was making a single tool which will be able to collect all needed data by themselves, and also to perform some additional tasks which will save time for further analysis. In that case, there is no need for manual collecting datasets from repositories, which is an important thing, because except that manual collecting data is a very time consuming process, it is also the process in which human error may have a significant impact. An automatic tool should collect all data in the same manner, which excludes occurrence of mistakes. Except aforementioned, such automatic tool is able to collect vast number of projects, so further analysis can be done on bigger datasets. Also, many software from different domains can be analyzed.

The class diagram of the implemented software structure collection tool is given on Figure 1. The software structure collection tool was mainly written in Java, but it also contains few external tools, which are rFind and JHawk. The rFind is a tool for searching relations between classes in a Java code, which is our previous work for transforming object-oriented software code into its graph representation described in [Petrić and Galinac Grbac 2014]. The software structure collection tool has few purposes, which can be divided in next phases:

— **Phase 1**: automatic retrieval of a Java source code from repositories
— **Phase 2**: uncompression of source code files
— **Phase 3**: transformation of source code files in its graph representation with the help of the rFind tool
— **Phase 4**: count of subgraphs occurrence from software representation of a graph
— **Phase 5**: a software metric collection

### 3.1 Phase 1: automatic data retrieval

Automatic retrieval was at first the main purpose of the software structure collection tool. After the analysis we had initially chose two repositories which satisfied our criteria. Additionally, we added and third repository which was the Eclipse. Finally, we also included a built-in option in the tool. The built-in option of the tool is able to get the list of the links as an input, which leads to different source code files. After the list is provided, the tool only process those source code files. Because the process...
can be interrupted by some unwanted events, e.g. a loss of power, we provided a recovery. The recovery enables us to be sure that already processed files will not be retrieved and processed again.

Because the software structure collection tool downloads many different types of software we have also built database for storing as much as possible information about retrieved software. The entity-relationship diagram of a database is given on Figure 2. The database contains important information about every project, such as a URL of the project, a version, etc. After each project is downloaded, the software structure collection tool continues on the phase 2. The phase 1 is repeated every time after the last phase is finished, and until there are non-processed projects in the repository.

3.2 Phase 2: uncompression of files

Immediately after the phase 1 is finished, uncompression of files begin. Repositories occasionally compress projects to preserve space on their servers, so before we can continue to the next phase, we must handle this step. Each repository uses different type of compressing files, but in most cases there are a limited number of used formats. In the software structure collection tool we have implemented support for uncompressing four different formats, which includes: zip, gz, bz2 and tar. We found that those formats are most occurring ones. If some different format is used for a compression, than this project will be discarded for the further analysis.

3.3 Phase 3: getting graph representation

This phase starts an external tool when is appropriate. After the phase 2 is finished, the rFind is called from the software structure collection tool. As is mentioned before, the rFind transforms a source code into its graph representation. To do this, it parses a code line by line and seeks for relations between classes. In that case, Java classes are nodes, and communication links are edges. A communication link means any relation between two classes. For example, if some class A tries to send a message to the class B through some method, then the edge is directed from the class A to the class B. For better understanding, the process is shown on Figure 3. Similar works also if one class tries to instantiate another class, or if it tries to communicate through parameters or a return value. For the current version of rFind, the communication in terms of class inheritance is not covered, so we do not record such relation. The rFind generates two files which are subject for further analysis. Those files are graph and classlist. Graph files contain information about communication links between classes, presented
with IDs of the classes. To map those IDs with the corresponding classes we have a classlist in key-value format, where the key is an ID and the value is a class name.

3.4 Phase 4: subgraph frequency

The fourth phase of the software structure collection tool is a subgraph frequency counter. Its purpose is to count occurrences of all 3-node subgraphs in the given graph. We did not find any separated implementation of the subgraph counter, so we decided to use existing libraries, and adjust them to work in a manner we expected. For this purpose we found the S-Space Package, which is a collection of algorithms for building Semantic Spaces as well as a highly-scalable library for designing new distributional semantics algorithms. The S-Space has already implemented algorithms for processing subgraphs, but without a subgraph counter. Thus, because the S-Space is an open-source, we used few of its algorithms to implement an expected behavior.

Non-separated versions of the subgraph counter can be found in motif tools. For example, mFinder is a tool which provides getting of all n-node subgraphs for the given graph. The main problem is that this tool primarily searches for motifs, which is a very time-consuming process. So, our implementation of the subgraph counter has accelerated this process.

An another important thing is that our implementation of the subgraph counter can process any subgraph size, and any types of the subgraph, as long as it has correct formatted list of the subgraphs provided to the input. This means that our implementation is highly flexible. For example, if we want to find subgraph frequencies of subgraphs 1, 2 and 3 shown on Figure 4 we need to put this list as an input to the software structure collection tool:

1: 1-2, 1-3
2: 1-2, 3-1
3: 1-2, 1-3, 3-1

According to the list above, we can put any type of the subgraph and count them in the given graph. Many motif tools does not have similar option.

3.5 Phase 5: software metrics collection

Currently, the last phase in the software structure collection tool is a software metric collection. For this purpose we used the external commercial tool JHawk. JHawk is a static code analysis tool, i.e. it takes the source code of your project and calculates metrics based on numerous aspects of the code, e.g. volume, complexity, relationships between class and packages and relationships within classes and packages. After this process is finished all data are stored, and the process continues with the first phase until all projects are processed.

---

2https://github.com/fozziethebeat/S-Space/
4http://www.virtualmachinery.com/jhawkprod.htm
4. EVALUATION OF EXPERIENCES AND PRELIMINARY RESULTS

In this section we discuss benefits and limitations of using the tool for the purpose of automatic data collection. Furthermore, we present some preliminary results obtained by using the tool.

4.1 Experiences of using the tool

We start data collection with help of the tool described in section 3. The total time needed for collecting data varied for different phases implemented in tool, but also from the project to project. For example, the first phase of data collection highly depends on the project and size of the source code that may vary from several MB to 200 MB. Also, data collection time in the first phase is very much depended on the Internet link throughput available to server running the data collection tool. Subsequent phases, from two to four were executed relatively fast (in few minutes) and are not so sensitive on the project size. The last phase may be very time consuming, from several minutes for smaller projects to few hours for larger ones.

In the last phase we use JHawk tool for collecting metrics on the source code files. In most cases JHawk tool performs excellent, but for some projects we experienced some problems that block our data collection process. This happens for small and large projects and we could not eliminate that issue because the JHawk is a commercial tool and we do not have insight in it. In such cases we skipped that project and continue with the next one.

4.2 Descriptive statistics for datasets collected

As a result of data collection process we succeeded to collect data for 233 projects. For each project we counted subgraph frequencies for all 3–node subgraphs and collected all metrics on the class and system level (provided by JHawk tool). Descriptive statistics for the collected projects are given in Table I.

Figure 5 depicts the relative subgraph frequencies of 3–node subgraphs (6, 12, and 36) that are present in all analyzed projects. We did not provide the figure of relative subgraph frequencies for
Fig. 5. Relative subgraph frequencies (3-node: 6, 12, 36) per software project. Note that software projects are ordered with respect to number of classes.
nodes 14 and 38 because are neglected, like for all other subgraphs because they are not present in neither of the analyzed projects. In all subfigures on Figure 5 the projects are ordered with respect to the number of classes present in the project source code. In the analyzed sample we have very well represented source codes with number of classes ranging from 0 to 8000. We conclude this from the distribution of projects collected over the categories with amount of classes given in Table II.

As it can be observed from the graph the frequencies of subgraph 6 are increasing with number of classes present in the project. On the other hand, the frequencies of subgraph 36 are decreasing.

We analyzed the occurrences of each 3-node subgraph (see Figure 4) and presented results in the separate subfigures for each subgraph that is represented in the analyzed projects. We found that all projects contain only subgraphs 6, 12, 14, 36, 38, 46, and 74. However, subgraphs 46 and 74 are very rarely represented in all of the analyzed projects, so we did not provide separate figure here. The most represented subgraph in all projects is the subgraph 38.

4.3 Limitations and future work

Future work should consider to improve the data collection tool with repositories that contain bigger projects. Since, the GIT repositories become a norm in the open source community the future work should consider how to automatically read structure data from all open projects stored in GIT.

Based on the observations while running the tool aiming to collect the dataset, we concluded that some phases may be computationally demanding. Future work should consider to eliminate execution stops due to data quality (e.g. problems with JHawk) and how to run the tool within the Cloud environment and without human intervention.

We aim collecting more datasets in the future that would cover wider spectra of projects than it is currently covered by the collected dataset. Some conclusions are limited in generalization due to relatively small projects that are collected. In our initial dataset mean subgraph frequencies of all analyzed projects is 80k and 112 kLOC and for example some Eclipse projects that we collected have more than million 3-node subgraphs and about million lines of code. From this initial analysis we observed that the probability of particular subgraph occupancy in software may depend on the amount of classes, more packages, and more lines of code. We want to further study this observation and we

<table>
<thead>
<tr>
<th>No. of classes</th>
<th>0–200</th>
<th>201–400</th>
<th>401–600</th>
<th>601–800</th>
<th>801–1000</th>
<th>1001–1200</th>
<th>1201–1400</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of projects</td>
<td>78</td>
<td>35</td>
<td>19</td>
<td>14</td>
<td>12</td>
<td>13</td>
<td>2</td>
</tr>
</tbody>
</table>

Table II. Distribution of projects with respect to number of classes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of projects</td>
<td>3</td>
<td>6</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>No. of classes</th>
<th>2801–3000</th>
<th>3001–4000</th>
<th>4001–5000</th>
<th>5001–6000</th>
<th>6001–7000</th>
<th>7001–8000</th>
<th>8001–9000</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of projects</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>No. of classes</th>
<th>10001–11000</th>
<th>11001–12000</th>
<th>12001–13000</th>
<th>13001–14000</th>
<th>14001–15000</th>
<th>15001–17000</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of projects</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
are interested how we can define and develop models that would be useful for designing and verifying software systems.

5. CONCLUSION AND FURTHER WORK

In this paper we have presented a basic analysis of software structure that is collected from the open-source repositories and we have also introduced our modular software structure data collection tool.

With the software structure collection tool we have remarkably boosted our process of collecting datasets. Except that, we have also achieved another important thing, which is avoiding of human errors in the collection process. Moreover, we identified weaknesses of our tool and discuss its future extensions.

From the collected datasets we performed a preliminary analysis and discuss future research directions in data collection. Such automation process will help us in future to collect a significant number of projects, that could truly represent a software from different domains on which we are going to perform additional analysis in terms of the subgraph frequencies and software metrics as continuation of our previous work [Petrić and Galinac Grbac 2014].
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Tool for Testing Bad Student Programs

IVAN Pribela, DONI PRACNER and ZORAN BUDIMAC, University of Novi Sad

This paper presents an effort to address efficient assessment of less than perfect students’ solutions in a semi-automated code assessment process. Automated and semi-automated code assessment has its drawbacks when it comes to the poorly written and often non-compiling programs created by beginner students. The usual assessment automation approaches often lead to adaptation of courses and assignments to the assessment process, while we try to avoid such trend and thus improve the students’ experience. The solution proposed in this paper focuses on automation of the assessment process itself as opposed to the automation of grading which is the usual approach. This paper presents the concept and design of a tool aimed to support such process as well as presents two case studies that validate the use of the proposed tool.

Categories and Subject Descriptors: K.3.2 [Computers And Education]: Computer and Information Science Education—Computer science education; D.2.5 [Software Engineering]: Testing and Debugging—Testing tools

General Terms: Management, Measurement, Verification

Additional Key Words and Phrases: code assessment, manual assessment, semi-automated assessment, test-based assessment

1. INTRODUCTION

Nowadays, teachers, especially on computer science classes, are faced with grading an ever increasing number of students’ assignments. There are three ways to avoid overburdening them: reducing the number of students, increasing the number of teachers, and transferring some of the load from the teachers to the computers. As it is obvious that the first two approaches are often not feasible, getting help from computers and introducing some form of automatic assessment in everyday practice becomes the only possible way of dealing with this issue in an efficient way. This approach, at least theoretically, also increases objectivity of the grading process.

However, fully automated code assessment, with all the benefits it brings, also has its drawbacks. The major one lies in the fact that not everything can be tested by a machine. Typical examples are finer points of coding style like the correct use of procedures and recursion, which are very hard to catch even by very complex metrics. Unfortunately, many approaches in automated assessment are focusing on automation of grading of all aspects of students’ solutions.

This often lead to adaptation of courses and assignments to automated assessment, while the opposite should be prefered. Such trend is inappropriate and can prove to be very unfavorable to students, especially on first year programming courses.

The main problem arises from the fact that the beginner students are still learning how to program. They are not yet knowledgeable and disciplined enough to follow strict and rigid program specifications.
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that are often required by automated testing systems. These students often struggle while creating even simple programming solutions that barely compile and execute.

Such strict rules for the program format and output are perfectly acceptable for experienced students or applicable in coding competitions. However, it is very hard to use them with beginners within their introductory programming classes or generally with less successful students that have difficulties coping with the basics of compilation and program execution.

This results in a rather harsh treatment of nearly satisfactory solution, where the students can lose unproportionally large amount of points to a trifle error. This can be called extreme objectivity, and is easily removed by manual inspection of the student solution.

We propose a better approach which adapts the automated testing to first year courses, and not vice versa. More precisely our proposal is a semi-automated approach that automates the assessment process itself and leaves the finer points like the grading to the instructor.

The rest of the paper is organized as follows. The second section elaborates on the need of a tool that would support the proposed approach. The third section presents one solution that tries to tackle the described problem while the following section offers two typical example situations that illustrate the applicability of the proposed tool in a real learning environment. Finally, a brief conclusion and plans for further work are given in the final section.

2. RELATED WORK

Automatic and semi-automatic assessment of student programing assignments started as early as 1960. Among the first authors were Hollingsworth [Hollingsworth 1960] and Wirth [Forsythe and Wirth 1965], whose systems were designed for assembler and Algol. Since then many other assessment tools were developed [von Matt 1994] that usually followed modern concepts introduced by new operating systems and new programming languages.

Unfortunately, many such ventures focus on a specific programming language or a specific platform, like the systems described in [Dempster 1998; Hawkes 1998; Joy et al. 2005] that focus on Java programming language. This is in line with the trend of Java being the one of the most widely used programming languages on introductory courses. There is also sparing support for other popular languages like Pascal, C/C++ and Python.

There were though some attempts to create a system for testing that will encompass wider spectrum of programming languages, like the one developed in Python presented in [Amelung et al. 2006]. These automated assessment systems are usually language independent if the assessment is based on comparison of the output.

There were also attempts to bring automated assessment of programming to learning management systems (LMS). The assessment system described in [Botički et al. 2008] addresses assessment of SQL Select queries and short programming assignments in a custom LMS environment, providing support for multiple programming languages. However, that solution is limited to the AHyCo LMS developed by its authors and lacks support for large programming projects.

Most contemporary efforts to address the issue of testing non compiling solutions are Web based and offer only visual inspection, like Assyst [Jackson and Usher 1997], which offers a graphical interface that can be used to direct all aspects of the grading process.

BOSS [Joy et al. 2005] is also a Web-based tool, which supports the whole of the assessment process and does not constrain the teacher to present or deliver their assessment material in any given style. Support for software metrics and for unit testing is covered as well.

Another fully functional assessment system called Testovid [Pribela et al. 2011] in comparison to the mentioned systems is built on Apache Ant and thus is not dependent on any programming lan-
guage or specific building and compilation logic. Furthermore, the system is used in a wide variety of situations and environments, as it is very extensible, modular, and can quickly adapt to new trends. It supports both fully automatic and semi-automatic assessment and can be extended to support manual assessment as well.

In their paper [Ahoniemi and Karavirta 2009], the authors Ahoniemi and Karavirta focus on the manual assessment and analyze the use of a rubrics-based grading tool on larger courses with multiple graders. Their results show that the use of such tools can support objective grading with high-quality feedback with reasonable time usage. They also give some pointers for teachers intending to adopt such tools on their courses.

Auvinen goes a step further in his tool called Rubyric [Auvinen 2011] and presents a tool for rubric-based assessment that helps course staff construct textual feedback for students. The tool allows teachers to create grading templates that specify the evaluation criteria and contain feedback phrases for typical mistakes. Because many students make similar mistakes, large portions of feedback can be constructed from pre-written blocks making it possible to give detailed feedback and thus automate the process of grading with little effort.

Another effort at automating the grading process while keeping the human at the center is described in [MacWilliam and Malan 2013]. On a CS50 introductory course at Harvard University, when students complete programming assignments they have traditionally received feedback from staff in the form of comments via email. Staff reported spending significant amounts of time grading because of bottlenecks that included generating PDF documents and manually emailing feedback to students. As it is always preferable that the staff spend less time on logistics and more time providing feedback and helping students, the authors of the paper set out to improve the efficiency of the grading process by creating a web-based utility through which staff can leave feedback for students. This resulted in a 10% fewer hours per week and 13% fewer minutes per student, even while providing as much or more feedback.

Another similar approach with assessment [DeNero and Martinis 2014] aimed to improve the composition quality of student programs argues that the program structure can be understood effectively only by a person. In their paper authors describe their experiences on manually grading over 700 students by a staff of only 10 human graders. To facilitate this effort, they created an online tool that allows teachers to provide feedback efficiently at scale.

However, another topic to keep in mind with manual computer-based assessment for handling large-scale courses is the assessment granularity. The forms that the assessment takes can vary widely from simple acknowledgement to a detailed analysis of output, structure and code. The study [Falkner et al. 2014] analyses the degree to which changes in feedback influence student marks and persistence in submission. In their work, the authors collected data for over a four year period and for over 22 courses. They discovered that pre-deadline results improved as the number of feedback units increase and that post-deadline activity was also improved as more feedback units were available. Unfortunately, greater granularity also means more load for the teachers thus a balance must be found.

3. THE AUTOMATION SCRIPTS

Based on our own problems and experiences in grading large number of student solutions, a set of helper scripts have evolved over a period of time. These scripts have been in use with an array of different assignments in several programming courses on our Department.

The approach assumes that the student solutions are all stored together in one folder with a subfolder corresponding to each student. The naming of the subfolders and the method used to collect all the solutions, be it an automated submission system or manual collection, is of no importance. Al-
though it is recommended that the subfolders contain the student’s name or id this is not required by the scripts.

A list of the students to be graded is supplied to the scripts via a file usually named “students.txt”. This list can be generated from folder names, although most of the courses have some sort of an electronic list of the students, probably in a spreadsheet or exportable as such. Such spreadsheets can also be used for this purpose. Since it possible that the folder names are different than the actual student names, the input can either be a list of the folders or a table with folder identifications and student names and whatever additional data is needed or wanted. In our system we use the student id, their names and groups numbers. A different scenario might also use date and time of last submission, classroom number or whatever might be relevant.

The current implementation of the system uses Apache Ant [Loughran and Hatcher 2007] as the central driver of the process. Ant is a Java library that was originally developed to help with the build process for complex Java projects, with the goal of making something similar to Makefiles for C projects, but at the same time platform independent since it would be running in the Java Virtual Machine. The two basic concepts in an Ant build file are tasks (individual actions such as compilation) and targets (more complex combinations of actions – a number of tasks in order). It provides a number of built-in tasks for compiling, testing and running Java programs, but also to work with filesystems and other types of programs. It can also be easily expanded with custom tasks, and is therefore applicable to any process that is defined in the above terms.

At the core of switching between student solutions to be graded is the custom Ant task that loads up the next solution. The data about the current student being graded is held in a file called “current.properties”. The file is in the standard Java properties format, allowing all the data to be accessible to the scripts or other tools as needed. If the file doesn’t exist, the assumption is made that the grading has just begun and the first student is to be chosen. Otherwise, the student list is consulted.
and the first student after the currently selected one is chosen. Either way the data from the list will be put into the “current.properties”, the content of the temporary folder will be deleted and then populated with files relevant to the next student solution.

The content of this temporary folder consists of combined files from several folders. The script first copies the content from a universal folder with files and data relevant for all students on a course. This folder usually contains basic test files that are not related to the specific group or helper libraries that are used in the assignment. Next, contents of a folder for the corresponding assignment is collected. Most often this folder contains test files for the assignment. Finally the files that represent the student’s solution are copied over to the temporary folder. This final folder stores all files the student has created for the assignment. By default, the script will copy over all the files found in this folder. This behaviour can be overridden and the set of files copied restricted by any regular expression or a set of expressions.

If needed, the list of the included folders can be easily expanded. Apart from the described folders, any files from another source can be included in the content of the temporary folder. These new sources can include supplemental library files, folders with correct solutions, or practically anything that is needed.

Besides helping with the set up of the testing area, the scripts can also help with the actual testing. This help can be in the form of program compilation, using Ant tasks defined for this, running of the student's solution with different inputs, which may vary depending on the student's assignment, or basically anything else supported by Apache Ant.

One of the pre-built tasks is used for execution of the student's program with the simplest input for a quick initial test. This allows the teacher to make manual changes to the program before running the second built-in task that will run all the inputs from the temporary folder that are described by a regular expression. Most of the assignments will also have a task to run the (partial) correct solution for comparison, as well as support to open up the source code of the submitted program and the correct solution or a snippet of code in an editor or difference comparison program. This all allows for saving time on repetitive tasks while giving maximal flexibility in the process for manual interventions.

The advantage with building the system around Apache Ant scripts is that support is widespread, allowing for their usage in many different set-ups, such as Eclipse or NetBeans plugins, a lightweight editor, or even directly from the command line, possibly as part of a larger script. Additionally there are a lot of people familiar with the standard which makes customisations to the scripts much more accessible.

4. TYPICAL USE CASES

To illustrate the proposed approach and the implemented system, we will describe two typical use cases. We have selected assignments from the course Data Structures and Algorithms course on our Department that best illustrate the scripts in action.

The first usage example of the proposed scripts is an assignment that is common in the education of programming – sorting data. The assignment is to load some data from a file, use a specified sorting algorithm and save the data to another file. The students are organised into groups due to spacial limitations, so different groups will have different types of data. An item in the array to be sorted will typically be some form of a record, such as information about people, i.e. name/surname/birth year, or an array, such as measurements of temperatures during a week. On this data one of the three possible elementary sorting algorithms should be applied with a simple sorting key, and some additional constraint as a bonus task (for instance sorting by a second criteria).

Automated testing on an assignment such as this proves to be rather difficult for anything other than the fully correct solution. The students often make small mistakes with the indexes in the al-
algorithms which can result in partially sorted arrays, duplicated items, or even crashes and endless loops. Although these can be very close to the correct solution, an automated tester would give such a solution an unproportionally low amount of points.

Apart from this, it is hard to automatically detect whether a solution that gives the correct result was made with the correctly selected algorithm. The selection of the appropriate sorting algorithm, not just its implementations, is one of the main tasks of this assignment.

Another common problem for automated testing is that students make mistakes in saving the results in the file, forgetting to put in breaks between data or mixing up the order of the fields.

For the second use case we took another assignment common for computer science curricula – searching. Namely the illustrated algorithm is backtracking. One of the assignments that are used on the same course is to find a path through a maze presented in an ASCII text file.

The problem is easy to understand for the students, it illustrates the principles very nicely and it also allows for variance that is required to make different assignments for different groups. For instance there can be “classical” mazes with walls, a starting point and an end point. There can additionally be collectables spread through the maze (pieces of gold or chocolate, radiation levels...) with the task to either maximise or minimise the route in some way (length, collectables collected...). There can be mazes with special rules, such as using only odd numbers to move, or jump in certain directions, different heights that can only be traversed downwards, etc.
This assignment also has the problem of being hard to automatically grade with anything other than fail or pass for a number of inputs. Again there are often mistakes that lead to endless loops or recursion, typos or wrongly defined transitions, all of which are hard to algorithmically detect, and might lead to all of the outputs being wrong, while the code still shows the basic understanding of the problem at hand.

Our tool can help the instructor with these types of submissions in several ways. The testing area is being rebuild for each student from scratch with correct inputs for the student’s group. Once a submission has been graded, the next student will be automatically loaded. Both of these save time and increase the reliability of the process.

The instructor can run a number of pre-defined tests on the current submission starting with a very basic test. If it fails there is no use in running the more complex ones straight away, especially if the fault is in the format of the output for instance. Instead the instructor can mark down the detected problem and make manual changes to fix them and then re-run the tests to check for further faults. Correct solutions to the problem can also be run on the same inputs for comparison.

To further help with the grading there are also options to run comparisons to pre-defined blocks of code that contain the correct solutions, either as complete programs, or just snippets that apply to a particular part of the assignment. This can help in detecting subtle mistakes such as array index problems, or special cases that are often overlooked and can pass undetected by an worn instructor. It can also help if there was a prescribed method of solving the problem – as in our sorting use case, where a particular algorithm is part of the assignment.

5. CONCLUSIONS AND FUTURE WORK

The proposed scripts can help greatly with the repetitive tasks during the manual grading. Typical assignments that show the benefits of using such scripts are illustrated in the previous chapters. The teacher only needs to monitor a single folder. The student’s submissions will be copied one by one automatically without even a need to manually look up who the next student is let alone where the solution and other files are. The appropriate test cases will be loaded as well, and the grader has an array of options that can be applied as the situation demands. These options can range from an application of simple input files to an executing program, to the comparison of student code with snippets of correct solutions. Also, only one test case can be applied, all of the prepared test cases, or an ad hoc example. All the time during such grading the teachers have the options for manual changes of the students’ code as needed and can combine all the mentioned options as they like.

The proposed scripts greatly decrease the time needed to set up and tear down a testing environment for fair grading of solutions. At the same time they also eliminate a lot of the possible sources of mistakes that are common for repetitive tasks.

Our current research efforts are directed at gathering more data on the impact of this approach on the time teachers spend on assessment compared to standard two-phase approach. The experiences in using these scripts for the last few years have been positive.

Another objective is to collect more usage examples and then improve the scripts to cover more scenarios during the manual testing or incorporate the scripts in a larger environment. This is aimed to maximize the help offered to the teachers and further shorten the time needed for the repetitive tasks.
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Toward Language Independent
Worst-Case Execution Time Calculation

GORDANA RAKIĆ and ZORAN BUDIMAC, Faculty of Science, University of Novi Sad

Set of Software Quality Static Analyzers (SSQSA) is a set of software tools for static analysis that is incorporated in the framework developed to target the common aim – consistent software quality analysis. The main characteristic of all integrated tools is the independency of the input computer language. Language independency is achieved by enriched Concrete Syntax Tree (eCST) that is used as an intermediate representation of the source code. This characteristic gives the tools more generality comparing to the other similar static analyzers. The aim of this paper is to describe an early idea for introducing support for static timing analysis and Worst Case Execution Time (WCET) calculation at code level in SSQSA framework.

Categories and Subject Descriptors: D.2.8 [Software engineering]: Metrics - Performance measures
General Terms: Languages, Experimentation, Measurement
Additional Key Words and Phrases: Worst case execution time, language independency

1. INTRODUCTION

The quality of each product, and therefore also the quality of the software product, can be described as the degree to which a given product meets the needs and requirements of users. Software quality model defined by standard ISO 9126-1\(^1\) distinguishes six attributes of software quality: functionality, usability, reliability, efficiency, portability, and maintainability.

The mentioned attributes of software quality can be monitored, evaluated, and controlled at early stages of software development by examining the source code and other static artefacts, or during the execution and testing process. Assessment of software quality attributes that is made on the source code or any of its internal representations without executing the program is called static analysis, while analysis of the program during execution time is called dynamic analysis. In the modern approach of software development, a great importance is given to monitoring and quality control in the early stages of development. Therefore static analysis becomes more important.

One of the important quality attributes of real-time systems is the execution time. It is highly important for these systems to provide required services on time. One of the parameters to be measured in order to guarantee this attribute in real-time system quality monitoring is Worst Case Execution Time (WCET) [Wilhelm et al. 2008; Lokuciejewski and Marwedel 2009; Lokuciejewski and Marwedel 2011]. It is measured as a part of timing analysis and provides value of the longest execution time of a program that can ever occur. It can also be predicted as a part of static analysis as well as measured as a part of dynamic analysis.

This paper provides early research toward support of static timing analysis and WCET calculation in SSQSA framework. In doing that, we shall take ALF as a domain specific language for WCET [Gustafsson et al. 2009] as our starting point and import the basic timing data into a SSQSA framework. The main difference between SSQSA set of static analyzers and ALF is in their level of abstraction: while ALF is intermediate language, enriched Concrete Syntax Tree - eCST (on which SSQSA framework is based) is a universal intermediate data structure. Furthermore, there are only several translators to ALF (C, C++,

---

\(^{1}\) http://www.sqa.net/iso9126.html
some assembler languages)\textsuperscript{2} \cite{Gustafsson2009} while SSQSA supports many more high-level languages (Modula-2, Delphi, Java, C\#, ...). By including ALF into a SSQSA environment, we hope that we can introduce the WCET analysis to a much broader class of languages.

In the rest of the paper we describe the planned approach. Background for a described idea is provided in the subsequent section, while section number 3 illustrates the idea. Related work is provided by section number 4. Conclusion with plans for future work is given in the last section.

2. BACKGROUND

The basic idea for integrating static timing analysis into SSQSA framework is to introduce support for domain specific languages (e.g. ALF \cite{Gustafsson2009}) and to use the eCST Generator \cite{Rakic2013, Kolek2013} to generate eCST containing all needed information. Exporting of timing information is to be done by attaching timing attributes to universal nodes representing specific program constructs as proposed by \cite{Parsa2014}.

2.1 SSQSA internal representations of a software product

The main characteristic of SSQSA framework is its independency of the input computer language based on language independent tree representation of the source code - enriched Concrete Syntax Tree (eCST). Basic concept used here is to use universal nodes to enrich syntax tree so that they annotate semantics of the construct in its sub-tree. Universal nodes are constructed in three levels:

- High-level eCST universal nodes mark entities declaration on the architectural level. Interface-level declarations of packages, classes, modules and methods, procedures, functions, etc., as well as explicitly stated high-level relations between them (such as inheritance, instantiation, implementation, etc.).
- Middle-level eCST universal nodes are those used at the level of entity definition. They appear in the body of the entities and mark individual statements, groups of statements or parts of statements with appropriate concept expressed by them (jump statement, loop statement, branch statement, condition, import statement, etc.).
- Low-level eCST universal nodes are universal nodes that mark individual tokens with appropriate lexical category (keywords, separators, identifiers, etc.).

Based on the eCST representation of the source code we can (independently of an input language) generate other source code representations.

Generation of eCFG (enriched Control Flow Graph) is one of the first tasks to be completed toward the static timing analysis in the SSQSA framework. This is to be done based on a middle and low level universal nodes. Work on this task has been recently finished.

Furthermore, based on mainly high-level universal nodes we can generate different kind of software networks completely independently of an input language \cite{Savic2014}. For timing analysis, the most important network is one corresponding to a call graph. Based on an eCFG and this network we can create inter-procedural CFG.

Based on these program representations we can implement any of widely used approach to determine upper bound of execution time (tree based, path based, implicit path enumeration, etc.) and supporting analysis \cite{Wilhelm2008, Lokuciejewski2011}. However, for implementation of the WCET calculation algorithm we need to additionally enrich eCST by timing analysis specific attributes. This is to be introduced as XML attributes added by postprocessor based on ALF representation of the source code.

2.2 ALF language integration

ALF is an intermediate language used to represent input code written in language on high, middle, or low level. It can be also used to represent intermediate codes. Code represented by ALF language is adapted so that the WCET calculation is enabled. In other words, it contains all needed information.

\textsuperscript{2} \url{http://www.mrtc.mdh.se/projects/wcet/home.html}
Currently, three translators exist: a translator from C/C++ to ALF, translator from proprietary IAR intermediate code to ALF, and translator from binary code to ALF.

By generating eCST for source code represented by ALF code we will be able to run WCET algorithms on it.

As described in [Kolek et al. 2013], we will need a grammar for ALF language in order to produce scanners and parsers to be used in eCSTGenerator. Furthermore, we have to determine which universal nodes are needed to implement algorithm. From this point of view the most important universal nodes already exist in the current catalogue. Furthermore it is possible that we will need to introduce a set of domain specific universal nodes.

3. ILLUSTRATION OF THE IDEA

Let us look at the input source code [Gustafsson et al. 2009]:

\[
\text{if (} x > y \text{) } z = 42; 
\]

Figure 1 represents corresponding eCST for this segment of source code.

This segment can be translated into the ALF code below:

\[
\{\text{switch} \quad \{\text{s}_\text{le} 32 \quad \{\text{load} 32 \quad \{\text{addr} 32 \quad \{\text{fref} 32 x\} \quad \{\text{dec}_\text{unsigned} 32 0\}\}\}} \\
\quad \{\text{load} 32 \quad \{\text{addr} 32 \quad \{\text{fref} 32 y\} \quad \{\text{dec}_\text{unsigned} 32 0\}\}\}\}} \\
\quad \{\text{target} \quad \{\text{dec}_\text{unsigned} 1 1\}\}} \\
\quad \{\text{label} 32 \quad \{\text{lref} 32 \text{ exit}\} \quad \{\text{dec}_\text{unsigned} 32 0\}\}\}\}}
\]

\[
\{\text{store} \quad \{\text{addr} 32 \quad \{\text{fref} 32 z\} \quad \{\text{dec}_\text{unsigned} 32 0\}\}} \\
\quad \{\text{with} \quad \{\text{dec}_\text{signed} 32 42\}\}\}} \\
\quad \{\text{label} 32 \quad \{\text{lref} 32 \text{ exit}\} \quad \{\text{dec}_\text{unsigned} 32 0\}\}\}\}}
\]

Generated segment of the ALF source code is much longer than the corresponding C code. Therefore corresponding eCST is also much larger. Figure 2 represents corresponding eCST for generated segment of ALF source code. Here we provide only the part of generated tree in order to demonstrate equivalency of trees for two languages.
3.1 Exporting information

In this section we will demonstrate idea for extracting XML timing information. For these purposes we will take basic example of branch statement. For all other needed information we can follow similar idea to export needed data.

Based on [Parsa and Mehdi 2014] to store timing information for switch statement we need best (BTime), worst (WTime), and total (TotalTime) execution time attributes, and for each branch we need (execution) Time:

```xml
<SwitchBlockK BTime=n WTime=n TotalTime=n>
  <CaseBlockK Time=n>
    ...
  </CaseBlockK>
  ...
</SwitchBlockK>
```

For If statement we need the same attributes.

```xml
<IfBlockK BTime=n WTime=n TotalTime=n ... >
  <ThenBlockK Time=n ... >
    ...
  </ThenBlockK>
  <ElseBlock Time=n >
    ...
  </ElseBlockK>
</IfBlockK>
```

In eCST representation this would be encompassed by the unique BRANCH_STATEMENT node

```xml
< BRANCH_STATEMENT" BTime=n WTime=n TotalTime=n>
  < BRANCH" Time=n>
    ...
  </ BRANCH" Time=n>
  ...
</ BRANCH_STATEMENT>
```

Similarly we can extract all needed information from the source code to our XML representation (loops, conditions, etc.)

This XML representation will enable the flow of timing information between the tools, but also visualization of generated information, which means easier manipulation with timing facts.
4. RELATED WORK

Timing analysis and WCET calculation is a very actual research topic and many tools are currently under development. Our attention is on tools calculating WCET on the level of a source code.

ait [Lokuciejewski and Marwedel 2011] is a tool for static WCET analysis and is used to compute a safe upper bound of WCET. It accepts binary executable as its input, from which the control-flow graph is reconstructed. This graph is a code representation on which several static analyses are implemented to compute the execution time of each instruction. A global path analysis is used to compute overall WCET bound of tasks.

Bound-T is a WCET static analyzer with similar characteristics. It takes machine code as input and (based on control flow paths) generates WCET bounds and (optionally) stack-usage bounds.

FORTAS (the FORmal Timing Analysis Suite)5 combines execution time measurements with static program analysis techniques. It estimates WCET of software tasks running on embedded real-time systems based on a hybrid approach following the general principles of measurement-based timing analysis.

SWEET (Swedish WCET Analysis Tool)6 is a WCET analysis tool consisting of a flow analysis, a low-level analysis, and a WCET estimation. SWEET analyzes the intermediate format ALF [Gustafsson et al. 2009]. Given a code format, SWEET can perform a WCET analysis for it if there is a translator into ALF. Therefore, SWEET currently supports C/C++, IAR, and binaries, as previously mentioned.

By integration WCET static analyzer in SSQSA framework we can expect to cover wider specter of possible inputs which is the main goal of this research.

5. CONCLUSION AND FURTHER WORK

In this paper we propose a possible approach to enable support for WCET calculation into SSQSA framework. An idea based on introducing support for domain specific language is described in order to implement and test calculation algorithm. After this task is completed, exploration of the possibilities for extending the analysis to other supported languages is needed. The aim is to enable uniform application of the same algorithm implementation to all supported languages. This task should have two phases. First phase is to support language independent flow analysis. This will be the straightforward activity as generation of all language independent code representation is already enabled. Second phase is the platform dependent generation of WCET values. This task will require deeper research on extracting specific information to eCST. It may require introducing of the domain specific universal nodes. By these nodes we would annotate domain specific information in eCST. In validation stage, gained results are to be compared with results generated by existing language specific WCET calculation tools. First level validation will be by comparing gained results with the results generated by the SWEET tool.

REFERENCES


3 http://www.absint.com/ait/
4 http://www.bound-t.com/
5 http://www.fortastic.net/
6 http://www.mrtc.mdh.se/projects/wcet/home.html

Graph Clustering Evaluation Metrics as Software Metrics
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Graph clustering evaluation (GCE) metrics quantify the quality of clusters obtained by graph clustering (community detection) algorithms. In this paper we argue that GCE metrics can be applied on graph representations of software systems in order to evaluate the degree of cohesiveness of software entities. In contrast to widely known cohesion measures used in software engineering, GCE metrics do not ignore external dependencies among software entities, but contrast them to internal dependencies to quantify cohesion. Using the theoretical framework of cohesion measurement in software engineering introduced by Briand et al. we investigate the properties of GCE metrics. Our analysis shows that GCE metrics are theoretically sound with respect to the monotonicity and merge property, but also reveals that they possess certain limitations whose importance is discussed in the paper. Finally, we propose a set of research questions for further empirical studies on this topic.

Categories and Subject Descriptors: D.2.8 [Software engineering]: Metrics—Product metrics

General Terms: Measurement, Theory

Additional Key Words and Phrases: cohesion, clustering, metrics

1. INTRODUCTION

Graph clustering is one of the most important methods in complex network analysis [Boccaletti et al. 2006]. Identification of clusters (also known as communities or modules) in a network helps us to reduce the complexity of the network in order to be able to understand its underlying structure. Other applications of graph clustering techniques include parallel processing of graph based data, route planning, image segmentation and VLSI physical design [Buluç et al. 2013], to mention a few. Intuitively speaking, a cluster in a network is a part of the network where connections among members of the cluster are much denser than with the rest of the network [Fortunato 2010]. There is a variety of graph clustering (community detection) algorithms [Schaeffer 2007]. Naturally, they are accompanied by graph clustering evaluation (GCE) metrics that quantify the quality of partitions produced by them [Leskovec et al. 2010].

“Low coupling, high cohesion“ is one of the basic design principles in software engineering [Yourdon and Constantine 1979]. This principle states that the coupling between modules of a software system has to be minimal as possible keeping at the same time strong relations between elements of each module. The main idea of this work is that highly cohesive modules that are loosely coupled to other modules can be viewed as clusters in a graph that encompasses software entities at lower levels of
abstraction. Therefore, the aim of this paper is to investigate existing GCE metrics as metrics reflecting cohesion of software modules.

The rest of the paper is structured as follows. Related work is presented in Section 2. Graph clustering evaluation metrics explored in this work as software metrics are defined in the next section of the paper. Section 4 explains how GCE metrics can be applied to graph representation of software systems. Theoretical analysis of GCE metrics as software metrics is given in Section 5. The last section concludes the paper and presents research questions for our future work.

2. RELATED WORK

Cohesion of a software module reflects how strongly related are the elements of the module. Perhaps the widest known cohesion metric in software engineering is LCOM (Lack of cohesion in methods) introduced by Chidamber and Kemerer [1994] in their object-oriented metrics suite. As the name of the metric suggests, LCOM is an inverse cohesion metric: a low value of LCOM indicates high cohesion of a class and vice versa. LCOM is based on a specific coupling between methods: two methods in a class are considered as data coupled if they use at least one common class attribute. Then LCOM is the number of non-coupled methods (P) reduced by the number of coupled methods (Q) if $P > Q$, or zero otherwise. From the definition of the LCOM it can be seen that this metric does not take external dependencies into account nor method invocations (another form of method coupling).

The approach of Hitz and Montazeri [1995] to measure cohesion of software entities followed the research of Chidamber and Kemerer. For a class we can construct graph $G$ whose nodes are methods defined in the class, and two methods are connected by an undirected link if they are data coupled. LCOM of Hitz and Montazeri is the number of connected components in $G$. The same authors also proposed another variant of the same metric where $G$ includes method calls relations. Finally, they introduced a metric called connectivity which quantifies how much $G$ is far from being completely connected.

Bieman and Kang [1995] introduced two cohesion metrics called tight class cohesion (TCC) and loose class cohesion (LCC). The basic element in their metrics is again a graph representing a class that encompasses methods of the class. TCC/LCC is the density (the actual number of links divided by the maximal number of links) of a TCC/LCC graph. Two methods are connected in TCC graph if they both access the same variable or there is a direct call between them. LCC graph is an extension of TCC graph that includes indirect method calls.

Lee et al. [1995] introduced a class cohesion metric based on information flow. The basic idea is that the strength of call coupling between invoking and invoked method is determined by the number of parameters of invoked method: the more information passed through formal parameters, the stronger call coupling between methods. Then, the cohesion of a method is defined as the number of calls to other methods multiplied by the number of formal parameters. Finally, the cohesion of a class is the sum of cohesion of its methods.

From the review of widely used software engineering cohesion metrics it can be concluded that the cohesiveness of a software entity is estimated in isolation. In other words, those metrics rely only on internal dependencies, while external dependencies, dependencies reflecting coupling between software modules, are not taken into account. However, external dependencies can be also important when estimating cohesiveness of software modules. Firstly, a module that has much more external than internal dependencies hardly can be considered as strongly cohesive regardless of the density or the connectedness of its internal parts. Secondly, having two modules that have the same degree of internal density the one with the smaller number of external dependencies can be considered as more cohesive compared to the other.
3. GRAPH CLUSTERING EVALUATION METRICS

Let \( G = (V, E) \) be a directed graph where \( V \) is the set of nodes and \( E \) set of links. Let \( C \) denote a cluster in \( V \) (\( C \subseteq V \)), and let \( c \) be a node from \( C \). An intra-cluster link emanating from \( c \) connects \( c \) to another node from \( C \), while an inter-cluster link emanating from \( c \) connects \( c \) to a node that does not belong to \( C \). Intra-cluster out-degree of node \( c \) is the number of intra-cluster links emanating from \( c \), while inter-cluster out-degree of node \( c \) is the number of inter-cluster links emanating from \( c \).

The most common formulation of the graph partitioning problem asks for a division of the set of nodes into balanced, disjoint subsets of nodes such that the edge cut (links connecting nodes from different clusters) is minimized. Therefore, the basic graph clustering evaluation (GCE) metrics are based on the size of the edge cut. Let \( E_C \) denote the size of the cut (the number of inter-cluster links) for cluster \( C \),

\[
E_C = | \{(x, y) : x \in C, y \notin C \}| = \sum_{x \in C} \text{intra-cluster out-degree}(x),
\]

\( I_C \) the number of intra-cluster links for \( C \),

\[
I_C = | \{(x, y) : x \in C, y \in C \}| = \sum_{x \in C} \text{intra-cluster out-degree}(x),
\]

\( N_C \) the number of nodes in \( C \), and \( N \) the number of nodes in the graph. Then cut based GCE metrics, conductance, expansion and cut-ratio, are defined as follows [Leskovec et al. 2010]:

1. **Conductance** of cluster \( C \) is the size of the cut normalized by the total number of links incident to nodes contained in \( C \),

\[
\text{Conductance}(C) = \frac{E_C}{E_C + I_C}.
\]

2. **Expansion** of cluster \( C \) is the size of the cut divided by the total number of nodes in \( C \),

\[
\text{Expansion}(C) = \frac{E_C}{N_C}.
\]

3. **Cut-ratio** of cluster \( C \) is the size of the cut divided by the size of maximal cut,

\[
\text{Cut-ratio}(C) = \frac{E_C}{N_C(N - N_C)}.
\]

Probably the oldest definition of graph cluster originate from circuit theory which is furtherly adopted in social network analysis. Namely, Luccio and Sami [1969] introduced the notion of LS-set that is also known as Radicchi strong community in social network analysis [Radicchi et al. 2004]. For directed graphs, an LS-set is a subgraph such that the intra-cluster out-degree of each node in the set is higher than its inter-cluster out-degree. The nodes having zero out-degree are not taken into account when determining whether the cluster is Radicchi strong. If the number of intra-cluster links is higher than the number of inter-cluster links then the subgraph is considered as Radicchi weak cluster. Each Radicchi strong cluster is at the same time Radicchi weak cluster, while the converse is not generally true. If a cluster is Radicchi weak or strong then its conductance is smaller than 0.5. The difference between the number of intra- and inter-cluster links inspired ODF (out-degree fraction) family of cluster quality measures [Leskovec et al. 2010]:

1. **Maximum-ODF** of cluster \( C \) is the maximum fraction of inter-cluster links of a node observed in the cluster,

\[
\text{Maximum-ODF}(C) = \max_{c \in C} \frac{| \{(c, d) : d \notin C \}|}{D_{out}(c)},
\]
where \( D_{out}(c) \) stands for out-degree of node \( c \).

2. **Average-ODF** of cluster \( C \) is the average fraction of inter-cluster links of nodes from \( C \),

\[
\text{Average-ODF}(C) = \frac{1}{N_C} \sum_{c \in C} \left| \{ (c, d) : d \notin C \} \right| \frac{1}{D_{out}(c)}
\]

3. **Flake-ODF** of cluster \( C \) is the fraction of nodes in \( C \) that have higher intra-cluster out-degree than inter-cluster out-degree,

\[
\text{Flake-ODF}(C) = \frac{1}{N_C} \left| \left\{ x : x \in C, \left( (x, y) : y \notin C \right) < \frac{D_{out}(c)}{2} \right\} \right|
\]

In other words Flake-ODF measures how \( C \) is close to being Radicchi strong cluster: if Flake-ODF\((C)\) is equal to 1 then \( C \) is Radicchi strong.

4. SOFTWARE NETWORKS AND CLUSTERING METRICS

Software networks are graph-based representations of a software system. The architecture of the whole system can be represented by one directed graph that we refer to as a General Dependency Network (GDN) [Savić et al. 2014]. The nodes of GDN represent software entities such as packages/units, classes/modules, methods/functions and class attributes/global variables, while links represent relations between them. We can distinguish between two types of links in GDN: “vertical” (CONTAINS) links that maintain the hierarchy of software entities and “horizontal” links that show dependencies between entities from the same level of abstraction. Two software entities \( A \) and \( B \) are connected by a CONTAINS link \( A \rightarrow B \) if entity \( A \) defines or declares entity \( B \). A group of entities that are contained in the same highly cohesive and loosely coupled entity naturally form a cluster of contained entities. Examples of such clusters for object-oriented software systems are: (1) classes and interfaces contained in the same package or workspace, and (2) methods and class attributes contained in the same class. When a software is written in a procedural programming language then procedures (functions) and global variables defined in a module form a cluster.

We can separate horizontal links of GDN into two categories:

—Intra-cluster link connects two entities from the same level of abstraction that are contained in the same software entity, i.e.

\[
A \rightarrow B \text{ is an intra-cluster link } \iff (\exists O) \text{ CONTAINS}(O \rightarrow A) \land \text{ CONTAINS}(O \rightarrow B).
\]

—Inter-cluster link connects two entities from the same level of abstraction that are contained in two different software entities, i.e.

\[
A \rightarrow B \text{ is an inter-cluster link } \iff (\exists O_1, O_2) \begin{cases} O_1 \neq O_2 \land \text{ CONTAINS}(O_1 \rightarrow A) \land \text{ CONTAINS}(O_2 \rightarrow B). \end{cases}
\]

The separation of links into intra- and inter-cluster links enables us to apply graph clustering evaluation (GCE) metrics to:

1. Class collaboration networks in order to evaluate cohesiveness of packages. Class collaboration network is a subgraph of GDN that shows dependencies between classes and interfaces.

2. Extended static call graphs in order to evaluate cohesiveness of classes in OO systems or modules in procedural software systems. Functions (methods) and global variables (class attributes) constitute the set of nodes in an extended static call graph, while links denote call relationships between functions and uses (access) relationships between functions and global variables.

It can be easily seen from the definition of GCE metrics that only the Flake-ODF metric measures cohesion, while other metrics introduced in the previous section are inverse cohesion measures. In
contrast to cohesion metrics widely used in software engineering (see Section 2), GCE metrics do not ignore references to external entities. On the contrary, they use the number of dependencies to external references to determine to what extent the entity is isolated from the rest of the system. In other words, GCE metric are based on the following principle: an entity can be considered as highly cohesive if its elements are better connected themselves than with the entities defined outside the entity.

Figure 1 shows a class collaboration network that represent a simple software system that consists of two packages $P$ and $Q$ where both packages contain three classes. It can be observed that class $F$ has higher inter-cluster out-degree than intra-cluster out-degree: this class references one class from its package and two classes from package $P$. Therefore, package $Q$ is not Radicchi strong cluster. This package is neither Radicchi weak cluster since the number of intra-cluster links is not higher than the the number of inter-cluster links. It can be also observed that the system presented in Figure 1 can be refactored in order improve the overall degree of cohesion: if we move class $F$ from package $Q$ to package $P$ then both packages will be Radicchi strong.

\begin{tabular}{|c|c|c|}
\hline
 & Package $P$ & Package $Q$ \\
\hline
Intra-cluster links & 3 & 2 \\
Inter-cluster links & 1 & 2 \\
Radicchi strong & yes & no \\
Radicchi weak & yes & no \\
Conductance & 0.25 & 0.5 \\
Expansion & 0.33 & 0.66 \\
Cut-ratio & 0.11 & 0.22 \\
Maximum-ODF & 0.33 & 0.66 \\
Average-ODF & 0.11 & 0.22 \\
Flake-ODF & 1.0 & 0.66 \\
\hline
\end{tabular}

Fig. 1. Class collaboration network of a simple software system and appropriate cluster quality measures.

5. THEORETICAL ANALYSIS

Briand et al. [1996; 1998] defined several properties that a software metric should satisfy in order to be theoretically sound (lack of) cohesion metric. Those properties are:

(1) Nonnegativity. A cohesion (lack of cohesion) metric cannot take a negative value.

(2) Normalization. The metric belongs to an interval $[0, M]$, where $M$ is the fixed maximal value.

(3) Null value. The cohesion of a software entity is null if $R_c$ is empty, where $R_c$ denotes the set of relationships within the software entity. This means that if there are no intra-cluster links the cohesion of the entity should be zero. On the other side, a metric measuring the lack of cohesion should be zero if $R_c$ is maximal. $R_c$ is maximal if all possible relationships within the entity are present.

(4) Maximum value. If $R_c$ is maximal then a metric of cohesion takes the maximal value. If $R_c = \emptyset$ then a metric measuring the lack of cohesion takes the maximal value.

(5) Monotonicity. Let $e$ be a software entity. Let $e'$ be the software entity such that $R_c \subseteq R_{c'}$, i.e. we added some relationships (intra-cluster links) in $e$ to obtain $e'$. Then the following inequalities must hold

\begin{align}
C(e) &\leq C(e'), \\
L(e) &\geq L(e').
\end{align}
where $C$ and $L$ denote a cohesion and lack of cohesion metric, respectively. In other words, the property states that addition new intra-cluster links must not decrease/increase the value of the cohesion/lack of cohesion metric.

(6) **Merge property.** Let $e_1$ and $e_2$ be two unrelated (unconnected) software entities. This means that $e_1$ does not reference $e_2$ and vice versa, i.e. there are no relationships (inter-cluster links) between $e_1$ and $e_2$. Let $e$ be the software entity which is the union of $e_1$ and $e_2$. Then the following inequalities must hold

\[
C(e) \leq \max\{C(e_1), C(e_2)\},
\]

\[
L(e) \geq \min\{L(e_1), L(e_2)\}.
\]

Namely, this property says that merging two unrelated entities must not increase/decrease the value of the cohesion/lack of cohesion metric.

As a first step in our theoretical analysis of graph clustering evaluation metrics, we state and prove the following lemma that will be frequently used in this section.

**Lemma 1.** Let $P$ and $Q$ be two nonnegative numerical properties of a module. If $P$ and $Q$ are additive under the merge operation then a (lack of) cohesion metric defined as $C = P/Q$ satisfies the merge property.

**Proof.** Let $m_1$ and $m_2$ be two modules. Without loss of generality we can assume that $C(m_1) \leq C(m_2)$. Due to the nonnegativity of $P$ and $Q$ the following inequality holds

\[
P(m_1)Q(m_2) \leq P(m_2)Q(m_1).
\]

Let $m$ denote the module obtained by merging $m_1$ and $m_2$. Due to the additivity of $P$ and $Q$ we have that

\[
C(m) = \frac{P(m_1) + P(m_2)}{Q(m_1) + Q(m_2)}.
\]

**C is a cohesion metric.** Let us suppose that the merge property is not satisfied, i.e.

\[
C(m) > \max\{C(m_1), C(m_2)\} = C(m_2).
\]

By elementary algebraic transformation we obtain that

\[
P(m_1)Q(m_2) > P(m_2)Q(m_1)
\]

which is in contradiction with inequality 5.

**C is a lack of cohesion metric.** Again we give a proof by contradiction. If

\[
C(m) < \min\{C(m_1), C(m_2)\} = C(m_1)
\]

then by elementary algebraic transformation we again obtain inequality 6. 

From the definition of GCE metrics (see Section 3) it can be easily seen that all of them are non-negative. The maximal value of conductance is equal to 1 when $R_c = \emptyset$ and consequently this measure satisfies both the normalization property and the maximum value property. When $R_c$ is maximal conductance is not necessarily equal to zero. Namely, conductance is equal to zero if and only if a module does not depend on other modules. Adding intra-cluster relationship increases only the denominator of conductance and consequently conductance satisfies the monotonicity property. The merge property of conductance is the consequence of Lemma 1 when $P$ is the number of inter-cluster links and $Q$ the sum of the number of inter- and intra-cluster links. Namely, the number of intra-cluster links is an
additive property under the merge operation. Secondly, if two modules are unrelated then they have disjoint sets of inter-cluster links. This means that the number of inter-cluster links is also an additive property for unrelated modules.

In contrast to conductance, expansion does not satisfy the normalization property. If we modify expansion to be a value in the interval \([0,1]\) then we actually obtain the cut-ratio metric. Expansion also does not satisfy the null value property and the maximum value property: both the numerator and denominator in the definition of expansion are independent on the number of intra-cluster links. The expansion of a module remains the same under the addition of intra-cluster links. Therefore, this metric also satisfies the monotonicity property. As already mentioned, the number of inter-cluster links is an additive property of disjoint modules. The number of nodes in a module is also an additive property under the merge operation. Therefore, by Lemma 1 expansion satisfies the merge property.

Cut-ratio satisfies the normalization property: the maximal value of cut-ratio is equal to 1 which is obtained when each entity from the module references all entities defined outside the module. Both the numerator and the denominator of cut-ratio are independent of the number of intra-cluster links and similarly as expansion this measure does not satisfy the null and the maximum value property. If we add a new intra-cluster link the cut-ratio does not change and consequently this metric satisfies monotonicity property. The cut-ratio metric satisfies the merge property which shows the following lemma.

**Lemma 2.** Cut-ratio satisfies the merge property.

**Proof.** Let \( C_x \) denote the number of inter-cluster links emanating from nodes contained in module \( x \), \( N_x \) the number of nodes in module \( x \), and \( N \) the number of nodes in the whole network. Let \( p \) and \( q \) be two disconnected modules such that the cut-ratio of \( p \) is smaller than the cut-ratio of \( q \), i.e.

\[
\frac{C_p}{N_p(N - N_p)} \leq \frac{C_q}{N_q(N - N_q)} \quad \iff \quad C_pN_q(N - N_q) \leq C_qN_p(N - N_p).
\]

Let \( r \) denote the union of \( p \) and \( q \). Let us suppose that the merge property is not satisfied, i.e.

\[
\frac{C_p + C_q}{(N_p + N_q)(N - N_p - N_q)} < \frac{C_p}{N_p(N - N_p)}
\]

If we multiply both sides of inequality 8 by \( (N_p + N_q)(N - N_p - N_q)N_p(N - N_p) > 0 \), then we obtain

\[
(C_p + C_q)N_p(N - N_p) < C_p(N_p + N_q)(N - N_p - N_q)
\]

\[
C_qN_p(N - N_p) < C_qN_q(N - N_q) - 2C_pN_pN_q
\]

\[
\leq C_pN_q(N - N_q)
\]

which is in contradiction with inequality 7. \( \square \)

From the definition of ODF measures it can be easily seen that they take values in the range \([0,1]\), which means that they satisfy both nonnegativity and normalization property. When \( R_c = \emptyset \) then Maximum-ODF and Average-ODF are equal to 1, while Flake-ODF is equal to 0, which means that Maximum- and Average-ODF satisfy the maximum value property, while Flake-ODF satisfies the null value property (recall that Flake-ODF measures cohesion, while Maximum- and Average-ODF are lack of cohesion metrics). The numerator of Maximum- and Average-ODF is independent of the number of intra-cluster links. Consequently, those metrics do not satisfy the null value property and satisfy the monotonicity property (addition of intra-cluster links does not change Maximum- and Average-ODF). The merge property is trivially satisfied for Maximum-ODF.

**Lemma 3.** Average-ODF satisfies the merge property.
PROOF. Let $D'_a$ denote the number of inter-cluster links emanating from node $a$, $D_a$ out-degree of node $a$ ($D'_a \leq D_a$), and $N_x$ the number of nodes in module $x$. Let $p$ and $q$ be two disconnected modules such that the Average-ODF of $p$ is smaller than the Average-ODF of $q$, i.e.

$$\frac{1}{N_p} \sum_{u \in p} D'_u \leq \frac{1}{N_q} \sum_{u \in q} D'_u \quad \Leftrightarrow \quad N_q \alpha \leq N_p \beta,$$

where $\alpha = \sum_{u \in p} \frac{D'_u}{D_u}$, $\beta = \sum_{u \in q} \frac{D'_u}{D_u}$. (12)

Let $r$ denote the union of $p$ and $q$. The Average-ODF of $r$ is equal to

$$\text{Average-ODF}(r) = \frac{1}{N_p + N_q} \sum_{u \in r} D'_u = \frac{1}{N_p + N_q} \left( \sum_{u \in p} \frac{D'_u}{D_u} + \sum_{u \in q} \frac{D'_u}{D_u} \right) = \frac{\alpha + \beta}{N_p + N_q}. \quad (13)$$

Let us suppose that Average-ODF does not satisfy the merge property, i.e. $(\alpha + \beta)/(N_p + N_q) < \alpha/N_p$. Then we obtain that $\beta N_p < \alpha N_q$ which is in contradiction with inequality 12.

The addition of new intra-cluster links can only increase the number of entities defined in a module whose intra-cluster out-degree is greater than inter-cluster out-degree. Therefore, Flake-ODF satisfies the monotonicity property. The number of entities in the module whose intra-cluster out-degree is greater than inter-cluster out-degree is additive property under the merge operation. Therefore, Flake-ODF also satisfies merge property by Lemma 1.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Nonnegativity</th>
<th>Normalization</th>
<th>Null value</th>
<th>Maximum value</th>
<th>Monotonicity</th>
<th>Merge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conductance</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Expansion</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Cut-ratio</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Maximum-ODF</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Average-ODF</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Flake-ODF</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

The properties of graph clustering metrics as (lack of) cohesion software metrics are summarized in Table I. This table indicates the limitations of GCE metrics as software metrics. As observed by Briand et al. [1998], only a few widely known software cohesion metric fulfill all of the cohesion properties. In other words, a measure which does not satisfy all of the properties can be considered as poorly defined. Secondly, we can see that GCE metrics reflecting cohesion does not satisfy the null value property, while GCE metrics reflecting lack of cohesion does not satisfy the maximum value property. However, we believe that this is not the disadvantage of GCE metrics. Firstly, it is very unlikely to observe full connected software modules in practice (each class from a package reference each other; each method from a class calls each other and access to each class attribute). Secondly, in such cases GCE metrics favour loosely coupled software modules emphasizing another quality principle of good software design, i.e. the principle of low coupling.

6. CONCLUSION AND FUTURE WORK

In this paper we introduced the idea of applying graph clustering evaluation (GCE) metrics to graphs representing software systems in order to evaluate cohesiveness of software entities. In contrast to standard cohesion metrics, GCE metrics do not ignore external references. They are based on the idea that reducing coupling between an entity and the rest of the system increases cohesion of the elements contained in the entity. Using the theoretical framework introduced by Briand et al. we investigated the properties of graph clustering evaluation metrics. This analysis showed that GCE metrics are theoretically sound with respect to the most important properties of software cohesion.
Graph clustering evaluation metrics as software metrics

metrics (monotonicity and merge property), but also showed that they possess certain limitations we should be aware of when using GCE metrics as software metrics. Our future work will extend the present work with an empirical investigation of the following research questions:

1. Do GCE metrics correlate to standard software cohesion metrics (LCOMs, TCC, LCC, etc.) and to what extent?

2. Each software entity can be described by a numerical vector containing metrics of internal complexity (such as LOC, Halstead measures, cyclomatic complexity, etc.) and metric of design complexity (metrics quantifying importance of the entity such as betweenness centrality and page rank, its coupling to other entities such as degree centrality/CBO, inheritance for classes such as NOC and DIT, and invocation for methods/functions). Each of these vectors can be, according to the degree of cohesion, classified as Radicchi strong (strongly cohesive), Radicchi weak (weakly cohesive) or poorly cohesive (entity that is neither Radicchi strong nor Radicchi weak). Therefore, our second research question will be: are there any differences in internal and design complexity between strongly, weakly and poorly cohesive software entities?

3. Is it possible to automatically remodularize software system using simple refactorings such as move class/method in order to improve the degree of cohesion of the overall system (to increase the number of Radicchi strong clusters, to minimize the average conductance, etc.).
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Approaches for Test Case Generation from UML Diagrams
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Model based testing (MBT) is an important approach with many advantages that can reduce the cost and increase the effectiveness and quality of a testing procedure. In MBT, test cases can be derived from different models, also from the popularly used UML diagrams. Different UML diagrams include various important pieces of information that can be successfully used in a testing procedure. A lot of papers present approaches for test case generation from different UML diagrams and researchers are trying to find the most optimal one. In this paper, we present the first results of a systematic literature review in the area of test case generation from UML diagrams. Based on research questions, we explored which UML diagrams are most commonly used for test case generation, what approaches are presented in the literature, their pros and cons and connections with different testing levels. We also tried to find approaches that are tailored to test mobile applications. First results show that UML state machine, activity, sequence diagram and of course, a combination of more UML diagrams, are most commonly used for test case generation. Different approaches are used for generation, like graphs, trees, tables, labelled transition systems (LTS), genetics algorithms (GA), finite state machines (FSM) and others. The found approaches have many advantages, but also some disadvantages such as a lack of automatization, problems with complex diagrams and others. A detailed analysis is presented in this article.

General Terms: Test case generation from UML

Additional Key Words and Phrases: test case generation, UML, approaches, MBT, state machine diagram, activity diagram, sequence diagram, SLR

1. INTRODUCTION

Testing is an important part of the software development process in which we want to check if a product satisfies the given requirements. It is a non-trivial process with many important parts. As products become increasingly more complex, the process has become very extensive and time consuming. Consequently, a logical conclusion would be the automatization of the process. Not only for the execution of test cases, but also the preparation process, which includes test case design and generation. The topic of test case generation is becoming more and more popular and because test case design and execution are time and resource consuming, it is understandable that automatic test case generation constitutes an important topic [Samuel et al. 2008].

Test cases can be generated from code, graphs, formal specifications and different models. Testing from models, also known as model based testing (MBT), is currently a popular research topic. MBT is a testing methodology that usually facilitate the automation of a test case generation using either models or properties, as the basis for deriving complete test suites [Francisco and Castro 2012].

One of the most popular models used for test case generation are UML diagrams. The Unified Modeling Language (UML) is used for modeling and presents different views of the system. Some of the diagrams are very popular and often used for modeling; the same can be observed in the process of test case generation. UML models constitute an important source of information for test case design. Therefore, UML based automatic test case generation is an important but also theoretically challenging topic that has been getting a lot of attention from researchers.

The generation of test cases from UML diagrams is also a research topic of our paper. We want to explore which UML diagrams are most commonly used for the test case generation process, how widespread the approaches are and which techniques are used. We used the research method systematic literature review (SLR) and followed good practices and recommendations. Detailed research questions were formed and a detailed analysis of the approaches were made with an emphasis on their pros, cons,
and opportunities for improvement. The content of the work is organized as follows: After the introduction, some theoretic background is presented; including test case generation, MBT and UML, followed by the research part of the work. The research method is described and the results are presented in an organized form. At the end, results are discussed and summarized and the paper is concluded.

2. BACKGROUND

2.1 Test Case Generation

The testing effort is divided into three parts: test case generation, test execution and test evaluation. In comparison with the other two parts, test case generation is the most challenging [Gulia and Chillard 2012; Mingsong et al. 2006]. Test cases that are created manually are usually error prone and time consuming, so the automation of test case specifications is the next logical phase [Schwarzl and Peischl 2010]. Test case generation can save time and effort and at the same time reduce the number of errors and faults [Gulia and Chillard 2012]. It also cuts down on the costs of manual testing and increases the reliability of tests [Shamsoddin-Motlagh 2012]. The reason lies in test cases that can be generated from models in parallel with the implementation of system, which can then be easily updated if the specifications change [Dalal et al. 1999; Wang et al. 2008].

2.2 Model Based Testing

Model based testing (MBT) is a promising approach for software quality control and for reducing the costs of a test process, because test cases can be generated from the software specifications at the same time as development [Cartaxo et al. 2007; Zeng et al. 2009]. MBT can be described with the following action. First, the model is built from software requirements, and the expected inputs and outputs are generated from a formal model. Tests are then run and inputs and outputs are generated. Finally, those outputs are compared to the expected outputs [Cartaxo et al. 2007].

MBT generally creates tests from an abstract model of the software, including formal specifications and semi-formal design descriptions such as UML diagrams [Kansomkeat et al. 2008]. It relies on behaviour models based on input and expected output for test case generation in its implementation [Pretschner et al. 2005]. MBT has evolved out of techniques like finite state machine (FSM), labelled transition systems (LTS), Message Sequence Charts (MSC) and Petri nets to generate test cases for systems [Shirole and Kumar 2013]. One of the most used and popular models for MBT are also UML diagrams [Swain et al. 2010].

2.3 Unified Modeling Language

In our research, we focused on the three UML diagrams that are most commonly used for test case generation: the UML state machine diagram, the UML activity diagram and the UML sequence diagram. UML state machine diagrams are part of behaviour diagrams and are well suited for describing the behaviour of a system [OMG 2011; Schwarzl and Peischl 2010]. It models dynamic behaviour and captures different states that an object can be in and its response to various events that may arise in each of its states [OMG 2011; Samuel et al. 2008]. Because there are formalized aspects of UML, a state diagram can provide a natural basis for test data generation [Shirole et al. 2011]. An activity diagram is a UML diagram that provides a view of the behaviour of a system by describing the sequence of actions in a process [Fan et al. 2009]. An activity diagram is used to depict all possible flows of execution in a use case [Nayak and Samanta 2011]. A sequence of activities in an activity diagram of a use case can be used to generate test cases. It is required to identify all possible begin-to-end paths in an activity diagram in order to cover all the activities and flow of constructs to test a use case satisfactorily [Nayak and Samanta 2011]. The sequence diagram is known as an interaction diagram that represents a scenario as a possible sequence of messages that are exchanged among the object [Khandai et al. 2011].
3. RESEARCH METHOD

Based on a set problem and desired results, we decided to use the research method systematic literature review (SLR). SLR is a means of identifying, evaluating and interpreting all available research relevant to a particular research question or topic area or phenomenon of interest. Individual studies contributing to a SLR are called primary studies and a systematic review is a form of secondary study [Kitchenham and Charters 2007].

3.1 Research Questions

Specifying research questions is the most important part of any systematic review. The review questions drive the entire systematic review methodology [Kitchenham and Charters 2007]. In our research we form 3 mayor research questions that are presented below.

**RQ1**: Are there any systematic literature reviews or mapping studies on the topic of test case generation from UML diagrams?

- **RQ1.1**: Are there any systematic literature reviews or mapping studies on the topic of test case generation?

**RQ2**: Is there any research regarding test case generation or model based testing from UML in the field of mobile applications?

**RQ3**: Are there any studies regarding test case generation from different UML models?

- **RQ3.1**: Which types of UML diagrams are used for test case generation?
- **RQ3.2**: What approaches of test case generation are used?
- **RQ3.3**: What are the pros and cons of the used approaches?
- **RQ3.4**: What are the connections between UML diagram type and testing approach?

3.2 Data sources and Search Strings

To properly perform a literature review, we chose the appropriate data sources. We decided that we would use different Digital Libraries. Some of the available electronic bases were then searched for primary studies. Table I shows the Digital Libraries that were used.

A general approach to define search strings is to break down research questions into individual terms [Kitchenham and Charters 2007]. In our case, terms were then combined with the logical operator “AND” in order to link together different terms. Different search strings defined from the defined research questions are shown in Table II with links to the appropriate research question.

<table>
<thead>
<tr>
<th>ELECTRONIC BASE</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td><a href="http://ieeexplore.ieee.org">http://ieeexplore.ieee.org</a></td>
</tr>
<tr>
<td>ScienceDirect</td>
<td><a href="http://www.sciencedirect.com">http://www.sciencedirect.com</a></td>
</tr>
<tr>
<td>SpringerLink</td>
<td><a href="http://link.springer.com">http://link.springer.com</a></td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td><a href="http://dl.acm.org">http://dl.acm.org</a></td>
</tr>
<tr>
<td>Scopus</td>
<td><a href="http://www.scopus.com">http://www.scopus.com</a></td>
</tr>
<tr>
<td>ProQuest</td>
<td><a href="http://search.proquest.com">http://search.proquest.com</a></td>
</tr>
<tr>
<td>EBSCO DiscoveryService</td>
<td><a href="http://eds.a.ebscohost.com/">http://eds.a.ebscohost.com/</a></td>
</tr>
</tbody>
</table>

Table I. Data Sources for SLR
Table II. Defined Search Strings

<table>
<thead>
<tr>
<th>RESEARCH QUESTION</th>
<th>SEARCH STRING</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1 and RQ 1.1</td>
<td>&quot;test case&quot; AND &quot;generation&quot; AND &quot;review&quot; AND &quot;systematic&quot; AND &quot;UML&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;test case&quot; AND &quot;mapping&quot; AND &quot;systematic&quot; AND &quot;UML&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;test case&quot; AND &quot;generation&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;test case generation&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;test case&quot; AND &quot;generation&quot; AND &quot;review&quot; AND &quot;systematic&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;test case&quot; AND &quot;generation&quot; AND &quot;mapping&quot; AND &quot;systematic&quot;</td>
</tr>
<tr>
<td>RQ2</td>
<td>&quot;test case&quot; AND &quot;generation&quot; AND &quot;mobile&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;model based testing&quot; AND &quot;mobile&quot;</td>
</tr>
<tr>
<td>RQ3 and RQ 3.1-3.4</td>
<td>&quot;test case&quot; AND &quot;generation&quot; AND &quot;UML&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;model based testing&quot; AND &quot;UML&quot;</td>
</tr>
</tbody>
</table>

3.3 Search Results and Study selection

First, a search was conducted using the search string. A different number of results were found for different search strings. When there were too many results, we limited our search on just the abstracts, title and keywords. The results were reviewed and potentially relevant primary studies were gathered. After this, studies were assessed for their actual relevance with the aim of a study selection to identify those primary studies that provide direct evidence about research questions [Kitchenham and Charters 2007]. We reviewed the selected studies and appropriate ones were selected for further reading. In order to determine whether or not the study was selected, the title and abstract were evaluated regarding inclusion and exclusion criteria. Selection criteria were set in order to reduce the likelihood of bias. They were based on research questions [Kitchenham and Charters 2007]. Exclusion criteria were that the paper was not available in selected electronic databases, the paper is not in English and paper that does not describe the test case generation process. On the other hand, inclusion criteria was that the focus is on generating test cases and that the paper deals with test case generation from the UML model. After initial studies were selected, they were reviewed in detail and the whole article was examined. In the second round, 67 studies were selected for further examination.

3.4 Data Extraction and Data Synthesis

After the study selection, we performed data extraction from the selected primary studies. Data was collected using a form that was designed and reviewed to collect all the information needed to address the review question. The data fields that we collected are presented in Table III.

Data synthesis involves collating and summarising the results of the included primary studies [Kitchenham and Charters 2007]. 67 primary studies were selected for further analysis. We decided that we would continue the analysis separately depending on the type of UML diagram used for test case generation. We decided on the following categories, named after UML diagram types: UML state diagram, UML activity diagram, UML sequence diagram and different used UML diagrams. We are aware that there are many different types of UML diagrams, but those that we selected are used in a significant number of articles. Some others, for example the collaboration or class diagram, were rarely used as only a diagram for test case generation. This is why only the previously mentioned UML diagram types were examined in detail and, of course, papers with a combination of different UML diagrams.

Table IV gives the exact number of selected primary studies divided by types of UML diagrams.
Table III. Data Extraction Form

<table>
<thead>
<tr>
<th>DATA TYPE</th>
<th>MEANING</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title</td>
<td>Title of the paper.</td>
</tr>
<tr>
<td>Authors</td>
<td>Authors of the paper.</td>
</tr>
<tr>
<td>Year</td>
<td>Year the paper was published.</td>
</tr>
<tr>
<td>UML diagram type</td>
<td>UML diagram used for test case generation.</td>
</tr>
<tr>
<td>Testing level</td>
<td>Testing level covered by the approach.</td>
</tr>
<tr>
<td>Approach</td>
<td>Describing the proposed approach for test case generation.</td>
</tr>
<tr>
<td>Complementary techniques</td>
<td>Used the complementary techniques in the approach.</td>
</tr>
<tr>
<td>Practical Example</td>
<td>Simple example, prototype or implementation of approach.</td>
</tr>
<tr>
<td>Purpose</td>
<td>Purpose of the approach.</td>
</tr>
<tr>
<td>Pros</td>
<td>Approach pros.</td>
</tr>
<tr>
<td>Cons</td>
<td>Approach cons.</td>
</tr>
<tr>
<td>Future work</td>
<td>Future work described in the article.</td>
</tr>
<tr>
<td>Notes</td>
<td>Notes taken by the reviewer.</td>
</tr>
</tbody>
</table>

Table IV. Number of Selected Primary Studies by Types of UML diagram

<table>
<thead>
<tr>
<th>UML Diagram</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>STATE MACHINE DIAGRAM</td>
<td>22</td>
</tr>
<tr>
<td>ACTIVITY DIAGRAM</td>
<td>19</td>
</tr>
<tr>
<td>SEQUENCE DIAGRAM</td>
<td>7</td>
</tr>
<tr>
<td>COMBINED DIAGRAM</td>
<td>19</td>
</tr>
</tbody>
</table>

4. RESULTS

Much of the literature in the field of test case generation is available from different UML diagrams. The literature presents different techniques and approaches, where each has its own advantages and disadvantages. Many examples are found in the literature that describe test case generation from a single UML model and most commonly used are the diagram techniques that we choose and are presented in Table IV. We made an analysis based on data that was extracted and the results show the basis for our answers to specific research questions.

4.1 RQ1

In the first research question, we were looking for systematic studies regarding test case generation from UML diagrams. We found research [Shamsoddin-Motlagh 2012] that addressed automatic test case generation and presented approaches based on UML, graphs, formal methods, web applications and web services. They list some of the techniques but we focused mostly on UML based approaches. Some papers were also found that cover only the area of test case generation from UML diagrams. The most broad one was presented by the authors [Kaur and Vig 2012]. They present a systematic survey of the work done in the field of the automatic generation of test cases. Many techniques proposed for test case generation were found based on different UML techniques. The article [Shirole and Kumar 2013] presents a survey which aims to improve the understanding of UML behavioural based techniques. They present approaches for test case generation based on UML Sequence, State Chart and Activity diagram. We also came across an article [Aggarwal and Sabharwal 2012] that presents only approaches for test case generation from UML State Machine diagrams. Different techniques were presented and divided into groups, based on different methods usage.

4.2 RQ2

The second question was aimed at finding any available research regarding test case generation in the area of mobile applications. We found one piece of research [Chouhan et al. 2012] that directly addresses test case generation from UML activity diagram for mobile applications. The diagram was converted into a table and then into a graph by an algorithm. The test cases are then generated. In our view, the approach does not cover any special properties of mobile applications in the test case generation process. It only addresses the problem of many pages linked with each other and some predefined sequences of occurrences. Another approach is presented by [Cartaxo et al. 2007]. They present a systematic procedure...
of functional test case generation by mobile phone applications. They are focused on testing features, which is an increment of functionality and they call mobile applications features. They propose an example of a feature, like Message, that has “send” and “receive” functionalities. The work is part of the research for Motorola mobile phone applications. Their approach is tailored for testing mobile applications or features, whose requirements are specified by sequence diagrams. But, the features (what they call mobile applications) are not the mobile applications that we know in a modern context.

4.3 RQ3

The next RQ is aimed at researching different approaches for test case generation from UML diagrams. We tried to find studies in this area, revealed which UML models are used with which techniques and what are pros and cons of the approaches.

We can surely confirm this, because in the process of searching for appropriate studies we found a lot of results. All of them were not appropriate, so a few of them were eliminated. In the end we chose 67 appropriate studies. The distribution of articles according to different techniques have already been presented in Table IV. An analysis of publications per year by different UML diagrams is presented in Figure 1.

We concluded that the most common diagrams used for test case generation are: the UML state machine diagram, UML activity diagram, UML sequence diagram and a combination of others diagrams like UML class, object and use case diagrams. The same conclusion was also made in the article [Kaur and Vig 2012]. They found that the most widely used ones were a combination of different UML techniques, then UML state, activity, and sequence diagram. UML class, object and use case diagrams are not precise enough for MBT according to [Shirole and Kumar 2013; Utting and Legeard 2007]. Hence, an additional description from the dynamic behaviour model was needed [Shirole and Kumar 2013; Utting and Legeard 2007]. That is why these types of diagrams are often used in test case generation examples as the complementing diagram technique.

We can conclude that regardless of the type of UML diagram, there are some joint techniques used for test case generation, like graphs, diagrams, trees and tables, labelled transition systems, genetic algorithms, OCL, XML and XMI. One widespread technique is also the finite state machine (FSM), but it can be found only in the area of the UML state machine diagram. This is not surprising, because FSM provides basic mathematical concepts for the UML state machine diagram.

Analysed approaches have a number of disadvantages. They are the same ones that plague the UML technique in general. In every analysed group, we found the same problems, like a large number of test cases and test sequences to achieve a good result, while only simple diagrams can be used, where all elements are not supported and specific issues like polymorph, concurrency and infinity loop are not addressed. Also, all the approaches are not automated, some steps have to be done manually and information from some types of diagrams are not enough. Some approaches are expensive and others are in the early stages of maturity and not tested enough. Some are presented only as a theoretical approach with some case studies and examples. We also see that when tools are presented, the test case generation process usually is not well represented.

However, there are also some advantages for the approaches. In general, all of them are trying to solve problems regarding manual testing and long and expensive test case generation procedures. They try to solve problems regarding test case coverage problems and reduce human errors. In addition, some approaches try to improve previously presented approaches. Approaches can process a large amount of data, so that a larger system can also be tested efficiently and controlled.

Despite that, we found approaches that generate test cases for almost all levels and types of testing. There are some findings about which UML diagram is most suitable for each type of testing.

If we start with the UML state machine diagram, we found approaches appropriate for unit testing, system level testing, conformance, and functional testing. According to the results, we can conclude that the majority of approaches are meant for unit level testing. This is also confirmed in different studies [Khandai et al. 2011; Kansomkeat et al. 2008], where they found out that UML state machine diagrams are the most suitable for deriving test cases for unit testing. The second diagram we analysed is UML
Approaches for test case generation from UML diagrams

• Activity diagram. Studies revealed that the test cases generated can be used for system level testing and some of them also for functional testing. The last diagram technique is the UML sequence diagram. Test cases can be used for different testing levels and types, like unit, system testing and functional and conformance testing. But, as shown in the research [Kansomkeat et al. 2008] UML Sequence diagrams are very useful for integration level testing.

In approaches that combine different UML diagram techniques, we primarily found approaches for system level testing those that represent implemented tools. But, there are also approaches that generate test cases for unit and integration level testing.

![Fig 1. Publications per year divided by different UML diagrams](image)

5. DISCUSSION

Test case generation from different UML diagrams constitutes the main research topic of the presented work. The scope of the research is broadly explored and presented in many articles and studies available from different sources. Our goal was to investigate the field and answer the proposed research questions. Using the research method SLR, we developed a research protocol. After we selected primary studies appropriate for further research, we performed an analysis.

We can conclude that the most commonly used UML diagrams for test case generation are UML state machine, activity and sequence diagrams and the class and object diagram in combination with other UML diagrams. The found approaches generate test cases with the help of some additional methods, most commonly graphs, trees, tables, labelled transition systems (LTS), genetics algorithms (GA) and finite state machines (FSM). We can also conclude that UML State Machine diagrams are most suitable for the unit testing level and UML sequence diagram for integration testing level. However, this is not the only option; we also found approaches that produce test cases for different testing levels and types. On the other hand, the UML activity diagram and approaches with more than one UML diagram are usually generating test cases for system level testing. Especially those approaches that also present an implemented testing tool. We can also conclude that not all UML diagrams are appropriate for all testing levels and types.

Despite the fact that the field of test case generation from UML models is investigated in detail, there are still some possibilities for further work. We would like to continue our work and we plan to proceed and make a more detailed analysis of SLR. We also want to implement the most promising approaches and compare them according to different properties, like effort used for test case generation, the need to supplement the model, the test case coverage of a model, the number of found mistakes, etc. Adjusted and optimized approaches could be used for testing mobile applications while taking into account different mobile characteristics and assessing and evaluating the quality of generated test cases based on different criteria, the number of found mistakes, and coverage, such as bottleneck detection and code duplication detection.
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Prototype System for Improving Manually Collected Data Quality

JARI SOINI, PEKKA SILLBERG and PETRI RANTANEN, Tampere University of Technology – Pori

Even nowadays, a great deal of measurement data is collected and also saved manually. In this kind of situation, there are phases when human error can easily occur and also when interpreting the typed collected measurement data could be difficult. This research aimed to discover resources for improving the quality of measurement data as well as better and more illustrative tracking of usage information in real time. The objective was both quality improvement of a specific measurement data collection process as well as the elimination of human error. This paper describes one reliable solution for this purpose, which improves the quality and also the visual presentation of manually collected data. The paper presents elements of the system developed for this aim and also the technology deployed along with its operational principles.

Categories and Subject Descriptors: H.3.5 [Information Storage and Retrieval]: Online Information Services—Web-based services; H.4.0 [Information Systems Applications] General

Additional Key Words and Phrases: Data quality, measurement process quality, data visualization, software applications

1. INTRODUCTION

The starting point of the research was to map out areas and activities of the public sector in which savings could be achieved by controlling, optimizing and intensifying operations. This research is a part of the ongoing two-year (2013-2014) Kiiaudata (Kiinteistöjärjestelmien datan alykäs analysointi – smart analysis of property systems data) project funded by Tekes [2014], where one of the main aims was to study potential new technologies for managing and controlling conditions in buildings in a smart way. In collaboration with the City of Pori, a survey was made about the points where measurement data is collected and also how said data is utilized. As the result of this mapping, it was decided to focus on the upgrading of measurement data collection and the new swimming pool was chosen as the research subject, as it is the city’s most expensive individual building in terms of energy consumption.

The idea was that the maintenance staff would continue checking the physical measuring devices to ensure their conditions, but the collected data would be recorded with the developed system in contrast to the fully manual record keeping used in the past (i.e. pen and paper). The measurements produce information that can be used, for example, in consumption and condition tracking. For instance, analyses of alteration in energy consumption can be made by means of inclusive measurement and usage tracking based on it. Electricity, heat and water are examples for different measured energy currents. In many cases, the aforementioned currents can be tracked and anomalous situations can be reported automatically using modern computer controlled systems, but there still remain situations where manual work is required, especially when dealing with legacy systems.
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There are several studies related to building automation systems and automatic sensor data collection, for example Cheng and Shen [2011] introduced wireless sensor networks based on embedded Linux. Nainwal et al. [2011] studied on remote surveillance and monitoring system utilizing wireless sensor networks, Vujović and Maksimović [2014] focused on utilizing Raspberry Pi as a building block of wireless sensor node, and Toshniwal and Conrad [2010] introduced a web-based sensor monitoring system on a Linux-based single board computer platform. However our focus was on systems where automatic sensors cannot be fully utilized. The work presented in this paper utilizes the findings of Soini et al. [2013], in which mobile devices, Global Positioning System (GPS) technology and route optimizations were combined in a real-time tracking service for delivery of goods.

The owners of the property chosen as the research subject – the new public indoor swimming pool of the City of Pori – were particularly interested in, for example, identifying development targets related to energy consumption measurement, development of the measurement process, early discovery of possible issues, and evaluation of the impacts of changes. For this research, a manually used digital data collection system has been developed as a collaboration project between Tampere University of Technology (TUT) and the City of Pori. The system developed facilitates the maintenance staff’s work in registering and recording the measurement information as well as real-time tracking of usage information and perception of possible anomalous consumption situations.

2. PROBLEMS IN QUALITY OF MANUALLY COLLECTED DATA

Erroneous values are common when collecting and typing up data by hand, especially for long numeric values. Errors can also be very hard to detect, and it is difficult to know if the erroneous value was caused by an error with a meter or a correct value was simply mistyped by the person reading the meter. This was the problem observed and the starting point of this study. The assumption was that typing errors can be detected by software.

In some cases, it is not financially viable to replace measuring devices: many devices available today can be networked and contain automatic error detection or monitoring software, but this is not true for all devices, especially when taking into consideration many legacy devices. If these devices are seldom used or replacing them would be expensive, alternative approaches are required.

There are still many measuring devices that need to be checked periodically by a user. In practice this may require writing down the values by hand. In many places it is still common to use the basic pen-paper-and-Excel approach, in which the measurements are checked manually, written down and later inputted using datasheet software such as Microsoft Excel. The system presented here enables the pen-and-paper phase to be skipped. Using a management interface, reports of the values can be created and saved in various formats (such as .pdf or .xls). The paper describes simple client software, which uses Near Field Communication (NFC) [ISO 2013] tags to detect a measurement device called an “object” in the context of this paper. In the scope of this paper, an object means a monitored physical device (e.g. water meter).

3. SOLUTION – PROTOTYPE SYSTEM FOR COLLECTION OF CONSUMPTION DATA

The main idea behind the prototype system is to combine a typical web service, a mobile device with networking capability and a way to identify the object to implement a data gathering and reporting service. QR-Codes and Radio Frequency IDentification (RFID) [ISO 2008; Finkenzeller 2010] contactless proximity cards were the main candidates for identification purposes. RFID cards were chosen over QR-Codes as they should be more reliable to recognize in dimly lighted environments. It is also more convenient to touch the card instead of taking a photo of QR-Code when the space is limited.

Not all RFID cards, or tags, are alike as they vary on parameters such as operating frequency, data speed, distance of reading, power supply (passive, active, battery-assisted passive), and price. The
choice of parameters depends on the use case [Nummela 2010]. Typically, a low operating frequency correlates with low data speed and reading distance. An active power supply increases the price of the tag but enables the tag to operate without the support of a tag reader. We chose to use Near Field Communication (NFC) compatible tags as they are:

—relatively inexpensive
—they receive all the required power from the reader which reduces the need for maintenance
—the reading distance was not a crucial part of the system
—NFC capable smart phones and tablets are becoming more common.

For the purpose of this application, we are only interested in the unique ID which can be read from every tag. In our system this ID – i.e. a tag – is bound to an object. The user only has to touch the tag and the client software retrieves the correct data. Every object can be configured with various details:

—a common name (e.g. Water consumption)
—names of related gauges (e.g. Main water meter)
—the unit of the gauge (e.g. Cubic meters)
—warning limits for expected minimum and maximum daily increase (e.g. we expect that the gauge reading could increase by 50 to 100 units per day).

Figure 1 shows an overview of the system. The Service is available over the Internet where both Management User Interface and Client application can be connected. The service uses JavaScript Object Notation (JSON) to transmit data objects and it has two Representational state transfer (REST) interfaces, one for getting the gauge data and the other for posting the gauge data. It also supports user access control, but this feature is not currently used in the pilot phase of the system. The management user interface is a JavaScript-based web page accessible with a web browser. There the system administrator can configure a particular object and interpret the results sent by the client. For example, the results can be viewed as raw data or plotted as a chart. The Client, in Figure 1, is the main component that the end user is using. It is used to interact with tags, collect the data, and perform small scale on-site analysis of the data. The client application in our case is programmed for Android devices.

The prototype system is currently being tested in at the new swimming pool in City of Pori. There are three different gauges (water, electricity and central heating) which are being monitored. There are a couple members of the maintenance staff who operate the client device just to collect the gauge readings, and one person to oversee the changes in the collected data. All workers are operating the
client thru one shared device. So far the response from the staff has been enthusiastic about the data collection system, particularly of the ability to see the approximate costs of the facility immediately.

3.1 Information Collection

The client device and the NFC tag play an important role in collecting the meter readings. The information collection consists of three phases:

1. identifying the object
2. inputting the data
3. saving the data.

Each of the three phases is explained in more detail in the following sub-sections.

3.1.1 Identifying the Object. The first step is to identify the object by touching the tag attached to the object. The tag will be automatically detected by the device. The tag detection is based on the unique ID found on every tag. In the current implementation these IDs can be mapped to objects using the service’s management interface. This mapping is used by the client to detect which object is the current target and to show the correct object-dependent input fields. It could also be possible to extend the client software to enable mapping new tags for objects, which would make installing the overall system easier. This way the system installation could use bulk tags, which would be mapped to objects on the spot by the person performing the installation procedure. Whether mapping the tags on the device is required depends on the use case, and in our current scenario it was not a necessary feature mainly because of the relatively small amount of objects and tags. Also, as the main use of the client device is to gather information, it might be better to keep the software simpler to use by limiting the functionality available (see Figure 2).

The mapping information and the input field details can be synchronized with the service at any time, but in general, synchronization is performed only when specially requested. There are two reasons for this: firstly, the mapping and input field details change very rarely, making continuous synchronization a waste of network bandwidth; and secondly, in some cases the objects may be located in places with poor or non-existent network connectivity, making live synchronization difficult or even
impossible. The basic view before any tags have been detected is shown in Figure 2 (left), and the view after a tag has been selected is shown in Figure 2 (center). In the example case a very simple object is illustrated containing only two fields; a numerical input field for the Main water meter, which accepts values ranging from 69882 (the previous input value) to 99999, and a text input field for Notes.

### 3.1.2 Inputting the Data

Figure 2 shows the views of a detected object. The view in the center shows the basic view and the view on the right show the extended view. When the user taps any of the fields, additional information related to that specific field is shown: the previously given value with the timestamp of the input date, the daily average, and the difference of the currently typed value (if any) in relation to the previously given value. The purpose of the extended information is to give a quick glimpse of previous data, which can be used to detect possible errors in the readings and give the person using the device an idea of the possible values. In the example case (Figure 2, right), the red dot on the right hand side of the input field shows that a bad value has been given, and the user has typed a descriptive comment on the matter in the Notes section (“The water flow was too low”). Figure 3 (left side) shows the same case with the properly inputted value.

The value ranges used to detect and show warning situations are configured on the management web interface of the service. The ranges are numerical thresholds, which have either been calculated based on earlier data (e.g. it may be known how much water is used on average on a daily basis), or they may be based on physical limits (e.g. water consumption cannot be negative). The ranges can be simple minimum and maximum values, which should not be exceeded (e.g. voltage should stay between 10 and 15 volts) or cumulative limits (e.g. water consumption should not exceed ten cubic meters per day). The minimum and maximum values do not need previous values for accurate calculation of the warning threshold. In the case of cumulative limits, at least one single previous value is required. The previous values can be provided by the service when synchronizing the tag mappings and input fields or they can be results from previous use of the software. The warnings are meant to help the person typing the input values, and they are only “soft limits”, i.e. they can be overridden if required. For example, it may be possible that a meter is giving an erroneous reading or for some reason much higher consumption is occurring. In this case it may be required to input a value that is outside the previously designated range. Inputting a value outside the range requires a confirmation from the user, and it will automatically be detected by the system and will pop up as an erroneous value on the management interface. It is also possible to generate an automatic notification, for example an email or SMS alert to be sent when an erroneous value is detected by the service, but in practice the notification will not be sent immediately if the data inputting process is performed in a location without network connectivity.

### 3.1.3 Saving the Data

After the user has inputted the desired data, the Save values button can be used to submit the results. The submit process may not necessarily start immediately. The values are stored locally on the device and can be viewed at any time, but when the actual result submission happens depends on the availability of the service. The client contains a background service which will periodically try to submit any unsent information. In our use case, the measuring devices themselves are located in an area of poor connectivity, but the users’ workplace contains areas where the results can be submitted. The users generally carry the client device with them, thus allowing the automatic submission of the results when a network connection has been established. If instantaneous submission is required, other approaches should be considered such as providing wireless access by using a wireless router. The effects of periodic submit retries on battery life may vary. On one hand, turning the wireless radio off, and turning it on only when required may improve the battery life of the device. On the other hand, if the availability of the network connectivity is unknown, it may be difficult to establish the connection at timed intervals. In practice, many tablet and smart phone devices can
sustain a battery life of a whole day using the default power saving settings, thus only requiring the device to be charged when not needed, for example, outside working hours.

If the inputted values contain erroneous out-of-range values, a confirmation of values is required before the data can be saved and sent. The confirmation dialog is illustrated in Figure 3 (right).

3.2 Viewing the Results

The system allows the user to examine the collected data quickly on the client application and more thoroughly using the management user interface. Figure 4 illustrates the general idea of the different views:

—simple chart view of the client application on the left
—more complete analysis chart of the management user interface on the right.

The rationale for limiting client application features is to keep it as simple as possible and therefore to reduce the maintenance required for the application. It also helps to keep the device small enough for carrying around and for entering data. Also, the employee typing in the data might be more interested in seeing if the figures show any unexpected highs or lows, so he/she can react to the situation more quickly.

Both charts in Figure 4 contain the same data (consumption of water; x-axis time; y-axis consumption in cubic meters), but the view on the client application (Figure 4, left) is panned and zoomed in to show data between June 2013 and August 2013. The browser view (Figure 4, right) displays all of the data beginning from January 2012 and ending in May 2014. The upper chart shows the actual data and the lower chart illustrates the calculated daily average consumption. Between the charts there is a section with statistical information about the consumption. It shows the meter reading, date of the reading, and also approximated daily, weekly, and monthly costs in euros (by using a predefined average price per unit). The statistical information follows the pointer of the mouse so it is possible to see the same data from any point of the chart.

A surge in water consumption can be seen during July 2013 with consumption peaking at 400 cubic meters per day. This kind of information can be helpful for the maintenance team as it could be a sign of a leakage somewhere in the system. Fortunately, the peak was due to a scheduled maintenance of
the swimming pools. There are also many small consumption peaks and lows on the lower chart of the browser view. This occurred because the data was imported from the handwritten notes without exact time information. The collection time of the imported data is simply set at 12 noon, so it will cause fluctuation if the meter was actually read in the morning or evening. In the future as the data is collected directly to the system, the exact reading time can be stored, which will eliminate the fluctuation caused by unknown meter reading times.

The data shown in Figure 4 has been imported into the system from the actual water consumption data collected from the new public swimming pool located in the City of Pori. The facility has also been recording the consumption of central heating and the consumption of electrical energy. As the data comes from an actual facility, we had the opportunity to reflect on the consumption in terms of what had really happened. The data can be broken down into the following sections (see Figure 4, right side):

1. January 2012 – June 2012, (winter & spring season, average consumption)
2. June 2012 – August 2012 (summer maintenance, low consumption)
3. August 2012 – June 2013 (fall, winter & spring season, average consumption)
4. June 2013 – August 2013 (summer maintenance, from low to high consumption)
   — Contains a surge of water consumption due to pools being emptied, overhauled, and then refilled.
5. August 2013 – May 2014 (fall, winter & spring season, average consumption)

The data has been recorded by pen-and-paper, but is now being stored directly on the electronic database by using the system described in this paper. In fact, there are a lot of other digitally monitored and configurable parameters in the new swimming pool facility, but these three gauges (water consumption, central heating consumption and electrical energy consumption) are the only meters that still require old-fashioned manual reading.

4. DISCUSSION

The efficiency of the system greatly depends on the defined value ranges. If it is not possible to define clear ranges or the ranges remain vague, the possibility of error increases, and in this case the software works only as a pen-paper-and-Excel replacement. In practice, based on user feedback, the most
common source of error was grossly mistyped numbers, caused by lengthy numeric values (e.g. when writing down values it is easy to mix up 154763 and 157463, an error that can easily be detected by the software).

The software is more suitable for use cases where the meters are not read very often, but do need to be read manually periodically. If the meters need to be read continuously, for example several times a day, it may be more advisable to invest in meters with an automatic monitoring and warning system (if possible). On the other hand, if the meters are hardly ever checked, the basic pen-paper-and-Excel approach may be more feasible, and the resources required for setting up the system can be saved.

Then why not change the remaining analog meters? The comments from the facility’s maintenance workers were that if they routinely read the meters every day, they can simultaneously monitor the condition of the nearby equipment and perform preventative maintenance if needed. Thus they can complete several tasks at once. It also helps to get a better grasp of the facility as a whole as they can see how much power or water is consumed daily.

5. SUMMARY

The paper presents a system for improving the quality of manually collected data. In many cases, especially in the public sector, there are many different points where manually measurement data collection is still practised. These situations usually relate to the monitoring of the operations of some physical devices, such as energy-related consumption measurement. The system introduced assists maintenance staff and also supports managers who are responsible for ensuring the correct operation of the devices. This system is one step towards more reliable and thus better quality measurement data, and it also improves the visual presentation of collected data for analysis. During the ongoing study, the system features will be extended and adapted for the purpose of monitoring patient rooms in the public sector health care environment.
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The Effect of Educating Users on Passwords: a Preliminary Study

VIKTOR TANESKI, BOŠTJAN BRUMEN and MARJAN HERIČKO, University of Maribor

Passwords are a basic authentication method for most information systems. Despite their widespread use, passwords still suffer from a number of problems. Users and their passwords are the Achille’s heel (the weakest link) of security, because they still tend to create passwords that are weak, easy to remember and contain words that a familiar to them. They also tend to trade security for memorability. Users’ lack of security consciousness and their behaviour can be influenced by information security training. This paper presents the preliminary results of our research in progress. Our research explores the effect of password security training on strength of the passwords chosen by the users and their consciousness about security and the importance of creating strong and hard-to-guess passwords. We collected the data by means of an online questionnaire, performed among undergraduate students from the Faculty of electrical engineering and computer science at the University of Maribor. Overall, the results show that, despite our lectures and recommendations, users still lack of security knowledge regarding password change and password write-down and need to be further educated in this direction.
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1. INTRODUCTION

Password-based authentication mechanisms are the primary means by which users gain legitimate access to a computer system. Although alternative authentication methods such as biometrics (based on “what you are”), smart cards (based on “what you have”) and two-step verification are becoming more available, passwords remain the most common method for authentication for computer systems. But passwords suffer from a number of problems known for some time now. Password-related problems are firstly identified by Morris and Thompson [1979]. The authors conducted experiments in order to determine typical users’ habits about the choice of passwords and noticed that users of the system chose passwords that are short, simple and contained only lowercase letters and digits, or appeared in various dictionaries. These findings were confirmed 20 years later by Zviran and Haga [1999]. The authors concluded that one of the biggest vulnerabilities to a computer system’s security is the user. Almost 50
percent of the users surveyed in the study reported passwords composed of five or fewer characters, 80 percent used only alphanumeric characters, and 80 percent never changed their password.

A recent literature review in the area of textual passwords and textual passwords security Taneski et al. [2014], summarises the most common problems related to creating and managing textual passwords. The review also summarises proposed solutions and approaches for better coping with the identified problems with textual passwords. Many approaches and solutions, for increasing the security and usability of textual passwords, were proposed through the years but none have proven widely acceptable. The review shows that, despite all these approaches, recommendations, security policies and etc., users still encounter the majority of the identified and already known problems. Users and their textual passwords are still considered “the weakest link”, because they still tend to choose weak passwords and passwords that can be found in a dictionary [Egelman et al. 2013] and are likely to use words that are familiar to them as their passwords [Bishop and Klein 1995]. Because of the rapid growth of the popularity of Internet technology and the increased number of online services requiring password-based authentication, users have to maintain many different accounts and have to remember multiple passwords. This leads to users to frequently forget their passwords, write them down or share them with their friends [Jakobsson and Dhiman 2013]. Users create the easiest-to-remember passwords regardless to any recommendations or instructions and tend to trade security for memorability [Zviran and Haga 1990; Zviran and Haga J. 1993]. These problems can arise as a result of users’ lack of security motivation and understanding of password policies and the fact that users tend to circumvent password restrictions for the sake of convenience [Adams et al. 1997]. This indicates a deficit in user’s consciousness about security and this user behaviour can be influenced by information security training [Horcher and Tejay 2009]. Educating users about password security and the importance of creating strong and hard-to-guess passwords and assisting them with creating secure passwords can raise the security consciousness of system users and can help achieve greater security [Zviran and Haga 1999].

This study, which is research in progress, explores the recommendation of Zviran and Haga [1999] by analysing the effect of password security training on user’s practices regarding password creation, password use and management and their consciousness about security and the importance of creating strong and hard to guess passwords. We performed a pilot study on university students about their password practices, attitudes and knowledge about password creation and password security. We administered the survey in two phases over one month period along with several lessons on password security between the two phases. The first phase of the survey was performed among students that had no password security training. The second phase of the survey was performed one month later on the same group of students. For a period of two weeks, between the two phases, the students were educated about the importance of password security and how to manage their passwords. Following the lectures there was a two week period for learning decay. The contribution of this study in this manner is that we succeeded in educating the participants about some password practices, in contrast to some previous studies Hart [2008], Dhamija and Perrig [2000] that have not proven to be successful at all. Finally, we present the preliminary results of our survey.

The rest of the paper is organized as follows: in Section 2 we describe the research method; in Section 3, we present the results of the survey and a discussion; Section 4 concludes the paper and presents plans for future work.
Table I. Questionnaire Categories

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Account information</td>
<td>which services or devices does the student have a password for (desktop computer, notebook computer, mobile phone, tablet, University account, Facebook account, Twitter account, Google account)</td>
</tr>
<tr>
<td>Password information</td>
<td>the characteristics of the selected passwords (first character, length, how did the user choose the passwords etc.)</td>
</tr>
<tr>
<td>Password recall</td>
<td>how often do users forget their passwords, how often do they change them and how often do they write their passwords down</td>
</tr>
<tr>
<td>Frequency of password use</td>
<td>information about the frequency of password use (how often do users log in by using the password, and whether they use the password to log in to multiple accounts)</td>
</tr>
<tr>
<td>Data importance and data sensitivity</td>
<td>how important and how sensitive is to users the data that they are protecting</td>
</tr>
<tr>
<td>Demographic data about the user</td>
<td>gender, year of birth, university, faculty, postal code etc.</td>
</tr>
</tbody>
</table>

2. METHOD

2.1 The Survey

Data for this study is collected by means of an online questionnaire. The main objective of the questionnaire is to determine the characteristics of textual passwords used by individuals to log in, mainly to a university account, but also to other accounts, such as Facebook, Twitter, Google, or their own mobile devices and phones. Because asking users about their passwords is a sensitive topic, we did not ask about their actual passwords but about the characteristics of their passwords for different accounts. We classify the questions into six categories, presented in Table I.

For creating our questionnaire, we drew inspiration from the questionnaire that was performed by Zviran and Haga [1999]. Our questionnaire has additional questions and additional answer options about password characteristics for different accounts for different services or devices, thus allowing us to compare characteristics of different passwords for different accounts. The completion of the questionnaire took between 15 and 20 minutes.

2.2 Participants

A total of 33 undergraduate students from the Faculty of electrical engineering and computer science at the University of Maribor, participated and completed the first phase of the web-based survey. 30 of them also completed the second phase of the study, but 24 attended the lectures about password security. All of the participants were regular users of the Internet and modern mobile devices and smart phones, with one or more different password-protected accounts. Five participants were female and 28 male in the first phase, and three were female and 27 male in the second phase. The average age of the participants is 22.

2.3 Procedure

The survey was conducted in spring term 2014 and consisted of two phases. The first phase of the questionnaire was performed among students that did not receive the lessons. After the first phase of the survey, the students attended lectures dedicated specifically to passwords and related issues, like password creation, management and security. The education consisted of topics about the importance of creating strong and secure passwords, how to choose such passwords and how to manage them. After the education part followed a two week period of learning decay, followed by the second phase of the survey. We slightly modified the questionnaire by adding an additional answer option “I prefer not to disclose” to every question in the “Password information” section. By adding this answer option, we want to determine if the users that attended the lectures are more conscious about the importance of concealing information about their passwords.
Table II. Summary of Common Password Characteristics (Phase 1)

<table>
<thead>
<tr>
<th>Account</th>
<th>Common password characteristics</th>
<th>Count</th>
<th>No answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>desktop computer</td>
<td>alphabetic - lowercase letters only (e.g. password)</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td>notebook computer</td>
<td>alphabetic - lowercase letters only (e.g. password)</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>mobile phone</td>
<td>numeric - digits only (e.g. 12345)</td>
<td>13</td>
<td>11</td>
</tr>
<tr>
<td>tablet device</td>
<td>numeric - digits only (e.g. 12345)</td>
<td>2</td>
<td>28</td>
</tr>
<tr>
<td>University account</td>
<td>alphanumeric - single case letters and 1-2 digits behind (e.g. pass1, pass12, PASS1, PASS12)</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>Facebook account</td>
<td>alphanumeric - mixed case letters and 3 or more digits (e.g. Pass1W34oR9d)</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Twitter account</td>
<td>alphanumeric - mixed case letters and 3 or more digits (e.g. Pass1W34oR9d)</td>
<td>4</td>
<td>21</td>
</tr>
<tr>
<td>Google account</td>
<td>alphanumeric - mixed case letters and 3 or more digits (e.g. Pass1W34oR9d)</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>

Table III. Summary of Common Password Characteristics (Phase 2)

<table>
<thead>
<tr>
<th>Account</th>
<th>Common password characteristics</th>
<th>Count</th>
<th>No answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>desktop computer</td>
<td>alphanumeric - mixed case letters and 1-2 somewhere (e.g. Pass12Word, Pa12sWord, 1PassWord2)</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>notebook computer</td>
<td>alphanumeric - mixed case letters and 1-2 somewhere (e.g. Pass12Word, Pa12sWord, 1PassWord2)</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>mobile phone</td>
<td>numeric - digits only (e.g. 12345)</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>tablet device</td>
<td>alphanumeric - single case letters and 1-2 digits in between (e.g. pass12word, PASS12WORD, P12PASSWORD)</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>University account</td>
<td>alphanumeric - single case letters and 1-2 digits behind (e.g. pass1, pass12, PASS1, PASS12)</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Facebook account</td>
<td>alphanumeric - mixed case letters and 3 or more digits (e.g. Pass1W34oR9d)</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>mixed case letters, several special characters and several digits (e.g. 3Pas45Wor$4)</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>Twitter account</td>
<td>alphanumeric - mixed case letters and 1-2 somewhere (e.g. Pass12Word, Pa12sWord, 1PassWord2)</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>alphanumeric - single case letters and 3 or more digits (e.g. 1PASS23WORD4, pass1wor3d4)</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Google account</td>
<td>alphanumeric - mixed case letters and 1-2 somewhere (e.g. Pass12Word, Pa12sWord, 1PassWord2)</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

3. RESULTS

We compared password characteristics of the user group before the users attended the password security lectures (phase 1) and after the lectures (phase 2). Thirty participants attended the second phase of the questionnaire, but not all of them (24) attended the lectures. We took in consideration only the participants that attended the lectures. In this section, we summarise the preliminary results of our study, by comparing the results from the two phases of the survey. We present the results about the general password characteristics (password length, password composition), password change frequency, and password memorability and write-down.

3.1 General Password Characteristics

While we ask our participants about their password characteristics, we do not inquire their actual passwords. The question that we ask in both phases is “What are the characteristics of your password?”. The answers to the question for both phases are summarised in Table II and Table III respectively. In both tables, the first column denotes the specific accounts, the second column represents the most common answers about password characteristics for every account, the third column represents the percentage of users who chose that answer. The last column of each table represents the number of
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Table IV. Average Password Length

<table>
<thead>
<tr>
<th>Account</th>
<th>Average password length</th>
<th>Phase 1</th>
<th>Phase 2</th>
<th>Not disclosing</th>
</tr>
</thead>
<tbody>
<tr>
<td>desktop computer</td>
<td>8.81</td>
<td>10.77</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>notebook computer</td>
<td>8.79</td>
<td>11.00</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>mobile phone</td>
<td>4.91</td>
<td>6.08</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>tablet device</td>
<td>5.40</td>
<td>5.50</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>University account</td>
<td>7.67</td>
<td>8.70</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Facebook account</td>
<td>10.33</td>
<td>12.06</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Twitter account</td>
<td>9.00</td>
<td>10.33</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Google account</td>
<td>10.48</td>
<td>12.59</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

participants that did not answer the question for the specific account (since there is a possibility that the user had not created that account). The results summarised in Table II show that the passwords for the desktop and notebook account consist of most commonly lowercase letters only, regardless the fact that 15.15% of the users rated their data on their desktop computer as very important, and 45.45% rated their data on their notebook computer, also as very important. The results in Table III demonstrate that the passwords for these accounts in the second phase of the study are mostly alphanumeric with mixed case letters and numbers. Thus, we can observe an improvement in the characteristics of the passwords for the desktop and notebook accounts. It is most likely that, after attending the lectures about passwords and password security, the awareness of users about the importance of their data and the importance of creating strong and hard to guess passwords for the data, increased. These findings are in line with the statement of Adams et al. [1997] that, users lack of security knowledge. Very often users are not conscious about the security and the importance of their data, and they need additional guidance on information importance and sensitivity.

In regard to the average password length, we provided lectures for the participants and gave them recommendations about the design, management and protection of strong and hard-to-guess passwords. The data about the average password length for both phases is summarised in Table IV. The first column denotes again the specific accounts, while the second and third columns represent the average password length for the first and second phase, respectively. The last column represents the number of participants in the second phase, that answered the specific question about the password length for their accounts with “I prefer not to disclose”. The results revealed an increased average password length in almost every account in the second phase of the study. One possible explanation for these findings may be that the increase of the average password length is a result of the users changing their passwords after attending the lectures.

3.2 Password Change Frequency

We trained the participants about the importance of frequent password change in order to ensure that a stolen password can not be used to compromise other passwords and accounts of other users in the system. The frequent password change is a basic security measure [Zviran and Haga 1999]. But, because of the rapid growth of the popularity of the Internet and the increased number of online accounts, a user has to maintain many different passwords [Notoatmodjo and Thomborson 2009]. Because of this, the forced and too frequent password changes can have negative effect on the users (users may quickly forget which password is current, which may lead to users tempting to write their passwords down or to reuse an old one) [Sasse et al. 2001]. The research in literature still supports frequent password changing to reduce predictability and suggests that a realistic time for password change for the average user may be 90-120 days [P. Cisar and Cisar 2007]. In the first phase, we asked our participants “How often do you change your password (when not required by the system)?”, and in
the second phase, following the lectures, we asked them “whether they changed their password since the last survey or not, and why?”. Table V summarises the result of the frequency of password change in the first phase of the study. We found that many users never change their password for the specific account since its first use, or rarely change it (less than once a year). Despite our lectures and recommendations, the results show that a large percent of the users (41.67% for the Facebook account, 37.50% for the Google account, 50% for the notebook computer and even 66.67% for the University account) did not change their password since the first phase of the study. Overwhelming and promising are the findings about the users who changed their passwords since the first phase and after attending the lectures. Even 25% for the desktop computer, 33.33% for the notebook computer, 20.83% for the University account, 29.17% for the Facebook account, and 25% for the Google account, stated that they changed their passwords because they realized that the old password was very weak and could compromise their other passwords and accounts.

### 3.3 Password Memorability and Write-down

Part of our lectures and recommendations consisted of educating the participants about how important it is for them not to write their passwords down on any item (notebook, on a desk, keyboard, monitor, wall, in their mobile phones etc.). Once a password is written down, it is no longer something to be cracked or guessed, but something to be located. A password, which is written down, can be easily found by search through user’s personal stuff, like notebook, desk, diary, or user’s manual [Zviran and Haga 1999]. But in an environment where users are managing multiple passwords for multiple different accounts, they start to use different strategies for coping with the password use and remembrance (usually they write their passwords down or share them with their friends or co-workers) [Grawe-
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Table VII. Password Memorability

<table>
<thead>
<tr>
<th>Answer</th>
<th>Phase</th>
<th>desktop comp.</th>
<th>notebook comp.</th>
<th>mobile phone</th>
<th>tablet device</th>
<th>University account</th>
<th>Facebook account</th>
<th>Twitter account</th>
<th>Google account</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>First</td>
<td>2 (6.06%)</td>
<td>4 (12.12%)</td>
<td>3 (9.09%)</td>
<td>2 (6.06%)</td>
<td>7 (21.21%)</td>
<td>6 (18.18%)</td>
<td>3 (9.09%)</td>
<td>7 (21.21%)</td>
</tr>
<tr>
<td></td>
<td>Second</td>
<td>3 (12.50%)</td>
<td>2 (8.33%)</td>
<td>1 (4.17%)</td>
<td>(12.50%)</td>
<td>4 (12.12%)</td>
<td>3 (12.50%)</td>
<td>1 (4.17%)</td>
<td>4 (16.67%)</td>
</tr>
<tr>
<td>No</td>
<td>First</td>
<td>14 (42.42%)</td>
<td>25 (75.76%)</td>
<td>20 (60.61%)</td>
<td>3 (9.09%)</td>
<td>23 (69.70%)</td>
<td>24 (72.73%)</td>
<td>9 (27.27%)</td>
<td>20 (60.61%)</td>
</tr>
<tr>
<td></td>
<td>Second</td>
<td>11 (45.83%)</td>
<td>20 (83.33%)</td>
<td>14 (58.33%)</td>
<td>1 (4.17%)</td>
<td>18 (75%)</td>
<td>19 (79.17%)</td>
<td>7 (29.17%)</td>
<td>15 (60.61%)</td>
</tr>
</tbody>
</table>

In both phases of the study, we asked our participants questions related to password memorability and password write down: “Very often, computer users find it convenient to write down their password for one of these unfortunate times when they forget it. Did you do this too for your password?” and “Have you ever had difficulty remembering your password?” The answers to both questions are summarised in Table VI and Table VII, respectively. In both tables, the first column represents the answers to the question (Yes, No), the second column represents the phase of the study (First, Second). The rest of the columns represent the percentage of users that chose the specific answer for the specific account. The results in Table VI show that users rarely write their passwords down. Even 18.18% of the users reported that they wrote down their password for their University account, and less than 10% for the rest of the accounts. From the results in Table VII we can realise that 21.21% of the users have problems with remembering their University account, 18.18% for the Facebook account, and 21.21% for the Google account. Seems like the passwords for the University, Facebook, and Google account are the most hard ones to remember. One possible explanation for this may lay in some of our previous findings where we discovered that majority of users’ passwords for these accounts were more complex in their structure than the passwords for the rest of the accounts. These results look promising, compared to the results reported by the authors Zviran and Haga [1999] who found that even 35.5% of the participants in their study wrote down their passwords.

4. CONCLUSION

The study investigates the effect of password security training on user’s practices regarding password creation, password use and management. We performed a pilot study on university students to explore their password characteristics and habits regarding password creating, using, managing and security. We collected our data by means of an online questionnaire. The survey consisted of two phases. Between the two phases, the students received lectures about the importance of creating strong and secure passwords, how to choose such passwords and how to manage them.

The results show that the passwords for the desktop and notebook account in the first phase most commonly consisted of lowercase letters only (15.15% for the desktop and 21.21% for the notebook account), regardless the fact that most of the users rated their data on their desktop and notebook computer as very important. We observe an improvement in the characteristics of the passwords for the desktop and notebook accounts in the second phase of the study: passwords for these accounts were mostly alphanumeric with mixed case letters and numbers (20.83% for the desktop and 29.17% for the notebook account). The results from the first phase show that many users never change their passwords since their first use, or change them less than once a year. The results of the second phase of the study look promising, since even 25% of the users, for the desktop computer, 33.33% for the notebook computer, 20.83% for the University account, 29.17% for the Facebook account, and 25% for the Google account, stated that they changed their passwords because they realized that the old pass-
word was very weak and could compromise their other passwords and accounts. 18.18% of the users reported that they wrote down their password for their University account, and less than 10% for the rest of the accounts. Users stated that they usually have problems remembering their University account (21.21%), their Facebook account (18.18%), and their Google account (21.21%). The lectures and recommendations had a positive effect regarding users’ password characteristics and password length, but not quite positive regarding password change. Despite our efforts to educate the users about the importance of frequent password change, a large percent of users did not change their passwords following the lectures. The overall conclusion of this preliminary study is that users still lack of security knowledge. Lax security behaviour regarding rare password change and password write-down, still exists (the results show some improvement though since the research made by Zviran and Haga [1999]).

Our plans for future work include research about possible differences in the quality of passwords between students from different faculties and different fields of study. Also the differences in quality of passwords between organizations with defined security policies and those without one. A flexible password policies tailored to mitigate the risks users actually face in a combination with password checkers can help users create strong and easy-to-remember passwords. This work will serve as a starting point for our further research in this area where we want to determine whether our university password policies are useful to the students, and whether the students can easily apply them or the policies cause them problems when creating and using passwords.
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