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Preface

This volume contains the papers accepted at the Third International Workshop on Seman-
tic Web Collaborative Spaces, 2014, held on October 19th, 2014. All the papers included
in this volume went through a peer-review process. Papers were evaluated in terms of
Technical Depth, Significance, Novelty, Relevance and Completeness of the References,
Approach Evaluation, and Quality of the Presentation. We accepted six out of seven sub-
missions; five papers were accepted as long papers, and one paper was accepted as short
paper. Our sincere thanks to the Program Committee members and external reviewers for
their valuable input and for accepting to contribute to the review process.

Collaboration between data producers and consumers is a key challenge for facilitating the
evolution of the Linking Open Data (LOD) cloud into a participative and updatable LOD
cloud. Semantic Web Collaborative Spaces support the collaboration among Open Data
producers and consumers to publish and maintain Linked Data, as well as, to improve
quality. These collaborative spaces include social semantic frameworks such as crowd-
sourcing tools, semantic wikis, semantic social networks, semantic microblogs. Collabo-
rative spaces have been developed for different domains, e.g., Health care, Life Sciences,
and e-Government.

After two successful events, first in Lyon, France, joined to the 21st International World
Wide Web Conference (WWW 2012), then in Montpellier, France, collocated with the
Extended Semantic Web Conference (ESWC 2013), the Third International Workshop on
Semantic Web Collaborative Spaces is collocated with the International Semantic Web
Conference (ISWC 2014), at Trentino, Italy.

The Third International Workshop on Semantic Web Collaborative Spaces aimed at bring-
ing together researchers from the database, artificial intelligence and semantic web areas,
to discuss research issues and experiences in developing and deploying concepts, tech-
niques and applications that address various issues related to collaborative spaces. This
Third edition focused on collaborative data management, models to represent collabora-
tive knowledge and reasoning, tools to interact with SWCS, and applications.

We set up an exciting program which included three sessions: Modeling Collaborative
Communities, Applications of Semantic Collaboration, and Semantic Media Wiki Com-
munities. We are grateful to ISWC organizers for their support in making this meeting
successful.

October 2014 Pascal Molli, John Breslin, and Maria-Esther Vidal
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Okkam Synapsis: a community-driven hub for
sharing and reusing mappings across

vocabularies

Stefano Bortoli1, Paolo Bouquet12, and Barbara Bazzanella2
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Abstract. In the past 10-15 years, a large amount of resources have
been devoted to develop highly sophisticated and effective tools for au-
tomated and semi-automated schema-vocabulary-ontology matching and
alignment. However, very little effort has been made to consolidate the
outputs, in particular to share the resulting mappings with the commu-
nity of researchers and practitioners, support a community-driven re-
vision/evaluation of mappings and make them reusable. Yet, mappings
are an extremely valuable asset, as they provide an integration map for
the web of data and the “glue” for the Global Giant Graph envisaged
by Tim Berners-Lee. Aiming at kicking-off a positive endeavor, we have
developed Synapsis, a platform to support a community-driven lifecy-
cle of contextual mappings across ontologies, vocabularies and schemas.
Okkam Synapsis offers utilities to load, create, maintain, comment, sub-
scribe, and define levels of agreement over user defined contextual map-
pings available also through REST services.

Acknowledgement. This work is partially supported by TAG CLOUD
(Technologies lead to Adaptability and lifelong enGagement with culture
throughout the CLOUD) FP7 EU Funded project, Grant agreement nr:
600924.

1 Introduction and Motivation

In the promising vision of the Semantic Web proposed by Tim Berners-Lee [2],
the collaborative and distributed creation of semantically annotated documents
would enable software agents to perform time-consuming activities on behalf of
human users (see [1]). The community that gathered to corroborate and develop
this ambitious vision achieved many relevant results with the definition of impor-
tant standards such as OWL[19, 18, 14], RDF[15], and the important Linked Data
publication principles [3, 4]. The combination of these principles with the more
recent open data initiative across many countries is generating a considerable

1



amount of publicly available RDF and OWL data. In recent years, enterprises
are attracted by the promise of using such big and rich data to develop new prod-
ucts and services for their customers (e.g. [7]). However, exploiting and mining
data rises many challenges including the problems of entity matching, ontology
matching, and making the data accessible and usable by non-expert users. In the
past ten years many efforts were spent in the definition of sophisticated tools for
automated ontology matching. These often provided very effective solutions in
narrow domains, but a generic automatic reliable solution to the problem is still
an open research problem [20]. Furthermore, in [26] it was recently discussed how
often even experts have problems in finding agreement on defined ontology map-
pings. We argue that this is due to two main problems: 1) the intrinsic complexity
and heterogeneity of existing ontologies, and 2) the inconsistency and fuzziness
in usage of such ontologies due to contextually interpretable semantics. Namely,
concepts and relations expressed in natural language are interpreted outside the
original context of definition, and therefore prone to contextual interpretation.
In fact, besides the effort of researchers in formal ontology [13, 11, 10] the pro-
cess of ontology definition is driven by specific domain requirements and often
ontology engineering practices are neglected [16].

Under these premises, we decided to take one of the ten challenges of on-
tology matching described in [23] and confirmed in [20], and propose a novel
platform to support a collaborative ontology mappings definition and reuse [27].
The idea to take this challenge is rooted in the pragmatic need of resolving
the problem of semantic heterogeneity affecting a knowledge-based solution of
the entity matching in the context of the Semantic Web [5]. In particular, in
this work we argue that collecting and maintaining ontology mappings as con-
textual bridge rules [6] to harmonize the semantic of entities’ attributes can
provide great benefits by enabling the application of knowledge-based solution
to an entity matching problem [5]. Therefore, in our attempt to solve the entity
matching problem in the linked data, we produced several thousands of mappings
from existing ontologies, schemas and vocabularies towards a target ontology we
named Identification Ontology3 ([5] Chap. 5). Often these mappings were pro-
duced without considering the original, or intended, semantic of the properties,
but rather relying on its actual function looking directly into the data. This ap-
proach, besides being practical and concrete, interprets the ontology mappings
as contextual analogies as suggested in [21]. Namely, when producing mappings,
rather than considering the similarity among original intended functional pur-
pose of the properties (homology), we consider also its real function (analogy)
so that the mapping relation holds primarily on the instances level. On the one
hand, we are aware that this approach will create mappings that might not be
absolutely coherent and correct across several contexts, but as long as they serve
the purpose we can live with this limitation. On the other hand, we want to use
a first core set of mappings to kick-off a positive endeavor for the definition
of a platform to support a community-driven lifecycle of contextual mappings

3 http://models.okkam.org/identification_ontology.owl

Okkam Synapsis: a community-driven hub for sharing and reusing mappings across
vocabularies
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between ontologies, vocabularies and schemas that could serve the definition of
new applications exploiting open linked data.

In this work we describe Okkam Synapsis, a web application conceived to
support the linked data community in creating, sharing and reusing contextual
ontology mappings to support the creation of novel services based on the linked
data consumption. Okkam Synapsis offers utilities to load, create, maintain,
comment, subscribe, and manage levels of agreement over user defined contex-
tual mappings. Most importantly, endorsing the recommendations described in
[26], we support different fine-grained typing models for the definition of the
mappings (e.g. OWL and SKOS) and compute level of agreement according to
different metrics to support filtering based on them. The mappings produced will
be available also through REST services, providing several levels of selection to
support diverse and unforeseen application scenarios. The purpose of the appli-
cation is to enable the users of Okkam Synapsis to collaborate in the definition
of mappings, commenting, rating, and subscribing them. Furthermore, we want
to allow users to explicitly define the context of use of the defined mappings, so
that others can take informed decision about reusing.

The underlying assumptions are:

– real linked data is in general too messy to rely on a unique set of mappings
in different contexts of use

– linked data may change in time, therefore contextual mappings must be
subject to specific lifecycle

– the number of existing vocabularies is growing, but reuse practices make the
manual mapping process feasible (see Linked Open Vocabulary4)

– perfect agreement about defined mappings is unlikely to happen [26], better
let users to select what they need

The reminder of the paper is organized as follows: in Section 2 we overview
the related works dealing with crowd-sourcing of ontology mappings, and other
community-driven approaches; in Section 3 we describe in detail the platform,
discussing functions and services. In Section 4 an overview of the architecture of
the application is provided and finally in Section 7 we describe future work and
outline some concluding remarks.

2 Related Work

According to the most recent survey we are aware of [20], there are not many
tools supporting collaborative creation of ontology mappings. In [27] is described
a system for community-driven ontology matching, embedding provenance, fresh-
ness and other metadata suitable for the selection of the mappings. Besides the
a low-resolution screenshot presented in the paper, the system does not seem to
be available anymore. In [17] Noy et al. describe a system for the collection of
biomedial ontologies supporting the definition of mappings among them. Having

4 http://lov.okfn.org/dataset/lov/
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collected more than 30.000 mappings, the authors propose a systems for filtering
and searching mappings. Furthermore, they argue about the concept ofmappings
as bridges, and outline the need of specifying the type of relations (e.g. equiva-
lence). Currently the system is up and running, serving more than 370 biomedial
ontologies and several million of concepts. In [22] is described CrowdMap, a so-
lution for ontology matching based on crowd-sourcing. The ontology matching
task are decomposed in micro-tasks and submitted to workers of crowd-sourcing
platforms such as CrowdFlower and MTurk for manual evaluation. The results
obtained were compared with the one of automatic tools showing the feasibility
of the process. In [8] the authors discuss about the need of managing and reduc-
ing uncertainty related to crowdsourcing of ontology matching tasks, proposing
different ways to create micro-tasks suitable to increase possible agreements.
In [7] the authors describe Helix as a tool for creating ontology mapping as a
pay-as-you-go task while consuming linked data. In [12] the Correndo and Alani
describe OntoMediate, a project of the University of Southampton aiming at
supporting, among other functions, the creation and sharing of ontology map-
pings. Unfortunately, the project is over and to the best of our knowledge there
is no service available. Another trend in managing collective ontology matching
is through gamification. In [16] and [24] are described Guess What?! and Spot-
TheLink proposing the solution of ontology matching tasks in form of games to
give incentives and foster engagement to ease the cognitive effort of users and
stimulate the creation mappings and links in the linked data cloud. Noticeably,
to the best of our knowledge these systems are not currently available. In this
context we do not consider papers presenting automatic solutions to the ontology
matching for which we refer to the aforementioned survey [20].

In light of the analysis presented, to the best of our knowledge, the only sys-
tem available providing the services comparable with the one of Okkam Synapsis
is BioPortal [17]. However, given the vertical purpose of BioPortal and the lim-
ited collaborative features, we can safely affirm that there is room for a solution
such as the one proposed in this paper.

3 User Interface and Features

The current version of Synapsis distinguishes between two kinds of users: ad-
ministrators and end users. Administrators are users that have unrestricted ac-
cess to all the user-level functions, including uploading a source ontology, cre-
ating new mappings for concepts and properties, deleting existing mappings,
setting/changing the status of defined mappings, evaluating existing mappings
and reusing/exporting mappings. End users have only access to social functions
to express their level of agreement on previously created mappings and reusing
them. They can endorse and comment existing mappings, follow mappings they
are interested in, rate mappings and export mappings.

Figure 1 shows a snapshot of the User Interface of Okkam Synapsis which
presents three main areas: the (target) ontology on the left, the mappings in the
central part and the mapping filters on the right.

Okkam Synapsis: a community-driven hub for sharing and reusing mappings across
vocabularies
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Fig. 1. Synapsis User Interface

After logging in, the user can select one of the ontologies/vocabularies cur-
rently present in the platform from the drop-down menu on the top-left corner
of the page or import a new ontology selecting the Import function from the
Function button. Following [17], we call the selected/uploaded ontology the Tar-
get Ontology5, which is the ontology whose concepts/properties the user wants
to map to target concepts/properties. After having selected it, the target on-
tology is loaded, processed and represented as an indented tree on the left side
of the interface. The choice of using an indented tree is based on the study de-
scribed in [9], where users evaluated this representation model as easier to use
and more understandable than alternative models such as the graphs. With the
primary objective of enabling users in defining mappings, we decided to flatten
the ontology to a list of concepts and present the properties attached to them. In
the current version, we rely on a simple RDF processor implemented relying on
Apache Jena API6. The selection of a node of the source ontology triggers the
loading of all the mappings defined for that concept or property in the central
part of the window. Each mapping is composed by the following attributes:

– Resource URI: the URI of the resource mapped towards the element of the
target ontology.

– Relation Type: the type of relation between the Resource URI and the Target
URI. The user can select among an enumeration of relations types including

5 According to this naming convention, a mapping can be seen as a relationship be-
tween two concepts/properties in different ontologies. Each mapping has a source
concept/property, a target concept/property, and a mapping relationship.

6 https://jena.apache.org/

Okkam Synapsis: a community-driven hub for sharing and reusing mappings across
vocabularies
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OWL meta-relations such as owl:EquivalentProperty, owl:EquivalentClass,
owl:SubClass, owl:SubProperty and SKOS meta-relations skos:exact, skos:close,
skos:broader, skos:narrower. In this context, we neglect skos:related and
skos:unrelated because we believe these types of relations are not interesting
in our context. In order to help the user in choosing the right type of rela-
tion we refer to the guidelines proposed in [26] and still available at [25] as
appendix A2.

– Status: a label among Raw, Edited, Closed, Accepted, declaring the status of
a mapping. These labels are assigned by administrators of Okkam Synapsis
keeping into consideration time and opinions expressed by the members of
the community.

– Author: the author of the mapping.
– Description: A description of the resource mapped possibly coming from

official documentation.
– License: a statement declaring the licensing model under which the mapping

is made available to the community.
– Agreement Metrics: every user is enabled in stating whether she/he agrees

or not with the proposed mapping. The level of agreement may be estimated
using different metrics as suggested in [26].

– Number of Watchers: any mapping can be watched by a member of the
community. Watching a mapping allows users to be notified about activities
concerning the mapping.

– Number of Likes: any mapping can be liked by a member of the community.
A like essentially implies an agreement and a subscription to possible events
related to the mapping.

– Comments: members of the community are enabled in commenting and dis-
cussing about a mapping. We foresee cases where people may ask for clari-
fications and argue about the validity of the mapping.

– Contextual Tags: any mapping is annotated with a set of tags which identify
fuzzy contexts of application of the mappings. These tags can be used to
search and filter mappings.

In figure 1, one can see a graphical representation of all the mappings about
the Location concept of the Identification Ontology. The first two graphical
elements of the interface describe the relation and the status. The, after the
URI of the mapping, one can see the author of the mapping, the whether the
mapping was watched and by how many users. Finally, we show the number of
people care about that specific mapping. Then, on the right side of the interface,
a user can filter mappings according to these main dimensions, and typing on
the top input field, can filter mappings relying on the namespaces or the local
part of the mappings URIs.

Clicking on each mapping, the user can visualize all the details about the
mapping in a specific detail page (as shown in Figure 2). This page allows to add
comments, rate, subscribe and add possible contextual tags in a collaborative
manner. Ratings are made on a 6-item scale including the following options:
approved (i.e. the source and target concepts both mean the same thing), broader

Okkam Synapsis: a community-driven hub for sharing and reusing mappings across
vocabularies
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(the target concept should be a broader term than the source concept), narrower
(i.e. the target concept should be a more specific term than the source concept),
related (i.e. the two concepts are not an exact match but they are closely related),
not sure (i.e. there is a relationship between the two concepts but none of the
above relations are appropriate or the term is used in a confusing or contradictory
fashion), rejected (i.e. the two concepts are definitely not the same, nor do they
have any other direct relationship with each other as listed above). The mapping
detail page essentially aims to provide tools for the collaborative interaction for
each single defined mapping. If a user subscribes a mapping, any notification
will include a link to the specific mapping detail page.

Fig. 2. Mapping page

Once selected the target ontology, the user is enabled in filtering mappings
according to different features. On the right part of the page, the filter features
are displayed, and the user is enabled in selecting them. Each selection triggers
an action on the list of mappings, removing the filtered ones. Mappings can be
filtered by author name, status, relation type, rating and creation date. It is also
possible to select all the mappings that have comments.

4 Architecture and Data Model

The application is designed according to the traditional MVC design pattern,
relying on J2EE JSF framework7 for the Web interaction part. The mappings

7 http://docs.oracle.com/javaee/5/tutorial/doc/bnaph.html

Okkam Synapsis: a community-driven hub for sharing and reusing mappings across
vocabularies
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Fig. 4. Synapsis Data Model

6 Kick-off Mappings Dataset

Currently, Synapsis stores 22 mapping for equivalent class, and 205 mapping
for subclasses of the entity type Person; 22 mappings for equivalent classes, and
2322 mappings for sub classes of the type Location; and finally we defined 20
mappings for equivalent classes and 2468 mappings for subclasses of the type
Organization. These mappings were generated as contextual bridge rules to sup-
port semantic harmonization tasks in the knowledge-based solution described in
[5]. In particular, the reader can find details about the process leading to the
creation of such mappings from existing vocabularies towards the Identification
Ontology11 in Chapter 7 of [5]. We believe that this first core set of mappings
can help to kick of a positive endeavor in the adoption of the Okkam Synapsis
as a platform to create, share and manage mappings among vocabularies.

7 Conclusion and Future Work

In this paper we have presented a platform called Synapsis which provides a
gateway to collaboratively-defined ontology mappings. Looking for a pragmatic

11 http://models.okkam.org/identification_ontology.owl ([5] Chap. 5)

Okkam Synapsis: a community-driven hub for sharing and reusing mappings across
vocabularies

8



solution to the real world heterogeneity, complexity and inconsistencies, we de-
cided enable users to define mappings as contextual bridge rules, and enable
peers to comment and discuss about them. We believe that rating and estima-
tion of level of agreement about mappings would allow to filter commonly shared
mappings, and at the same marginalize odd ones. A beta version of the applica-
tion is available at http://api.okkam.org/synapsis, and can be preliminarily
tested and evaluated. In the next future, we plan to extend the support for the
definition of mappings around applications, to support Linked Data application
developer to select the set of mappings of interest and have them available for
the application through the defined rest services.
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Collaborative Semantic Tables 
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Abstract. The scenario defined by current Web architectures and paradigms 
(such as Cloud Computing), poses challenges and opportunities to users. On the 
one hand, they have to manage huge amounts of digital resources handled by 
different applications in spite of their possibly related content; on the other 
hand, they are enabled to share knowledge and participate to content creation. 
The interaction of these two aspects provided a great impulse to collaborative 
resource management: in this paper we present T++, an environment that ex-
ploits semantic knowledge about digital resources in order to face these chal-
lenges, by providing an integrated and smart management of heterogeneous in-
formation objects. 

Keywords: Collaborative Workspaces · Ontology-based Content Management 
· Personal Information Management · Linked Data · Semantic Technologies. 

1 Introduction 

The current ICT scenario, and in particular Web architectures and paradigms, are 
posing new challenges to Personal Information Management [4]. Many aspects of 
human-computer interaction have been influenced; in this paper, we focus on the most 
relevant for our approach: (a) Users have to deal with a huge number of heterogene-
ous resources, stored in different places, encoded in different formats, handled by 
different applications as belonging to different types (images, emails, bookmarks, 
documents, ...), despite their possibly related content. (b) Web 2.0 and, more recently, 
Cloud Computing, and in particular the Software-as-a-Service paradigm, have en-
hanced the possibility of user participation in content creation on the Web, as well as 
the possibility of resources and knowledge sharing. The interaction of these two as-
pects provided a great impulse to user collaboration in managing shared resources. 

In this paper we present Semantic Table Plus Plus (Sem T++), an environment 
aimed at supporting users in collaborative resource management. In particular, in Sem 
T++, two types of semantic knowledge are modeled: (1) knowledge about information 
objects, i.e., information resources as such, and (2) knowledge about their content. 
The goal of this paper is to show how collaborative annotations, based on the formal 
semantic representation of these two types of knowledge, support users in the organi-
zation, retrieval and usage of shared digital resources. 
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The rest of the paper is organized as follows: in Section 2 we discuss the motiva-
tions of our approach and the main related work; in Section 3, we briefly present T++, 
and in Section 4 we describe its semantic enhancement, by presenting its architecture 
and the semantic model underlying it, and showing how the system supports users in 
collaboratively handling semantic descriptions of digital resources. Section 5 con-
cludes the paper by discussing open issues and future developments. 

2 Related Work 

A survey and a discussion of existing Web-based applications supporting collabora-
tion, including groupware and project management tools or suites, can be found in 
[10], a previous paper introducing T++. As far as the approach presented in this paper 
is concerned, one of the most relevant research areas is represented by Kaptelinin and 
Czerwinski's book Beyond the Desktop Metaphor [12], which contains an interesting 
presentation of the problems of the so-called desktop metaphor, and of the approaches 
trying to replace it. Within this framework, one of the most interesting models dis-
cussed in the mentioned book is Haystack [13], a flexible and personalized system 
enabling users to define and manage workspaces referred to specific tasks. Another 
interesting family of approaches are those grounded into Activity-Based Computing 
(e.g., [3], [19]), where the main concept around which the interaction is built is user 
activity. Also [9] and [16] propose a system supporting lightweight informal interac-
tions, as well as larger and more structured collaborative projects, by relying on activ-
ity-based workspaces, handling collections of heterogeneous resources.  

Strategies exploited to organize resources have been studied within the field of 
Personal Information Management; in particular, multi-facets classification of re-
sources has been taken into account: resources can be tagged with meta-data 
representing different aspects (facets), leading to the creation of folksonomies, bot-
tom-up classification models collaboratively and incrementally build by users [6]. 
Interesting improvements of such tagging systems have been designed by endowing 
them with semantic capabilities (e.g., [1]), in particular in the perspective of know-
ledge workers [14].  

Another important research thread, aiming at coupling desktop-based user interfac-
es and Semantic Web, is represented by the so-called Semantic Desktop [17]. In par-
ticular, the NEPOMUK project (nepomuk.semanticdesktop.org) defined an open-
source framework, based on a set of ontologies, for implementing semantic desktops, 
focusing on the integration of existing applications, in order to support collaboration 
among knowledge workers. Finally, [7] presents an interesting model connecting the 
Semantic Desktop to the Web of Data. 

3 The Starting Point: Table Plus Plus 

The Table Plus Plus (T++) project, described in [10] and [11], proposes an interaction 
model supporting users in collaboratively handling digital resources, based on the 

Collaborative Semantic Tables

12



metaphor of tables, populated by objects. T++ is characterized by the following main 
features. 

Tables as thematic contexts. In T++, users can define shared workspaces devoted 
to the management of different activities. Such workspaces are called tables and sup-
port users in the separated, coherent and structured management of their activities. 
Users can define new tables, at the preferred granularity level; for instance, a table 
can be used to manage a work project, to handle children care, to plan a journey. 

Workspace awareness. Workspace awareness is supported by three mechanisms: 
(a) On each table, a presence panel shows the list of table participants, highlighting 
who is currently sitting at the table; moreover, when a user is sitting at a table, she is 
(by default) "invisible" at other tables (selective presence). (b) Standard awareness 
techniques, such as icon highlighting, are used to notify users about table events (e.g., 
an object has been modified). (c) Notification messages, coming from outside T++ or 
from other tables, are filtered on the basis of the topic context represented by the ac-
tive table (see [2] for a more detailed discussion of notification filtering). 

Collaboration. An important aspect of T++ tables is that they are collaborative in 
nature, since they represent a shared view on resources and people; "tables represent 
common places where users can, synchronously or asynchronously, share informa-
tion, actively work together on a document, a to-do list, a set of bookmarks, and so 
on" [10, p. 32]. The most peculiar aspect of T++ tables is the collaborative manage-
ment of table resources: table participants, in fact, can (a) modify objects, delete them, 
or add new ones; (b) invite people to "sit at the table" (i.e., to become a table partici-
pant); (c) define meta-data, such as comments and annotations (see below). 

Heterogeneous objects management and workspace–level annotations. Objects ly-
ing on tables can be resources of any type (documents, images, videos, to-do items, 
bookmarks, email conversations, and so on), but T++ provides an abstract view over 
such resources by handling them in a homogeneous way. Table objects, in fact, are 
considered as content items (identified by a URI) and can be uniformly annotated (by 
visibility labels, comments, and tags). 

Within the T++ project, we developed a proof-of-concept prototype, consisting in a 
cloud application (a Java Web App deployed on the Google App Engine) accessible 
through a Web browser. The current version exploits Dropbox and Google Drive API 
to store files corresponding to table objects and Google Mail to handle email conver-
sations. We are investigating the availability of open API provided by other common 
file sharing and online editing tools in order to improve interoperability and to enable 
users to configure the preferred tools to be exploited for object sharing and editing. 

In [11] we also reported the results of a user evaluation of T++ in which we asked 
users to perform a sequence of pre-defined collaborative tasks (communication, re-
source sharing, and shared resources retrieval) using standard collaboration tools and 
using T++. The results showed that, with T++, performing the required tasks is faster 
and user satisfaction is higher. 
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4 The Semantic Enhancement of T++ 

4.1 Architecture 

On the basis of T++, we designed an enhanced version, Sem T++, in which semantic 
knowledge plays a major role in supporting resource management on tables. Fig. 1 
shows the relevant components of Sem T++ architecture: 

 Semantic Knowledge Manager: it manages the semantic descriptions of table ob-
jects (stored in the Semantic KB) and invokes the Reasoner, when required. More-
over, it handles the connection with GeoNames (www.geonames.org), as described 
in Section 4.2. In the current prototype, it uses the OWL API library (owla-
pi.sourceforge.net) to interact with the ontologies and the Semantic KB, and the 
GeoNames Search Web Service (www.geonames.org/export) to query GeoNames. 
It interacts with the following knowledge bases (written in OWL: 
www.w3.org/TR/owl-features): 
─ Table Ontology: it represents the (static) system semantic knowledge concerning 

information objects. 
─ Geographic Ontology: it represents the (static) system semantic knowledge con-

cerning geographic entities and features. 
─ Semantic KB: it contains all the facts about the individuals involved in the se-

mantic representation of table objects. 
 Reasoner: it provides the system with "new" object features which can be exploited 

to support the user in table object management. The current proof-of-concept pro-
totype uses Fact++ (owl.cs.manchester.ac.uk/tools/fact). 

 Object Manager: it manages the "used objects" (i.e., objects on a table or included 
in objects on a table) and the references to elements used in the interaction with the 
user (e.g., available object types and object properties, corresponding to Table On-
tology classes and relations). The Object Manager plays a mediation role between 
the Table Manager (and thus, indirectly, the UI) and the components which 
represents the system "intelligence", i.e. the Semantic Knowledge Manager and the 
Smart Object Analyzer. 

 Smart Object Analyzer: it is a service that provides the Object Manager with the 
analysis of table objects, in order to discover information about them; for example, 
it looks for parts included in the analyzed object (e.g., images, links, etc.). In the 
current prototype, it exploits a Python Parser Service, able to analyze HTML doc-
uments1. 

                                                           
1  In the current prototype we focused on HTML documents since they are very common, 

quite easy to parse, and their semantic characterization introduces interesting aspects (e.g., 
the need of distinguishing between information content and content of the HTML file). 
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Fig. 1. Sem T++ architecture (relevant components). 

4.2 Semantic Model 

The core of our proposal is the Table Ontology, which models knowledge about in-
formation resources. It is grounded in the Knowledge Module of O-CREAM-v2 [15], 
a core reference ontology for the Customer Relationship Management domain devel-
oped within the framework provided by the foundational ontology DOLCE (Descrip-
tive Ontology for Linguistic and Cognitive Engineering) [5] and some other ontolo-
gies extending it, among which the Ontology of Information Objects (OIO) [8]. The 
Table Ontology enables us to describe digital resources lying on tables as information 
objects, with properties and relations; for instance: a table object can have parts (e.g., 
images within a document), which are in turn information objects; it can be written in 
English; it can be stored in a PDF file, or it can be an HTML page; it has a content, 
which usually has a main topic and refers to a set of entities (i.e., it has several objects 
of discourse). Given such a representation, reasoning techniques can be applied, in 
order to infer interesting and useful knowledge; for example, if a document contains 
an image of Monte Bianco, probably the document talks about Monte Bianco.  

The most relevant class in the Table Ontology is InformationElement: all table ob-
jects are instances of it. Moreover, we introduced some specific subclasses (e.g., Doc-
ument, Image, Video, Audio, EmailThread, etc.), to provide a more precise characteri-
zation of the different types of objects that can lay on a table. In order to characterize 
such classes, we relied on: (1) a language taxonomy defined in O-CREAM-v2, 
representing natural, formal, computer, visual languages; (b) a set of properties (some 
of them inherited from O-CREAM-v2). A complete account of such properties is out 
of the scope of this paper; in the following we just mention the most important ones:  

 DOLCE : part(x, y, t)  to represent relations such as the one between a document 
and an image or a hyperlink included in it. 

 specifiedIn(x, y, t)  to represent relations such as the one between a document and 
the language it is written in (e.g., Italian). 

 hasTopic(x, y, t)  to represent the relation between an information element (e.g., a 
document) and its main topic. 
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 hasObjectOfDiscourse(x, y, t)  to represent what a resource "talks about" (it is a 
subproperty of OIO : about). 

 identifies(x, y, t)  to represent, for instance, the relation between a hyperlink and 
the resource it points to. 

An important fragment of the proposed semantic model refers to particular properties 
which model candidate relationships. The idea is that the system, endowed with suit-
able axioms, can infer candidate features, mainly from included objects; for example, 
the Reasoner can infer that Monte Bianco is a candidate object of discourse of a doc-
ument from the fact that the document itself includes an image of it. When the Rea-
soner infers such candidate relationships, the system asks the user for a confirmation: 
if (and only if) the user confirms, for instance, that Monte Bianco is actually an object 
of discourse of the document (doc), then a new relation hasObjectOfDiscourse(doc, 
MonteBianco, t) is added to the knowledge base. Analogous axioms are available for 
the hasTopic relation, to support the inference of hasCandidateTopic relationships.  

Besides knowledge about information objects, all tables in Sem T++ are equipped 
with geographic knowledge. We decided to model geographic knowledge for two 
reasons: (a) Together with time (currently not modeled in Sem T++), space represents 
a cross-domain feature, which is  at least partially  represented by geographic 
knowledge2. (b) Geographic knowledge represents for us a testbed, i.e., an example of 
knowledge that characterizes the "content" of table objects: in the future, tables could 
be equipped with semantic knowledge about specific domains, by relying on the same 
mechanism we used for geography. 

In order to provide tables with geographic knowledge, we exploited GeoNames, a 
huge, open geographical database containing over 10 million geographical entities. 
Moreover, we equipped the system with a Geographic Ontology and a Vocabulary 
Mapping, defining correspondences between Geography Ontology classes/properties 
and GeoNames feature classes/codes. GeoNames entities, in fact, are categorized into 
feature classes (e.g., A, corresponding to the generic concept of country or region) 
and further subcategorized into more specific feature codes (e.g., A.ADM1, corres-
ponding to the concept of primary administrative division of a country). For each 
topic3 mentioned on a table, the Semantic Knowledge Manager searches for corres-
ponding GeoNames entities. If one or more results are found, the system currently 
asks the user to select the correct one, if any4; then a new individual is created in the 
Semantic KB, as instance of the Geographic Ontology class identified through Geo-
Names feature class/code (thanks to the Vocabulary Mapping). For example, an in-
stance of the class Mountain is created for the topic Mont Avic (a mountain in Val 
d'Aosta, a northwestern Italian region). Moreover, a new mapping between such an 
instance and the corresponding GeoNames entity is created in the Semantic KB (see 

                                                           
2  Geographic knowledge here means commonsense competence such as the ability to georefe-

rence places, or knowing that Monte Bianco is a mountain, and not scientific knowledge. 
3  In the current prototype, we consider only topics, although also objects of discourse could be 

taken into account. 
4  Mechanisms to support a (partially) automatic disambiguation are under study. 
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Instances Mapping in Fig. 1), thus making all information available in GeoNames 
(e.g., its location on a map) also available on Sem T++ tables. 

The described model enables table participants to specify and combine different se-
lection parameters in order to find objects on a table. For example, to get all email 
threads talking about Monte Bianco trekking (i.e., having it as main topic), the user 
can specify the following parameters: topics={Monte_Bianco_trekking}, 
types={emailThread}. Each parameter value corresponds to a user selection; object 
types are references to Table Ontology classes (emailThread in this example); values 
for other properties, e.g. Monte_Bianco_trekking, are references to individuals in the 
Semantic KB. Moreover, the user could provide more general queries, such as asking 
for all resources talking about mountains, thanks to the facts that topics (e.g., Monte-
Bianco) are represented as instances of classes in the Geographic Ontology (e.g., 
Mountain). User queries are handled by the Semantic Knowledge Manager, which 
accesses the Semantic KB and invokes the Reasoner, in order to provide the objects 
matching the parameters. 

4.3 Collaboratively Handling Semantic Descriptions of Digital Resources 

One of the most challenging aspects of the presented semantic model is the creation 
and update of semantic representation of table objects. In fact, when a new object is 
created, or when an existing one is modified (e.g., when a table participant includes a 
new image or link in it), the corresponding semantic representation must be created or 
updated. In the following we will see how the collaborative management of semantic 
descriptions of table objects represents a step to face such a challenge, and, in particu-
lar, how this makes T++ tables actual shared semantic spaces. 

Consider the new object case (the update case works in an analogous way): table 
participants can create new objects from scratch (e.g., when they start writing a new 
document), or they can add an existing resource (e.g., a bookmark pointing to a Web 
site) to the table. In both cases, the system builds a new semantic representation in 
four steps, in which different components play their role: 

1. Smart Object Analyzer: some properties (e.g., mereological composition, types of 
the parts, formats) are automatically determined by the Smart Object Analyzer. 

2. Semantic Knowledge Manager/Reasoner: other properties (e.g., candidate topics  
see Section 4.2) are inferred by the Reasoner. 

3. User: some of the inferred properties need a "user confirmation" (e.g., candidate 
topics); moreover, users can add properties (typically objects of discourse). 

4. Semantic Knowledge Manager/GeoNames: the selected topic is linked to the cor-
responding geographic entity (through GeoNames), if any. 

In order to describe the sketched process into more details, consider a usage scenario 
in which Maria participates in a table concerning the activities of a small ONG for 
environment safeguard, Our Planet, together with some other volunteers. Maria has to 
write an article for an online local newspaper, discussing the situation of a local old 
mule track in Champorcher (a small municipality in Val d'Aosta). Maria creates a new 
table object (an HTML document), writes some text in it, adds a picture of the envi-
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possible to change the object type (an example scenario is described below) and to 
add/delete semantic properties, with the exception of the "contains" property, which 
refers to DOLCE : part(x, y, t): object parts (e.g., images included in a document) can 
be modified only by editing the object. 

 

Fig. 3. Sem T++ user interface (mockup). 

Mario finds that one of the objects of discourse (Ayasse river), up to him, is mislead-
ing: he thus decides to remove it and to add a new object of discourse (Ourty alpine 
pasture). When Mario clicks the "save&update" button, the semantic description is 
updated. Moreover, the table suggests Mario to write a comment in order to explain 
his decision to modify it (see Fig. 4, right-hand side); such a comment is attached to 
the modified object, but handled by the table, and is thus immediately accessible to 
other participants, as they sit at the Our Planet table.  

A very similar case occurs when a user adds to a table an object by classifying it in 
a way which is then modified by another table user. For example, Maria could have 
added an image which, actually, is the scan of a document, and Mario could decide to 
change the object type from Image to Document. Again, Sem T++ suggests him to use 
the table–level annotation mechanism in order to share the reasons of the change. 

This very simplified usage scenario shows the support provided by Sem T++ to the 
collaborative handling of semantic descriptions of table objects. Sem T++ has been 
designed having in mind a very "democratic" model of collaboration, in which people 
sitting at a table have the same privileges and thus all of them can modify objects, and 
in particular their semantic representations. However, Sem T++ also provides effec-
tive and easy–to–use table–level annotation mechanisms which represent a significa-
tive support to such a collaborative activity, together with the other standard mechan-
isms enabling discussion and communication among table participants, i.e., the 
Blackboard and the Chat (see [11] for details).  

The coordination of collaborative activities taking place on Sem T++ tables de-
serves a final comment. As far as possible concurrent resource editing (e.g., document 
modification) is concerned, Sem T++ relies on existing applications, which typically 
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handle issues related to collaborative editing (such as Google Drive). As regards ob-
ject management (adding, deleting, modifying table objects) and collaborative seman-
tic annotation, the default configuration is the already mentioned simple policy allow-
ing every table participant to freely modify, add, or remove all objects and annota-
tions. Obviously, there are specific contexts (e.g., when tables are used to handle 
business activities, such as project management, for example) requiring more struc-
tured policies, modeling different user roles, privileges and specific workflows. We 
are working on the definition of mechanisms enabling users to configure such policies 
on each table. 

5 Conclusions and Future Work 

In this paper we presented Sem T++, an environment supporting users in collabora-
tive resource management, by showing how formal semantic knowledge about infor-
mation objects and their content can support an integrated, user-friendly management 
of heterogeneous shared resources. Sem T++ is a work in progress and many aspects, 
concerning the collaboration model and the user interface have not been discussed 
here. In particular, we are designing configuration mechanisms enabling users to de-
fine specific policies to coordinate collaborative activities, and specifically collabora-
tive annotation management [18], on each table. Moreover, we are going to complete 
the integration of semantic modules into T++ prototype, in order to plan a user evalu-
ation aimed at testing how the semantic model presented in this paper supports users 
in organizing and retrieving information objects on tables, but also the effort required 
to create and update semantic descriptions of table objects. 
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Abstract. Semantic MediaWikis represent shared and discretionary da-
tabases that allow a community of contributors to capture knowledge and
to specify semantic features, such as properties for articles, relationships
between articles, or concepts that filter articles for certain property val-
ues. Today, Semantic MediaWikis have received a lot of attention by a
range of different groups that aim to organize an array of different sub-
jects and domain knowledge. However, while some Semantic MediaWiki
projects have been thriving, others have failed to reach critical mass.
We have collected and analyzed a total of 79 publicly available Semantic
MediaWiki instances to learn more about these projects and how they
differ from each other. Further, we conducted an empirical analysis using
critical mass theory on Semantic MediaWiki communities to investigate
whether activity or the number of registered users (or a mixture of both)
are important for achieving critical mass. In addition, we conduct ex-
periments aiming to predict user activity and the number of registered
users at certain points in time. Our work provides new insights into Se-
mantic MediaWiki communities, how they evolve and first insights into
how they can be studied using critical mass theory.

1 Introduction

Semantic MediaWikis are open repositories for structured data that can be edited
by a community of users, who are interested in digitally modeling and repre-
senting domains. These Wikis have been used to capture knowledge from a wide
variety of different domains, including for example beaches4, games5 or academic
institutions6.

Although Semantic MediaWikis have matured technologically, we still don’t
have a good understanding about the social processes behind them, e.g. why
some Semantic MediaWiki communities are thriving and others are failing to
reach critical mass. In this paper, we are using principles of critical mass theory

4 http://beachapedia.org/
5 http://nobbz.de/wiki/
6 http://www.aifb.kit.edu/portal
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to investigate activity and community growth in 79 publicly available Seman-
tic MediaWikis with the goal of identifying and comparing factors that directly
influence community growth and activity in said instances. In the context of
online platforms, critical mass is often referred to as the amount or number of
“something” (e.g., a feature or quality) that has to be reached for a system to
become self-sustaining [8–10]. In terms of Semantic MediaWiki communities we
want to know what this “something” is and if it is the same as it is for other
systems and communities. In our empirical analysis we will look at activity, i.e.
the accumulated number of changes contributed by the corresponding commu-
nity to each Semantic MediaWiki at certain points in time. In addition, we will
study the role of community growth via the number of accumulated unique users
that have contributed to the Wikis at certain points in time. In particular, we
are going to investigate whether activity or community growth (or a mixture of
both) are important for achieving critical mass and predicting activity as well
as community growth in Semantic MediaWikis at certain points in time. An-
swering these questions will fuel our understanding of how Semantic MediaWiki
communities operate and evolve over time.

The remainder of this paper is structured as follows. In Section 2 we will
present related work as well as work that has inspired the analysis conducted
in this paper. A short characterization of the crawled Semantic MediaWiki in-
stances and a description of the used methods for our analyses can be found
in Section 3. The results and interpretations of our analyses are presented in
Section 4. We conclude this paper in Section 5 and highlight future work.

2 Related Work

The work presented in this paper builds upon work in the areas of critical mass
theory and collaborative ontology engineering.

2.1 Critical Mass Theory

In 1985, Oliver and colleagues [8–10] have discussed and analyzed the concept of
critical mass theory by introducing so called production functions to characterize
decisions made by groups or small collectives. Essentially, these production func-
tions represent the link between individual benefits and benefits for the group.

They argue that when achieving critical mass of users, collective goods of
groups are limited, thus interest can not be maintained longer than the limited
(collective) resource allows for. In the case of online communities, the collective
goods are not limited, theoretically allowing for an infinite increase in users.
However, without users motivated in contributing, interest will decrease and
critical mass will lose momentum and ultimately decelerate. In their work, three
different types of production functions are identified: Accelerating, decelerating
and linear functions (see Figure 2). The idea behind accelerating production
functions is that each contribution is worth more than its preceding one. In a
decelerating production function the opposite would be the case, resulting in
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each succeeding contribution to be worth less than the preceding one. Until to-
day it is still mostly unclear what these production functions look like for online
communities and online production systems. Depending on the investigated or
desired point of view, different aspects of these communities and online pro-
duction systems can be used to calculate production functions. According to
Solomon and Wash [15] it is still unclear which features of an online commu-
nity characterize critical mass. One approximation they used was the activity
and number of users for calculating and predicting critical mass in traditional
WikiProjects. The authors argue that activity, for online production systems,
after certain amounts of time is the best indicator of a self-sustaining system.
In this work, we will adopt the same approach to characterizing critical mass
for Semantic MediaWikis. Having an accelerating production function for the
number of registered users and activity would indicate that users are interested
in the collective good (e.g., the WikiProject) but also contribute to it (measured
through activity). Achieving accelerating production functions for both of these
factors critically promotes achieving critical mass. Once accelerating functions
are reached, critical mass is likelier to follow, as interest (and pay-off) increases
and user contributions rise, until the maximum potential of a system is reached.

The analysis of Oliver and colleagues [9] also highlights that different pro-
duction functions can lead to very different outcomes in similar situations. For
example, given an accelerating production function, users who contribute to a
system are likely to find their potential contribution “profitable”, as each sub-
sequent contribution increases the value of their own contribution. Naturally,
this increases the incentive to make larger contributions to begin with. Given a
deceleration production function, users would not immediately see the benefit
of large contributions, given that each subsequent contribution is increasing the
overall value less, while more effort, in the form of larger contributions, is needed
to turn a decelerating production function into an accelerating one.

Raban et al. [13] investigated factors that allow for a prediction of survival
rates for IRC channels and characterized the production function of these chat
channels as the best-fitting function for the curve that is generated when plotting
the number of unique users versus the number of messages posted at certain
(ascending) points in time.

Cheng and Bernstein [2] have analyzed concepts of activation thresholds,
which resemble features that, when achieved, can help to reach and sustain self-
sustainability. They created an online platform that allow groups to pitch ideas,
which only will be activated if enough people commit to it.

Recently, Ribeiro [14] conducted an analysis of the daily number of active
users that visit specific websites, fitting a dynamic model that allows to predict if
a website has reached self-sustainability, defined through the shape of the curve of
the daily number of active users over time. He uses two constants α and β, where
α represents the constant rate of active members influencing inactive members to
become active. β describes the rate of an active member spontaneously becoming
inactive. Whenever β

α ≥ 1 a website is unsustainable and without intervention

the daily number of active users will converge to zero. If β
α < 1 and the number
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of daily active users is initially higher than the asymptotic one, a website is
categorized as self-sustaining.

2.2 Collaborative Ontology Engineering

The Semantic Web community has developed a number of tools aimed at sup-
porting the collaborative development of ontologies. For example, Semantic Me-
diaWikis [7] and some of its derivatives, such as OntoWiki and Moki [1, 4], add
semantic, ontology modeling and collaborative features to traditional MediaWiki
systems. In particular, OntoWiki represents a semantically enriched Wiki that
supports collaborative ontology engineering, focussing on the acquisition of in-
stance data and not the ontology or schema itself. MoKi is another collaborative
tool that is implemented as an extension of a MediaWiki, which has already
been deployed in a number of real world use cases.

Gil et al. [5,6] empirically analyzed different aspects of 230 different instances
of Semantic MediaWikis, with a focus on the evolution of semantic features,
such as properties and concepts. Among other things, they found out that in
the investigated Semantic MediaWiki instances, categories were still much more
popular than concepts. However, structured properties were used by all Wikis
with a total of 50 instances exhibiting > 100 defined properties.

Protégé, and its extensions for collaborative development, such as WebProtégé
[18] and iCAT [17], are prominent stand-alone tools that are used by a large com-
munity worldwide to develop ontologies in a variety of different projects.

To learn more about the nature of the engineering processes that occur when
collaboratively developing an ontology, Pöschko, Walk and colleagues [12, 19]
have created PragmatiX, a web-based tool to visualize and analyze a collabora-
tively engineered ontology.

Falconer et al. [3] investigated the change-logs of collaborative ontology-
engineering projects, showing that users exhibit specific roles, which can be
used to group and classify users, when contributing to the ontology. Walk et
al. [20] applied Markov chains on the structured logs of changes of five collabo-
rative ontology-engineering projects to extract sequential patterns. Pesquita and
Couto [11] analyzed if the location and specific structural features can be used to
determine if and where the next change is going to occur in a large biomedical
ontology. Strohmaier et al. [16] investigated the hidden social dynamics when
collaboratively developing an ontology providing new metrics to quantify vari-
ous aspects to characterize collaborative engineering processes. Wang et al. [21]
used association-rule mining to analyze user editing patterns in collaborative
ontology-engineering projects.

3 Materials & Methods

We first characterize activity and community growth of our collected Seman-
tic MediaWiki instances by applying principles of critical mass theory. We then
continue our analysis and investigate if activity and community growth are good
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predictors for determining the number of changes and users of Semantic Medi-
aWikis at certain points in time. We comparing our results to what has been
uncovered by Solomon and Wash [15] for WikiProjects, investigating if the num-
ber of users in the beginning stages of Semantic MediaWiki projects does play
an important role for predicting activity and community growth. To study these
effects in Semantic MediaWiki communities, we have crawled a total of 79 Se-
mantic MediaWiki instances, which were all publicly available at the time of
writing with the exception of three Wikis789 that have already been taken of-
fline.

3.1 Semantic MediaWiki Datasets

The datasets used for the analyses in this paper are all randomly selected from
different domains and vary in multiple aspects. Due to limitations in space we
provide a summary of descriptive statistics for the entirety of our 79 Semantic
MediaWikis10 in Table 1. The number of users ranges from 1 to 85 users for
our crawled Semantic MediaWiki instances with a mean of 6.7 unique users
and a median of 2 users contributing to the different Wiki instances within the
first month of its existence. Similar observations can be made for activity in
Semantic MediaWiki communities. Initially we started our analysis with a little
over 110 instances. However, due to restrictions necessary for our analyses we
had to remove all Wikis with an observable lifespan of < 2 years, explaining the

7 http://artfriendsgroup.com
8 http://www.awaycity.com/wiki
9 http://enlloc.net/hkp/w

10 See http://www.simonwalk.at/wikis.html for a full list.

Table 1. Characteristics of the 79 datasets used for the prediction of activity and
community growth. Community growth, represented as the number of users that have
contributed at least 1 change, and activity, represented as the number of changes, are
listed as average accumulated numbers over all Semantic MediaWiki instances after 1,
6, 12 and 24 months, as well as at the end of each project. Furthermore, we included
the minimum (Min), median, maximum (Max) and standard deviation (SD) for each
period. The differences between the Semantic MediaWikis are especially visible when
looking at the standard deviation for activity and users during the first 2 years and at
the end of our observation periods.

Number of Timespan Min Mean Median Max SD

Changes
(Activity)

after 1 month 1 631.42 37 8, 796 1, 678.79
after 6 months 1 2, 840.91 904 63, 547 7, 622.06
after 12 months 1 4, 427.04 1, 583 90, 345 10, 871.3
after 24 months 1 10, 595.18 4, 694 159, 502 21, 264.96

at end 459 41, 338.49 11, 534 310, 933 68, 225.41

Users
(Number of Users)

after 1 month 1 6.7 2 85 13.09
after 6 months 1 70.71 9 2, 172 287.02
after 12 months 1 102.35 23 2, 203 296.25
after 24 months 1 184.23 49 2, 204 365.82

at end 3 779.44 194 17, 327 2, 079.41

Duration Weeks 113 291.44 295 541 110.08
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Fig. 1. Activity and Users per Semantic MediaWiki: The x-axes in both plots
depict time in weeks, while the y-axes depict the accumulated amount of activity
(represented as number of changes) and users during each corresponding week (log-
scale). Each line represents one of the 79 Semantic MediaWiki instances. In both plots
the differences in duration (x-axes), activity as well as number of users (y-axes) are
visible.

minimum duration of 113 weeks. After removing all instances that did not meet
the two year requirement we ended up with a total of 79 Semantic MediaWiki
communities to investigate.

We have aggregated and accumulated activity and the number of users for
each week from the inception of each Semantic MediaWiki until the date of
the last observed change. The duration (observation period) of a Semantic Me-
diaWiki instance starts with the first, and ends with the last change in our
datasets. Figure 1(a) depicts this accumulated activity per week for every Se-
mantic MediaWiki used in our analyses. Analogously, the accumulated number
of users per week for every Wiki instance in our dataset is shown in Figure 1(b).
The plots highlight the differences in observation lengths (x-axes), intensity of
activity as well as number of users (y-axes, log-scale). Note that the number of
users refers to all users that have contributed at least a single change. Anonymous
users are represented by their ip address and are not filtered. These differences
are also indicating that finding features that are suitable for fitting a general
model to predict future information for Semantic MediaWiki communities is a
difficult task.

3.2 Critical Mass Theory

We gathered the accumulated number of revisions and unique users after 1,
6, 12 and 24 months to determine the corresponding production functions for
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Fig. 2. Types of Production Functions: The x-axes in all three plots depict the
time in weeks up to two years, while the y-axes depict the accumulated amount of
activity during each corresponding week. The lines in each plot represent the best
fitted linear or quadratic function for the observed data (circles).

each Semantic MediaWiki. As depicted in Figure 2, we plotted the accumulated
number of users and activity versus elapsed weeks (one data point per week) and
fitted a linear and squared function. As described in Solomon and Wash [15],
if the squared function is not statistically significantly different from the linear
function, the production function was classified as linear. If the difference is
significant, depending on the priors of the second coefficient, representing the
slope of the curve, we classified the production function as accelerating (positive
coefficient) or decelerating (negative coefficient).

3.3 Activity & User Diversity Prediction

To determine if and to what extent features of Semantic MediaWiki communi-
ties are usable to determine the overall amount of activity and number of users
after two years, we fit multiple regression models to the extracted activity and
user data. To avoid any bias from differing overall timespans we use fixed time-
intervals (1, 6 and 12 months) for extracting the input data for our regression
models. Thus, we collected the accumulated amount of activity and users per
week for each Semantic MediaWiki instance after 1, 6, 12 months to predict
activity and the number of users after 24 months. Given that the extracted ac-
tivity and number of users data from our 79 Semantic MediaWiki instances is
over-dispersed, meaning that the variances are greater than the means (see Ta-
ble 1), and the distribution of our extracted Semantic MediaWiki values resemble
a negative binomial distribution, we can not use a standard logistic regression
approach. Instead, we apply Negative Binomial Regression, which is used with
count data that can not be smaller than 0 and follows a negative binomial dis-
tribution, on our datasets.

For each dependent variable, we are going to fit three negative binomial
regression models, each using input data (activity and number of user) from
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Fig. 4. The Growth Coefficient Distribution: This plot depicts the distribution
of growth coefficients for our Semantic MediaWiki instances after after two years.
The y-axis depicts the value of the number of users growth coefficients and the x-
axis depicts the value of the activity growth coefficients. Each circle represents a Se-
mantic MediaWiki instance with both production functions being significantly differ-
ent (p-value < 0.01) from linear growth (e.g., http://aardnoot.nl/). Triangles (e.g.,
http://biocore.crg.cat/wiki) and crosses (e.g., http://lsj.translatum.gr) represent in-
stances where only either the activity or user-based production function is significantly
different from a linear function.

activity growth. As can be seen in the histograms, the values of the growth co-
efficients are equally scattered around positive and negative values. The larger
the growth coefficient, the steeper the slope of the resulting production func-
tion. We calculated a Pearson correlation coefficient between (significant) user
and activity-based growth coefficients of 0.75, indicating that critical mass for
Semantic MediaWiki communities is constituted by an immanent correlation of
the number of users and activity.

The median R2 values for the fitted functions of activity and number of users
at the different points in time range from 0.83 and 0.78 for the activity and user-
based production functions in the first month to a R2 of 0.95 for both after 2
years. These observed R2 values represent a (rather) good fit, which also becomes
more evident when looking at the sample fits in Figure 2 and the median R2

values with input data from inception until year one.
To further characterize our investigated Semantic MediaWiki instances we

have plotted the user diversity and activity growth coefficients extracted from
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Fig. 5. Transition Probabilities of Production Functions: Figure 5 depicts the
transition probabilities (darker means higher probability) between the different pro-
duction function shapes of a fitted Markov chain model of first order for all Semantic
MediaWikis. Each row in the depicted transition matrix corresponds to one type of pro-
duction function (linear, decelerating or accelerating). The sum of each row is 1. The
plot is always read from row to column, indicated by the axes label From Production
Function and To Production Function. A histogram, highlighting the total occurrences
of the different production functions, is depicted on top of the transition matrix.

the previously fitted production function models, using the accumulated num-
ber of users and changes from inception until the second year, for each Wiki
individually. Figure 4 allows us to plot the different growth coefficients for all 79
Semantic MediaWiki instances, including information about the “intensity” of
the observed slopes. Circles represent Semantic MediaWiki instances where both
production functions were significantly different from a linear function. Triangles
depict Semantic MediaWiki instances with significant activity-based production
functions and linear user-based production functions. The crosses follow anal-
ogously to the triangles. This means that circles in the top right quadrant are
Semantic MediaWiki communities that have an accelerating activity and user
diversity production function. We can also see that Semantic MediaWikis have
a tendency to exhibit the same production function for activity and user diver-
sity, evident in the number of circles in the upper right and lower left quadrant
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of Figure 4. To strengthen our observation we calculated a Pearson correlation
coefficient of 0.75 for the different (significant) growth coefficient distributions.
Thus, critical mass might be a mixture of the number of users and activity. We
have trained a (first-order) Markov chain model, using the chronologically or-
dered sequences of extracted production functions after 1, 6, 12 and 24 months as
input, to analyze whether Semantic MediaWiki communities frequently switch
between production functions. For the user-based transition matrix (Figure 5(b))
accelerating and decelerating production functions tend to stay accelerating and
decelerating. Linear production functions have a higher tendency to either switch
to accelerating or stay linear, than become decelerating. The activity-based pro-
duction functions (Figure 5(a)) exhibit very strong tendencies to stay at the
same state (accelerating and decelerating). If a linear production function was
determined for a Wiki, it is similarly likely to continue to exhibit a linear ac-
tivity production function or switch to an accelerating production function, and
is most likely to switch to a decelerating production function. In general, Se-
mantic MediaWikis exhibit a high tendency to stick with their decelerating and
accelerating production functions.

For managers of Semantic MediaWikis, this would mean that they would
have to monitor both production functions and take action if already one of
them is showing first signs of deceleration.

4.2 Factors that drive activity and user diversity

Given the observations made with critical mass theory in Section 4.1 we fitted 6
negative binomial regression models to predict the number of user and activity
after two years, using the gathered input data from 1, 6 and 12 months. This
method allows us to analyze if activity (and the number of user) after 2 years can
best be explained by activity and/or the number of users of preceding points in
time. The models are described in more detail in Tables 2 and 3. The goodness
of fit for both models is described by the Akaike Information Criterion (AIC)
and allows for relative comparisons between the different models. The closer the
data that was used for fitting the models is to the target prediction time of two
years, the better the model fits the data, evident in (minimally) decreasing AIC
values.

When using negative binomial regression to predict the amount of activity
after two years in Semantic MediaWikis communities the models show statis-
tically significant effects for activity in all three models (1, 6 and 12 months)
on the amount of activity after two years, when holding the number of users
constant. When using the model fitted with data after 12 months to predict the
activity in a Semantic MediaWiki community (see Table 2) with 500 and 600
users, with an activity of 10, 000 changes, we would expect to have 12, 412 and
12, 342 changes after two years respectively. The fitted model is clearly showing
that more users, in the case of our observed Semantic MediaWiki communities,
do not automatically mean an increase in activity after two years, which is in
contradiction to our intuition after looking at the growth coefficients from the
critical mass theory results.
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Analogously, when holding activity on a constant level and predicting the
number of unique users (or user diversity) after two years in Semantic Medi-
aWikis (see Table 3), the amount of users already present after 1, 6 and 12
months is showing statistically significant effects on the number of users after
two years. After 12 months we can determine statistical significance for activity
and the (negative) interaction term as well. Similarly, when predicting the num-
ber of users in our Semantic MediaWiki communities after two years, using the
fitted model after 12 months with 10, 000 and 11, 000 performed changes and 50
users, we would expect to have 99 and 101 users after two years. In contrast to
the previous prediction we can observe the positive (and statistically significant
for p < 0.05) influence of activity on the number of users after 2 years.

This actually means that, with a general model for Semantic MediaWiki
communities, activity after two years can be predicted by looking at the activity
after 1, 6 and 12 months. The number of users is not significant and, at least in
our fitted model, has a negative impact on activity. This would mean (according

Table 2. Predicting Activity: The table depicts the configuration and results for
the negative binomial regression model used to predict activity after two years. Input
data for the models was the accumulated activity, unique users and an interaction term
for both variables after 1, 6 and 12 months.

Activity After 2 Years
Value Std. Err (Coeff) Std. Err. θ AIC

1 month
# Revisions 0.0004399** 0.000124

0.066 0.4977 1, 582.4# Users not sign. not sign.
Revisions:Users not sign. not sign.

6 months
# Revisions 0.00008919** 0.00002084

0.0743 0.5577 1, 569.4# Users not sign. not sign.
Revisions:Users not sign. not sign.

12 months
# Revisions 0.00009944** 0.00001445

0.0827 0.6145 1, 558.6# Users not sign. not sign.
Revisions:Users not sign. not sign.

*p < 0.05; **p < 0.001

Table 3. Predicting Users: The table depicts the configuration and results for the
negative binomial regression model used to predict the number of users after two years.
Analogously to the negative binomial regression model used to predict activity after
2 years, we have accumulated the number of users and activity for each Semantic
MediaWiki after 1, 6 and 12 months and used this data (including an interaction
term), as input for the listed regression models.

Users After 2 Years
Value Std. Err (Coeff) Std. Err. θ AIC

1 month
# Revisions not sign. not sign.

0.0688 0.5159 947.56# Users 0.05386** 0.01839
Revisions:Users not sign. not sign.

6 months
# Revisions not sign. not sign.

0.0892 0.6501 922.18# Users 0.009738** 0.001258
Revisions:Users −0.0000004807** 0.0000001128

12 months
# Revisions 0.00003025* 0.00001309

0.105 0.751 907.01# Users 0.006745** 0.001002
Revisions:Users −0.0000001848* 0.00000008617

*p < 0.05; **p < 0.001
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to our model) that administrators and managers of Semantic MediaWikis should
try to get as much content as possible, as soon as possible into their Wikis to
ensure later activity. Critical mass for activity at later stages in a Semantic
MediaWiki solely depends on activity in the beginning of a Wiki.

To predict the number of user after 2 years, the number of users after 1,
6 and 12 months are a significant factor. From month 1 to month 12 we can
also observe a significance for the interaction term, which further increases in
significance until activity becomes significant for the prediction at month 12.
For increasing the number of users in a Semantic MediaWiki community, both,
the number of users and activity (after a year) have to exhibit a positive (and
significant) influence.

5 Conclusions & Future Work

The main contribution of this work is the characterization of activity and number
of users using approaches of critical mass theory to gauge the viability of Seman-
tic MediaWiki communities. We have studied 79 Semantic MediaWiki projects
and their respective production functions over time. In addition, we have fitted
negative binomial regression models to predict activity and the number of users
after two years. Our approach is not specific to the projects under investiga-
tion but can be applied to other (Semantic) MediaWiki projects or collaborative
online production systems at scale. In summary, we have found the following:

Semantic MediaWikis exhibit a wide range of evolving production
functions: We have shown that the majority of observed Semantic MediaWikis
start off with linearly growing activity and numbers of users. This changes within
the first 6 to 12 months, which also apparently marks the timeframe where
“something” determines if a Wiki will exhibit accelerating, decelerating or linear
production functions after two years. At this point we leave it up to future work
to further investigate, analyze and determine these influential factors.

Semantic MediaWikis suffer decaying information system lifecy-
cles: The results obtained from the critical mass analysis, as well as the pre-
diction experiment suggest that Semantic MediaWikis are prone to suffer from
the vicious circles of decaying information systems. Meaning that Semantic Me-
diaWiki instances that exhibit a decelerating production function (user and/or
activity-based) are very likely to keep this decelerating production function, re-
sulting in either less active users or lesser activity, which in turn triggers again
less activity or less active users.

Successful Semantic MediaWiki communities start small: Our anal-
ysis suggests that the more content is produced by as few users as early as
possible, the likelier it is for (our observed) Semantic MediaWikis to reach crit-
ical mass and exhibit the highest amount of activity after two years. This also
means that the higher the number of users that contribute to a Wiki early on,
the lower the amount of activity after two years is going to be. Surprisingly, after
12 months, the amount of activity becomes (positively) significant for the total
number of users after 2 years. This indicates that after a certain amount of time
(12 months), to attract more users, high activity in a Semantic MediaWiki has
a positive effect.
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One hypothesis to explain our observations could be that small groups around
structured data projects are usually much more focused and devoted, as they
need more background knowledge to contribute. However, this could imply that
they do not necessarily need to reach critical mass for the number of users,
but rather only in terms of activity, as their interest in creating a structured
knowledge base already outweighs the efforts of contributing.

Summarizing, we believe that the work presented in this paper represents
an important first step towards a better understanding of the factors that drive
Semantic MediaWiki communities and their evolution. While our analysis has
been initially performed on 79 Semantic MediaWikis and has been limited to
user growth and activity, our method can be applied on a wider scale. Future
work might focus on investigating additional instances, semantic properties, the
evolution of the underlying knowledge base, different kinds of communities and
types of Semantic MediaWikis with different motivations and interests, struc-
tural properties or additional dimensions of activity, such as passive usage logs
(where visits are studied in addition to edits) or different kinds of activities and
specific non-trivial phenomena, such as “edit wars”, as well as other log data to
expand our understanding of social and community dynamics in such systems.
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Abstract. With the rise of social networking sites user information is becoming 
increasingly complex and sophisticated. The needs, behaviours and preferences 
of users are dynamically changing, depending on their background knowledge, 
their current task, and many other parameters. Existing ontology models capture 
demographic information as well as the users’ activities and interactions in 
online communities. These vocabularies represent the raw data, but actionable 
knowledge comes from filtering these data, selecting useful features, and 
mining the resulting information to uncover the most salient preferences, 
behaviours and needs of the users. In this paper we propose reusing and re-
engineering ontological resources to provide a broader representation of users 
and the dynamics that emerge from the virtual social environments in which 
they participate. 

Keywords: Semantic Web, Social Web, User Profile 

1  Introduction 

It is crucial for service providers to adequately understand the needs, preferences and 
behaviours of their users to ensure that their services are delivered to the right people 
at the right time. However, achieving such understanding of the user, based on a wide 
range of inter-dependent attributes and implicit information, is a complex research 
task. The user’s current situation, past history and social environment need to be 
combined and integrated. Data about the time and activity of users should be linked 
with the users’ past information to understand their current situation; previous 
activities and interactions should be taken into account to interpret and fully 
understand this situation; relations with other people and other user behaviour in 
similar contexts should be also considered and captured.  

With the emergence of the Social Web and social networking sites such as 
Facebook, Twitter, Google+ and YouTube, a vast amount of personal information is 
created on a daily basis. The scale of this personal and social context data has a huge 
potential to improve the coverage of user modelling approaches and enhance the 
effectiveness of adaptive systems.  

35



Multiple efforts have emerged from the Semantic Web (SW) community to target 
this problem. Vocabularies in standard representation formats, such as RDF and 
OWL, have been developed, to model users and their social context. Examples of 
these vocabularies include FOAF – Friend of a Friend [6] and extensions like the 
Relationship Vocabulary [17], SIOC [2;9], OPO – Online Presence Ontology [15], or 
MOAT – Meaning of a Tag [7]. While these ontologies do indeed capture user inter-
actions within online communities, they do not model more dynamic user aspects 
such as behavioural evolution within the community. The aforementioned 
vocabularies represent the raw data, but actionable knowledge comes from filtering 
the vocabularies, selecting useful features, and mining the profile data to uncover the 
most salient preferences, behaviours and needs of the users.  

In this paper we present a user profile model that goes beyond capturing raw data 
from user activities and interactions to capture the interpretation of these data within 
particular contexts. To generate this user profile model, we reuse existing ontological 
resources for modelling users and their social context, and extend this knowledge with 
well-known features extracted from current social media analysis methods [19, 32, 
33, 34, 35]. By modelling and storing these features we enable inferences to be made 
over a richer layer of data, allowing the dynamic learning of user preferences, needs 
and behaviours.  

To generate user profiles, we have followed the NeOn methodology [18], and its 
guidelines for reusing and re-engineering ontological resources. According to this 
methodology, three main steps should be followed: (1) select the most suitable 
ontological resources to be reused; (2) carry out the ontological resource re-
engineering process to modify the selected ontological resources, and (3) assess if the 
modified/new ontology fulfils the ontology requirement specification. The ontology 
requirement specification states why the ontology is being built, what its intended 
uses are, and which requirements the ontology should fulfil. 

The main use case for the presented user profile model is a collective awareness 
platform currently being built as part of DecarboNet (www.decarbonet.eu), a research 
project that aims to increase environmental awareness, trigger behavioural change and 
track the resulting information diffusion patterns across various social networks. The 
collective awareness platform of DecarboNet will consist of a knowledge co-creation 
environment embedded into an existing media analytics platform available at 
www.ecoresearch.net/climate [41], an upcoming social media application in the 
tradition of games with a purpose, and a portfolio of analytic services to identify 
patterns in both the structure of social networks as well as the content communicated 
between the nodes of these networks. The dynamic user and context models of 
DecarboNet will help to integrate the observable data flows across these components. 
They will enable analysts to capture the role of users in social innovation processes, 
assess their environmental knowledge and information seeking behaviour, and 
measure their engagement level within the DecarboNet community.  

The remainder of this paper is structured as follows: Section 2 presents the 
ontology requirements specification. Section 3 outlines the available ontological 
resources. Section 4 describes the re-engineering process and the proposed extensions 
and modifications to the selected ontological resources. Section 5 discusses the results 
and concludes the paper. 
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2  Requirements Specification 

The goal of systems that use personal data is to gain the capability to adapt aspects of 
their functionality or appearance to the preferences and needs of their users. To do so, 
the system must have an internal representation (i.e. a model/profile) of the user. 
Approaches that generate these user profiles generally distinguish among: (i) 
modelling – which information defines the user? (ii) representation – which formats 
and structures are used to represent the user profile? (iii) acquisition and update – 
how the previous identified information is acquired and evolves over time? 

In this paper we focus on the problem of user modelling. Standard semantic 
formats such as RDF and OWL have been selected to represent our proposed user 
profile. Regarding the problem of user profile acquisition and update, we provide a 
brief overview of how the proposed user profile is currently being acquired and 
updated. Table 1 presents the Ontology Requirements Specification for our proposed 
user model following the NeOn methodology [18]. This methodology proposes the 
development of a filling card, and more particularly, a set of competency questions to 
assess whether the ontology fulfils the requirements. The resulting filling card for our 
user profile ontology is displayed below:  

Table 1: Ontology Requirements Specification 

Purpose: The purpose of building the user profile ontology is to provide a reference model for 
capturing the dynamics of user profiles in online communities 

Scope: The scope of this ontology is the user in the context of online communities 

Implementation Language: The ontology is implemented in OWL 

Intended Users: The indented users of this ontology are adaptive systems or social media 
analysis modules. No human users are intended for this ontology 

Intended Uses:  
- To dynamically infer, for a user, her exhibited behaviour within a particular online 

community and moment in time 
- To dynamically infer, for a user, her needs within a particular online community and 

moment in time 
- To dynamically infer, for a user, her preferences within a particular online community and 

moment in time 
- To infer, for a user, her personality from her previous actions across online communities 

Ontology Requirements: 
(a) Non-Functional requirements: none 
(b) Functional requirements: defined by four main competency questions: 

- CQ1: What is the behaviour that user u adopts in the online community ocx  
during the time period t1-t2? 

- CQ2: What are the needs of user u in the online community ocx  
during the time period t1-t2? 

- CQ3: What are the preferences of user u in the online community ocx  
during the time period t1-t2? 

- CQ4: What is the personality of user u? 

User Profile Modeling in Online Communities
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As we can see in this filling card, the intended use of the ontology is to be able to 
infer, the behaviour, needs, personality and preferences of the user within a particular 
online community and moment in time. These concepts are discussed in detail in 
Section 4. User profiling based on the presented ontology and concepts aims to fulfil 
the Decarbonet requirements by enabling a structured analysis of behaviour patterns. 
Detecting user types (e.g. those likely to change their behaviours as a result of a 
specific intervention strategy) and updating dynamic user models on-the-fly will be 
used by the DecarboNet platform to guide data acquisition and filtering processes, 
form ad-hoc communities based on shared interests, devise effective engagement 
strategies, and provide tailored information services for citizens. 

3  Ontology Selection 

In this section we explore the ontologies developed so far to semantically model users 
particularly, in the context of online communities:  

 
 
Fig. 1: Existing ontologies capturing the different user profile aspects in the context of 

online communities.  
As we can see in Fig. 1 our proposed user profile model aims to capture multiple 

aspects of the user and the online communities in which she participates. Among the 
aspects that the model aims to capture for the user we can highlight static elements, 
such as her demographic characteristics; but also more complex and dynamic 
elements, such as her needs, her behaviour, her personality and her topic (domain-
specific) preferences. These aspects are inferred from the actions and interactions of 
the user within an online community. The online community provides information not 
only about the social network of the user (the people she interacts with) but also about 
the content she produces. Among the ontologies that aim to capture user information 
within the context of online communities we can highlight:  

FOAF, the Friend Of A Friend vocabulary [6] describes people, their properties 
such as name, homepage, etc., and the social connections of different users by means 
of the foaf:knows relationship. This property allows people to be linked to one 
another across social web platforms.  

User Profile Modeling in Online Communities

38



The Schema.org vocabularies, [10] agreed among the major search engine 
providers (Google, Bing, Yahoo! and Yandex), are able to capture the knowledge 
about people and their social networks. They provide a collection of tags to define 
item types (Person, Place, Organisation, Review, Event, etc.) and social relations 
(knows, colleague, children, parent, sibling, relatedTo. etc.).  

Microformats [11] provide vocabularies to describe people as well as their social 
connections. The hCard micro format [12] represents people and their attributes such 
as given name, family name, URL, email, etc. The XFN microformat [13] captures 
users’ social networks by representing the relations between people via the ’rel’ 
attribute (e.g., <a href="http://jeff.example.org" rel="friend met">).  

Semantic Social Networks Analysis [14] (SemSNA) provides an understanding of 
the structure of networks, including richer representations of social links: cyclic path, 
directed path, betweenness, centrality, etc.  

The Online Presence Ontology (OPO)[15] models the online presence of users. It 
proposes classes to describe the findability, noticeability or online status of users as 
well as their actions (working on a project, reading, listening, etc.) 

The SIOC (Semantically Interlinked Online Communities) ontology [9], originally 
designed to capture the knowledge of discussion boards, models not only users and 
social interactions, as in previously mentioned works, but also content, and the reply-
chain in which this content has originated. This ontology is based on, and reuses 
classes and relations from, several well-known ontologies such as the Friend Of A 
Friend (FOAF) vocabulary [6] and Dublin Core Metadata Terms (dcterms). [16]  

Other works have also attempted to reuse some of these vocabularies to provide 
community-focused descriptions. One of these examples is the Facebook Open Graph 
Protocol, which can model and interlink users and objects within the Facebook social 
network. As opposed to this model, SIOC is not tailored to any particular social 
networking platform.  

To the best our knowledge, SIOC is the most complete and generic ontology 
developed to date to capture the knowledge of online communities. It does not only 
capture knowledge about users and their social interactions, as Microformats or 
FOAF do, but it also captures knowledge about the content and the content generation 
process. Additionally, as opposed to the Facebook Open Graph Protocol, its purpose 
is more generic and has not been designed with a particular online community in 
mind, building a crucial base for data integration and unification across different 
online communities. Giving its popularity and adoption, SIOC is selected as the base 
of our proposed user model. 

In addition to the previously presented ontologies, which capture demographic 
information about the users, as well as their actions and interactions within online 
communities; we have surveyed ontologies aiming to capture more complex user 
aspects. Capturing users’ behaviour, personality, needs, or preferences can enable 
systems to provide better adaptations of their functionality or appearance.  

While multiple ontologies can be found in the literature that aim to capture the 
domain or topic preferences of users for personalisation and recommendation [22, 36, 
37], very few ontologies have been proposed to capture the behaviour or users, their 
needs or their personality.  

Regarding behaviour modelling we can highlight the works of Ankolear et al. [38] 
and Rowe et al. [19]. Ankolear et al. [38] describe user roles in problem-solving 
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communities: bug fixer, bug reporter, contributor, developer, etc. While this work is 
focused on a specific type of online communities, Rowe et al. [19] propose a more 
generic model, the Open University Behaviour Ontology (OUBO); able to capture 
different user roles for online communities with different focuses.  

Regarding user needs interpretation in the context of online communities, current 
research has focused on capturing user needs by: (i) applying well-known social 
theories such as Maslow’s pyramid of needs or the self-determination theory to the 
world of online communities [27, 28, 29] or, (ii) explicitly asking users about their 
needs via questionnaires [30, 31]. The Semantic Web User Model (SWUM) [39] 
captures some of these user needs, as well as elements of the behaviour and 
personality of users.  

Regarding the interpretation and understanding of users’ personality in the context 
of online communities, current research has also focused on applying well-known 
social theories, such as the big-five personality traits [32, 33, 34]. The Personality 
Assessment Ontology (PAO) [40] captures this personality theory. Other ontologies 
like SWUM capture personality in the form of user characteristics such as “kind”, 
“warm”, “calm”. While ontological models like SWUM capture needs and 
preferences of the users, they do not consider the dynamics of these user aspects. E.g., 
a user may exhibit different needs in different online communities or at different 
points in time. User’s behaviours, needs and preferences are dynamic aspects and 
should be captured in context. 

4  Dynamic User and Context Modelling 

As we have seen in our previous section, existing vocabularies, either (i) capture raw 
data about the user and her social environment, but do not model more complex and 
dynamic aspects of the user (needs, personality, preferences, etc.) or (ii) they model 
more complex aspects of the user but they just capture a snapshot, from which the 
evolution over time, or in different communities, cannot be inferred. Our proposed 
user model aims to address these issues by reusing and extending some of the 
previously presented vocabularies.  

4.1  Modelling User Actions and Interactions in Online Communities 

To capture data about the user and her actions within online communities we have 
chosen SIOC as the base of our user profile model. SIOC makes use of the class 
sioc:UserAccount. This class reuses properties from other vocabularies, such as: 
sioc:name, which captures the name of the user, dc:created, which captures the time 
and date the user account was created, sioc:creator_of, which links the user to the 
content she generates or foaf:knows, which links the user with her social network.  

To model the content creation process and the interaction of the user with other 
community members SIOC makes use of classes such as sioc:Container, sioc:Thread 
and sioc:Post. The class sioc:Post has the property sioc:has_creator that links the 
post with a particular user account. This class also has the property sioc:hasParent, 
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that links the Post with a particular Thread. The properties sioc:reply_of and 
sioc:has_reply, link the post to other posts, and the properties sioc:content and 
sioc:created capture the text of the content and the date/time it was posted. The class 
sioc:Thread is also linked to a particular sioc:Container (forum, blog, etc.) by the 
property sioc:has_parent. By reusing the SIOC classes and properties our model 
captures demographic information about the user as well as her actions within online 
communities (when the user posts a message, when she replies, etc.)  

4.2  Modelling User Context 

There are two types of context we wish to define to capture user dynamics and 
evolution: location and time. For the former we can use SIOC classes such as 
sioc:Forum, sioc:Community, etc., to represent the social virtual environment where 
the user, defined as an instance of sioc:UserAccount, is participating. To model time 
we reuse the class oubo:TimeFrame from the OUBO ontology [19]. The class 
oubo:TimeFrame defines a given time period in which users’ features (see Section 
4.3) are computed. We combine the temporal and location context aspects into a 
single context instance using the class social-reality:C. The class social-reality:C is 
reused from Hoekstra’s work [20] and is used to represent a higher-level notion of 
context that can be used to include additional contextual information, apart from 
location and time.  

4.3  Modelling User Behaviour 

To capture and infer user behaviour, we propose an extension of the OUBO ontology 
[19]. This ontology uses SPIN rules to infer the role (oubo:Role) that a user 
(sioc:UserAccount) has in a given context (social-reality:C). To infer the role that a 
user assumes (Leader, Follower, Broadcaster, etc. [19, 35]) we need to capture fine-
grained information about the user (user features). We propose to extend the OUBO 
ontology and to model user features under six different behavioural dimensions:  
• Popularity: the popularity of a user measures whether the user is being liked, 

admired, or supported by many people. 
• Engagement: the engagement of a user measures up to which level the user is 

committed to the community. 
• Initiation: the initiation of a user measures how much the user instigates 

discussions and asks questions. 
• Contribution: the contribution of a user measures the extent to which the user 

contributes or replies to threads initiated by other users. 
• Content Quality: The content quality of a user measures her level of expertise and 

how useful her posted content is for the topic under discussion. 
• Focus Dispersion: the focus dispersion of a user measures whether the user 

disperses his/her activity across many forums/sub communities/sub topics or 
concentrates his/her activity in a few forums/sub communities/sub topics. 

User behavioural features can be computed using a variety of metrics. Table 2 
presents some of the most common metrics used in the literature.  
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upo:UserDimension is associated with one or more upo:Metric by the relation 
upo:hasMeasureFunction.  

 

 
 

Fig. 2: Extensions proposed to capture the different behavioural dimensions 

To infer the different roles that a user adopts over time we apply semantic rules 
encoded using SPIN (e.g., if popularity=high and contribution=high then role=leader). 
For more details of the role extraction process the reader is referred to [19]. Note that 
using the notion of context, features, and SPIN rules the proposed ontology fulfils 
CQ1, i.e., it can infer the behaviour (role) that user u adopts in an online community 
ocx during a particular time period.  

4.4  Modelling User Preferences 

To capture and model user preferences semantically we build on our previous work 
and reuse parts of the MESH ontology [21]. This ontology has been used to model 
user preferences and has proven its effectiveness for personalisation and 
recommendation tasks [22]. Ontology concept-based preferences are more precise, 
and reduce the effect of the ambiguity caused by the use of keyword terms. For 
example, a preference stated as ”ProgrammingLanguage:java” (this reads as the 
instance Java for the Programming Language class) lets the system understand 
unambiguously the preference of the user does not refer to the pacific island. 
Additionally, the multiple relations modelled in ontologies and their inference 
capabilities allow the inference of underlying user interest. For instance if a user is 
interested in skiing, snowboarding and ice hockey it can be inferred, with a certain 
degree of confidence, that the user is globally interested in winter sports. 

To model user pferences we extend the class sioc:UserAccount with the properties 
mesh:semanticInterest and mesh:itemRatings. The property mesh:semanticInterest 
links the user with the class mesh:SemanticInterest. This class is modelled as a vector 
of mesh:WeightedConcept that represent the preferences of the user in terms of 
semantic concepts. A mesh:WeightedConcept class is represented by three main 
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properties mesh:concept, that captures the conceptual preference of the user, 
mesh:weight, that represents the preference score for that particular concept and 
mesh:timestamp, that represents the moment in time in which the user expressed 
interest for that particular concept.  

To populate the preferences of our user profile model we make use of existing 
semantic annotators that are able to extract the subset of concepts expressed by the 
users in their posts. At the moment we make use of TextRazor to extract these 
concepts [23] but other systems, such as Alchemi API [24] or DBPediaSpotlight [25] 
could also be used. Note that TextRazor extracts concepts from DBPedia and 
FreeBase, to our knowledge, two of the most complete knowledge bases up to date 
Note that concepts with a confidence score lower than 3, in a scale from 0.5-10, are 
discarded. The preference level of the user for the concept is based on a sentiment 
analysis of the content. The SentiCircles sentiment analysis approach is used to 
compute the sentiment of the extracted concepts [26].  

 
Fig. 3: Reused classes and properties of the MESH ontology to model preferences 

In addition to the modelling of concept-based user preferences we also capture 
preferences in terms of ratings. In certain online communities users can provide 
ratings to express their preference for other users or for certain content. Preferences in 
terms of ratings are modelled with the class mesh:ItemRatings. This class is linked to 
a sioc:UserAccount via the property mesh:itemRatings. The class mesh:ItemRatings is 
a vector of meshItemRating. This class, which represents a rating score is modelled 
using four main properties: mesh:ratingCriterium, which represents the 
criterion/method used to rate the items (score, stars, etc.); mesh:ratingValue, which 
represents the value assigned by the user, mesh:ratedItem, which represents the item 
for which a preference has been established, and mesh:timestamp, which represents 
the moment in time in which the user rated that particular item.  

As in the case of behaviour modelling, preferences are also dynamic, i.e., only 
certain user preferences should be consider in each particular context or sioc-
reality:C. To dynamically select user preferences we build on our previous approach 
[22]. More specifically, the selection of applicable preferences in a particular context 
sioc-reality:C is based on two main principles: 
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• If a concept keeps occurring along time, this concept is selected within the 
current context as a long-term preference of the user. 

• If a concept occurrence is very high on the recent short period, this concept 
can be selected in the current context as a short-term preference of the user.  

In our extension (see Fig. 4) we define the classes upo:LongTermPreferences and 
upo:ShortTermPreferences to capture long and short term preferences in a particular 
context, socialReality:C; and the classes upo:ConsistentFrequencySelection and 
upo:HighFrequencySelection to model the methods used to capture long and short 
term preferences respectively. Note that by modelling and applying these methods the 
ontology fulfils CQ2, i.e., it is able to infer the needs of user u in the online community 
ocx during a particular time period. 

 
Fig. 4 Extension of the MESH ontology to capture dynamic preferences 

4.5  Modelling User Needs 

Our approach towards modelling and inferring user needs is based on the principle 
that needs are mirrored to certain online actions. For example, the action of 
commenting or replying to a post reflects the user’s intention to help other users 
(altruistic need) as well as an aim to interact with other members of the community 
(socialisation need). In our model we aim to capture four main user needs that have 
been recurrently found in the literature [27, 28, 29, 30, 31]: 
• Information Need: when a user initiates a discussion he or she is reflecting an 

information need. Users under this need are focused on solving their problems 
with the help of the community. 

• Socialisation Need: when a user intentionally interacts with other users he 
reflects his need for socialisation.  

• Reputation need: the reputation can be reflected on the number of points 
(ratings/likes/favourites) or replies the user receives from the community. 

• Altruistic Need: the altruistic need, or need to help others, is reflected on the 
number of replies that a user provides to other people’s questions. Users with a 
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high altruistic need share their knowledge with the community and spend their 
time and expertise to benefit others. 

As in the case of user behaviour, several metrics can be used to represent needs 
(see Table 2). For example, the Information Need is linked with metrics such as:  
Thread-initiation ratio or Self-reply ratio. This last metric measures the number of 
replies given by user ui in reply to his/her own threads. It is an indication of how 
strongly a user pursues obtaining an answer from the community. The Socialisation 
Need is reflected in metrics such as out-degree, which measures the proportion of 
users that the user has contacted/reply to. The Reputation Need is reflected in metrics 
such as the average points/likes/favourites, received by other users. The Altruistic 
Need is reflected in metrics such as replies-count, which measures the total number of 
replies written by a user within the community. Note that our proposed model can be 
extended to capture different user needs and different associated metrics. As shown in 
Fig. 5 the class upo:UserNeed and its corresponding subclasses are used to capture 
the defined user needs. Associated metrics are modelled under the class upo:Metric, 
such as upo:SelfReplyRatio. Note that we have decided not to reuse classes of the 
SWUM ontology, since this ontology captures needs in terms of features not 
measurable in the context of online communities, e.g., “sexual intimacy”.  

To infer whether a user (sioc:UserAccount) presents one particular need in a given 
context (social-reality:C), we apply semantic rules encoded in SPIN (e.g., if 
upo:Thread-initiation=high and upo:SelfReplyRatio=high then 
upo:InformationNeed=high). By following the same approach as for computing user 
behaviour [19] the ontology fulfils CQ3, i.e., it can infer the needs that user u adopts 
in an online community ocx during a particular time period.  

 

 
Fig. 5: Extensions to capture UserNeeds. 
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4.5  Modelling Personality 

There is a body of research in online communities that has attempted to model and 
predict personality. These predictions are mainly based on the Big Five personality 
model [32, 33, 34], which defines personality in terms of five dimensions: 
• Openness to experience: openness indicates the degree of intellectual curiosity. 
• Consciousness: indicates a tendency to be organized and dependable. 
• Extroversion: indicates sociability and the tendency to seek stimulation in the 

company of others. 
• Agreeableness: indicates a tendency to be compassionate and cooperative. 
• Neuroticism: indicates a tendency to experience unpleasant emotions easily. 

To capture these personality dimensions, we reuse classes of the PAO ontology 
such as: pao:Personality, pao:PersonalityDimension, pao:Agreebleness, 
pao:Conscientiusness, pao:Extraversion and pao:Neuroticisim. Recent studies have 
shown that the previous personality dimensions are reflected, and can be predicted, 
with certain degree of accuracy, from the online actions of users within online 
communities [32, 33, 34]. Quercia et al. [32], for example, predict users’ personality 
in Twitter by using features such as “following”, “followers” and “listed counts”. 
These metrics are modelled in our profile as upo:OutDegree, upo:InDegree, 
upo:FocusDispersion. Note that research has consistently shown that people’s 
personality scores are stable over time [15]. Therefore, personality in our model is not 
considered in context. To infer the levels of personality dimensions for each user u we 
define SPIN rules that capture the prediction model defined by Quercia et al. [32], 
e.g., (if upo:OutDegree=high and opo:InDegree=high then pao:Extraversion=high). 
By defining these rules the proposed model fulfils CQ4, i.e., it can infer the 
personality of a particular user u.  

5  Discussion and Conclusions 

This paper presents a semantic approach to user profile modelling that goes beyond 
collecting raw data from user activities in online communities. This approach captures 
the interpretation of these data within particular contexts, enabling the inference of 
user needs, behaviour and preferences - over time and for different online 
communities. The generated ontology has been made available online [43]. 

To generate the proposed user profile model we have reused and extended existing 
ontological resources. Following the NeOn methodology [18], we have assessed the 
generated user profile model by using four competency questions (see Section 2). 
These questions ensure that, by using the information captured within the proposed 
user profile model, we can infer the needs, preferences and behaviours of users within 
particular online communities and time frames. Personality, on the other hand, it is 
the only aspect of the user that is not considered in the context model, since research 
has repeatedly shown that personality scores are stable over time [15]. 

The problem of user modelling and representation has been tackled by different 
research areas apart from the Semantic Web, including Information Retrieval [5], 
Recommender Systems [1], Adaptive Hypermedia [4] and Pervasive Computing [3]. 
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Researchers working in these areas has captured demographic features such as 
gender, age, nationality, etc.), and user context (e.g. social interactions, tasks, 
platforms, etc.). The representation of these data has evolved from traditional 
keyword-based representations (i.e. weighted feature vectors and weighted n-grams) 
to semantically enriched representations such as folksonomies, taxonomies and 
ontologies. Explicit (e.g. manual editing of user profiles or requesting documents that 
exemplify the user interests) and implicit (e.g. click-through data, opened documents, 
and browsing history) learning techniques have been used to capture this information. 

Using an ontology and semantics to tackle the problem of user modelling offers a 
number of advantages: (i) the ontology provides a generic, reusable and machine 
understandable model for representing the concepts and properties required for 
describing user activities and measuring their evolution; (ii) due to the reuse of well-
known vocabularies, our proposed user profile facilitates the integration of data from 
multiple social networking platforms; (iii) most importantly, the use of an ontology 
supports inferring mechanisms that can be used to calculate or derive user behaviour, 
needs, and preferences.  

Future work within the DecarboNet project will advance existing methods to digest 
and distil information about a user’s personal characteristics, opinions, and behaviour, 
encoded in user-generated content available from dynamic and heterogeneous 
evidence sources. Users will be able to inspect the user model and gain interactive 
means explore contextualised information spaces through tailored content services. 
This integrated and dynamic approach based on data across multiple systems and 
communities will help to better understand the emergence of collective awareness. 
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Abstract. There is a growing interest in holistic ontology engineering approaches
that involve multidisciplinary teams consisting of ontology engineers and domain
experts. For the latter, who often lack ontology engineering expertise, tools such
as Web forms, spreadsheet like templates or semantic wikis have been devel-
oped that hide or decrease the complexity of logical axiomatisation in expressive
ontology languages. This paper describes a prototype solution for an automatic
OWL ontology conversion to articles in Semantic Media Wiki system. Our im-
plemented prototype converts a branch of an ontology rooted at the user defined
class into Wiki articles and categories. The final result is defined by a template
expressed in the Wiki markup language. We describe tests on two domain ontolo-
gies with different characteristics: DMOP and DMRO. The tests show that our
solution can be used for fast bootstrapping of Semantic Media Wiki content from
OWL files.

1 Introduction

There is a growing interest in holistic ontology engineering approaches [1]. Those ap-
proaches use various ontological as well as non-ontological resources (such as thesauri,
lexica and relational DBs) [2, 3] . They also involve multidisciplinary teams consist-
ing of ontology engineers as well as non-conversant in ontology construction domain
experts. Whilst an active, direct involvement of the domain experts in the construction
of quality domain ontologies within the teams appears beneficial, there are barriers to
overcome for such involvement to be effective. Those are mostly related to the high
complexity of logic-based ontology modeling languages such as OWL1.

In order to remove the barriers, various tools have been developed that hide or
decrease the complexity of logical axiomatisation in expressive ontology languages.
Among these tools are Web forms [4], spreadsheet like templates [5] and semantic
wikis [6–9]. Recent works have shown that domain experts may be effectively involved
in using such tools for knowledge gathering stage of ontology development when the
core structure of the ontology is already established [5]. Recent works have also shown
that ontology modeling tools based on wikis can contribute to collaboration between
ontology engineering experts and domain experts [10].

The aim of this work is to deliver a solution for transformation of OWL files to
Semantic Media Wiki (SMW)2[6] content. By transformation we mean an automatic

1 http://www.w3.org/TR/owl2-overview/
2 http://semantic-mediawiki.org
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conversion of these files to Wiki articles and category pages. The final result is de-
fined by a template written in the Wiki markup language. The purpose is to bootstrap
a collaboration between ontology stakeholders & engineers and a wider community of
researchers in constructing a domain ontology once a core structure of the ontology is
established.

The rest of this paper is structured as follows. In Section 2 we discuss the work
related to ours. In Section 3, we present a solution for transforming OWL files to Se-
mantic Media Wiki content that is based on SPARQL and user defined Wiki templates.
In Section 4 we present a simple evaluation of the implemented solution with two on-
tologies: DMOP and DMRO. Section 5 contains the discussion, and in Section 6 we
conclude.

2 Related Work

In [11] an SMW extension consisting of a solution for transformation of ontological
knowledge was presented. The focus was on transforming instance data (ABox), where
the user could select a subset of instance assertions to import into SMW, and sim-
ple schema information. The more expressive ontology model was considered as an
external source of knowledge, providing constraints into the domain model stored in
the SMW installation. The paper discussed several use cases including coordinating a
project team within a company and bootstrapping the contents and vocabulary of the
semantic wiki of a conference system.

The Halo extension to SMW, contained in SMW+3, was developed in order to fa-
cilitate the use of Semantic Wikis for large communities of users and thus consisted of
a toolset for increasing the ease of use of SMW features. Among the tools, it provided
an import and export functionality for OWL ontologies. Currently, the Halo extension
is unmaintained.

MoKi [8] is a tool based on SMW that extends SMW by offering specific support
for enterprise modelling. It provides support for domain experts in modeling business
domains (domain ontologies) and simple processes (process models). MoKi offers a
functionality to upload in MoKi an existing domain ontology modeled in OWL. This
import functionality generates a MoKi page for each concept, property and individual
from the ontology. The templates for these ontology entities are automatically filled
based on the axioms modeled in the ontology such as, for example, is-a relation between
concepts, domain and range of properties, and individuals being members of concepts.

The author of [12] presents a solution based on OWL Wiki Forms (a Semantic
MediaWiki extensions that map Semantic Web ontologies to a Semantic Forms-based
semantic wiki) and Fresnel (an ontology for specifying browsing interfaces for Seman-
tic Web data). The solution consists of a mapping from any ontology to Fresnel style
data and from Fresnel data to form-based semantic wikis. A technique for automatic
generation of Fresnel lenses triples from given ontologies is presented, where the Fres-
nel lenses triples define a default target interface for data using those ontologies. It is
also possible for the user to define custom Fresnel that can cascade over the default
interface style, similarly as it is done in CSS.

3 http://semantic-mediawiki.org/wiki/Semantic_MediaWiki_Plus
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Fig. 1. Input and output of the proposed algorithm.

Our presented solution allows for a direct mapping from an ontology to user defined
Wiki templates. In such way, it allows for a direct transformation from arbitrary (user
selected) ontology entities to arbitrary Media Wiki form elements (taking into account
the distinction between OWL entity types).

3 Approach

3.1 Overview

Figure 1 illustrates the general idea of our approach. The input to our transformation
algorithm is a set of at least four files: an OWL file, a configuration file, a template file
and a mapping file. There can be one or more OWL files. The configuration file contains
information about Semantic Media Wiki adress, login and password. Moreover, it points
out to the root class - it is an URI which defines which part of an ontology should
be processed. The template file, based on Wiki markup syntax, defines how created
pages should look like by specifying attributes URIs. Finally, the mapping file connects
template and OWL files by assigning variables to entity URIs. Processing these files
should result in an updated set of Semantic Media Wiki articles, including article pages,
category pages and a template page.

3.2 Design Choices

The design issues, with which we had to deal, concerned, among others, selecting cate-
gories and attributes, and representing many attributes for a single entity. By an attribute
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we mean a Wiki counterpart of a single OWL property describing a given entity, which
is presented mostly in an infobox in our templates.

We can describe hierarchy in OWL files as a set of classes, which can be related
with each other by child (subclass), parent (superclass) or equivalent class relation.
However, Media Wiki articles can be shown as a directed acyclic graph, where each
edge represents child/parent relation, according to its direction. Hence, we decided to
treat equivalent (with additional constraints) classes as child classes. Entities described
as Named Individuals are candidates for articles. Similarly, classes with subClassOf,
equivalentClass or rdf:type attribute are categories stubs. Due to possibility of numerous
attributes, we decided to extract only these which are declared by the user in a template
file. Wiki markup syntax does not allow to make implicit declaration of a set of values
for one attribute. It cannot predict the number of the values for a given attribute without
any additional configuration or modification. Hence, we used Semantic Forms4 with
parser functions as a solution to this problem. The design choices for the transformation
are listed in Table 1.

Table 1. Ontology to Semantic MediaWiki transformation choices.

Issue Solution
Article categorization Either equivalent classes (owl:equivalentClass) or

parent classes (rdfs:subClassOf ) are chosen for par-
ent articles of a category

Selection of entities for articles Resources classified as owl:NamedIndividual are
chosen for ordinary articles

Selection of entities for category pages Resources classified as owl:equivalentClass or
rdfs:subClassOf with respect to a base category are
chosen for category pages

Selection of properties Properties for transformation are defined by the user
in the template file and in the mapping file

Multiple values for one attribute Semantic Forms with parser functions are used

3.3 Algorithm

Our approach is described by Algorithm 1. It is necessary to have all mentioned input
files in order to define the configuration. To begin the transformation process all classes
and individuals which are in a child relation with the root class (including transitivity)
have to be found. It can be done by SPARQL queries. We present our solution for classes
in Listing 1.1 and for individuals in Listing 1.2. The list of articles stubs is prepared from
each acquired entity. Filling all stubs with content from classes and individuals is based
on the template and the mapping. In order to do this the ontology has to be searched
using SPARQL queries one more time. Article/Category title is based on entity URI.
Since there is a requirement for each article to have a title, blank nodes are omitted. The
last step consists of transferring the obtained data to Semantic Media Wiki.

4 http://www.mediawiki.org/wiki/Extension:Semantic_Forms
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Data: OWLfiles , configuration , template , mapping
Result: An updated set of Semantic Media Wiki articles
load OWLfiles;
articles← process OWLfiles;
for article in articles do

if article is a template then
prepare template

end
if article is a category or an article then

set a title to template;
fill article with data corresponding to template and mapping;
add category footer to article;

end
end
Connect to Semantic Media Wiki;
for article in articles do

save article to Semantic Media Wiki;
end

Algorithm 1: OWL files conversion to Semantic Media Wiki articles

Listing 1.1. SPARQL query for finding classes

SELECT DISTINCT ? s u b c l a s s
WHERE {

? s u b c l a s s ( ( owl : e q u i v a l e n t C l a s s / owl : i n t e r s e c t i o n O f / r d f :
↪→ r e s t ∗ / r d f : f i r s t ) | r d f s : s u b C l a s s O f ) + <r o o t C l a s s >.

}

Listing 1.2. SPARQL query for searching for individuals

SELECT DISTINCT ? i n d i v i d u a l
WHERE {
? i n d i v i d u a l r d f : t y p e ? t y p e .
? t y p e ( ( owl : e q u i v a l e n t C l a s s / owl : i n t e r s e c t i o n O f / r d f : r e s t ∗ /

↪→ r d f : f i r s t ) | r d f s : s u b C l a s s O f | r d f : t y p e ) + <r o o t C l a s s >.
FILTER ( isURI ( ? i n d i v i d u a l ) && ! isBLANK ( ? i n d i v i d u a l ) ) .
}
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4 Evaluation

4.1 Materials

We prepared an application5 written in Java, which implements the described algorithm.
We used Apache Jena6 to read and query OWL files. Tests of the transformation were
performed with two different ontologies - DMOP and DMRO.

DMOP is an abbreviation for the Data Mining OPtimization Ontology [13, 14]. The
ontology is focused on description of numerous data mining algorithms and their chara-
teristics. The primary goal of DMOP is to support making decisions at each step of
data mining process which determines the outcome of the process. DMOP is richly
axiomatised–it uses almost all features of OWL 2 DL. Majority of DMOP entities are its
’own’ entities defined in DMOP’s namespaces. Moreover, it imports a part of DOLCE
foundational ontology. DMOP has been successfuly used for meta-mining within the
Intelligent Discovery Assistant (comprised of an AI planner and semantic meta-miner)
that is deployed in the data mining environment RapidMiner.

DMRO, a Digital Multimedia Repositories Ontology [15], has different character-
istics than DMOP. It was constructed as a lighweight ontology network using NeoN
methodology [2, 3] and various ontology design patterns. The main file imports sev-
eral ontology modules describing: multimedia resources, users, events, reviews, Web
Usage Mining related concepts, and the domain topics. The modules re-use various on-
tologies and vocabularies such as Dublin Core7, FOAF8, RDF Review9, OBO Relation
Ontology10, and OAI-ORE11.

4.2 Results

We made simple tests consisting of transforming chosen branches of the ontologies to
Semantic Media Wiki.

In case of DMOP, we transformed all classes with related entities, which are in a
child relation with DM-Algorithm class (examples in Listings 1.3 and 1.4). The sample
Wiki article about C4.5 algorithm (named individual in DMOP) is shown in Figure 2.
The article’s title results from the URI of the individual, which is shown in Listing 1.3
(rdf:about attribute) and marked as A in Figure 2). Attributes are labeled as B, C, D, E
in the same figure. Due to lack of information in the ontology files not all of infobox
values are filled up (they are marked as B and D on Figure 2). Thanks to Semantic
Forms, has-quality attribute (marked as F in the figure) has multiple values, what was
implicitly declared in the template. Class membership is labeled by G.

5 https://github.com/mimol/owl2wiki
6 https://jena.apache.org
7 http://dublincore.org/documents/dcmi-terms/
8 http://xmlns.com/foaf/spec/
9 http://vocab.org/review/terms.html

10 http://obofoundry.org/ro/
11 http://www.openarchives.org/ore/
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Fig. 2. The result of DMOP ontology transformation

Listing 1.3. Structure of a sample DMOP entity classified as an article

<owl : NamedIn d iv idua l r d f : a b o u t =”&PD ; C4.5”>
<DOLCE−L i t e : has−q u a l i t y r d f : r e s o u r c e =”&DMOP;

↪→ H i g h V a r i a n c e P r o f i l e ”/>
( . . . )

</owl : NamedInd iv idua l>

Listing 1.4. Structure of a sample DMOP entity classified as a category

<owl : C l a s s r d f : a b o u t =”&DMOP; SomeClass”>
< r d f s : s u b C l a s s O f r d f : r e s o u r c e =”&DMOP; SomeSubClass ”/>
</owl : C las s>

We also successfully conducted another experiment with DRMO whose structure
differs from DMOP’s. Although category entities are similarly declared explicitely as
OWL classes (as shown in Listing 1.6), the individuals are not declared as named indi-
viduals, but are declared as members of owl:Thing (Listing 1.5). Nevertheless, we were
able to transform a branch rooted at DMRO:Event.

Listing 1.5. Structure of example DMRO entity classified as an article

<owl : Thing r d f : a b o u t =”# Event2305”>
<r d f : t y p e r d f : r e s o u r c e =”&DMRO−Event ; E v e n t S e c t i o n ”/>
( . . . )

</owl : Thing>

Listing 1.6. Structure of example DMRO entity classified as a category

<o w l : C l a s s r d f : a b o u t =”&d u l ; Event ”>
< r d f s : s u b C l a s s O f r d f : r e s o u r c e =”&d u l ; E n t i t y ” />

< / o w l : C l a s s>
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Fig. 2. The result of DMOP ontology transformation

Listing 1.3. Structure of a sample DMOP entity classified as an article

<owl : NamedIn d iv idua l r d f : a b o u t =”&PD ; C4.5”>
<DOLCE−L i t e : has−q u a l i t y r d f : r e s o u r c e =”&DMOP;

↪→ H i g h V a r i a n c e P r o f i l e ”/>
( . . . )

</owl : NamedInd iv idua l>

Listing 1.4. Structure of a sample DMOP entity classified as a category

<owl : C l a s s r d f : a b o u t =”&DMOP; SomeClass”>
< r d f s : s u b C l a s s O f r d f : r e s o u r c e =”&DMOP; SomeSubClass ”/>
</owl : C las s>

We also successfully conducted another experiment with DRMO whose structure
differs from DMOP’s. Although category entities are similarly declared explicitely as
OWL classes (as shown in Listing 1.6), the individuals are not declared as named indi-
viduals, but are declared as members of owl:Thing (Listing 1.5). Nevertheless, we were
able to transform a branch rooted at DMRO:Event.

Listing 1.5. Structure of example DMRO entity classified as an article

<owl : Thing r d f : a b o u t =”# Event2305”>
<r d f : t y p e r d f : r e s o u r c e =”&DMRO−Event ; E v e n t S e c t i o n ”/>
( . . . )

</owl : Thing>

Listing 1.6. Structure of example DMRO entity classified as a category

<o w l : C l a s s r d f : a b o u t =”&d u l ; Event ”>
< r d f s : s u b C l a s s O f r d f : r e s o u r c e =”&d u l ; E n t i t y ” />

< / o w l : C l a s s>
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5 Discussion

We tested our solution with ontologies having different characteristics. Since SPARQL
engines by default are not supposed to perform reasoning, SPARQL may turn very
structure-sensitive. Although, in the OWL serialization that we used the structure of
category entity is based on owl:Class in both, DMOP and in DMRO (Listings 1.4 and
1.3, respectively), there are differences in individual selection. In DMOP, individuals
are explicitly declared as a owl:NamedIndividual, while in DMRO they are not. In the
latter case, the entities we classify as individuals are instances of owl:Thing. That is
why it is important to consider possible cases and take them into account in SPARQL
queries or transform OWL files to a canonical representation before SPARQL is applied
to query them.
Alternatively, as a more standard solution, we could use an API for handling ontologies
like OWL API or Jena ontology API. However, while designing our SPARQL-based
solution we kept in mind that it can be further flexibly extended to transform remote
(linked) data from SPARQL endpoints to Semantic Media Wiki content.

Our main motivation is the real need for Wiki based tools in the context of such
portals as DMO Foundry (http://www.dmo-foundry.org) or OpenML (http:
//openml.org). Using the presented in this paper preliminary solution we have gen-
erated content that is a human-readable, structured and organised knowledge base. We
envisage that it could be used by such domain users as researchers trying to find out
which algorithm would match their expectations or even students during classes.

6 Conclusions

In this paper, we have presented a prototype solution for transformation of OWL on-
tologies to Semantic Media Wiki content. The solution is based on a mapping between
selected ontology entities and user-defined Wiki templates, and on using SPARQL.
We have successfuly applied our implemented prototype to two different ontologies:
DMOP and DMRO.

Despite of describing a working prototype, we still consider this research as a work
in progress. In future work, we plan to consider ideas for cascading templates (similarly
to the work of [12]) and text mining (especially named entity recognition). We also
plan to extend our solution by support for exporting knowledge from the Wiki to OWL
ontologies. Finally, our plans are to use the solution in real world use cases like within
data mining portals such as DMO Foundry or OpenML to provide Wiki based tools
for community of researchers in data mining or in other disciplines. We plan to test
the prototype in such settings, where the collaboration between ontology engineers and
normal users will be investigated. We plan to conduct a case study to investigate how
the collaboration could be improved based on our technical solution.
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Abstract. In this paper, we present an approach to explain SPARQL
query results for Linked Data using why-provenance. We present a non-
annotation-based algorithm to generate why-provenance and show its
feasibility for Linked Data. We present an explanation-aware federated
query processor prototype and show the presentation of our explanations.
We present a user study to evaluate the impacts of our explanations. Our
study shows that our query result explanations are helpful for end users
to understand the result derivations and make trust judgments on the
results.

1 Introduction

As a result of the W3C Linked Open Data Initiative, recently we have seen a
rapid growth in publishing data sets on the Semantic Web, in form of RDF
data with SPARQL query endpoints. This enables developers to query and in-
tegrate disparate Semantic Web data. As argued in [14, 16], it is essential to
provide additional explanations about which source data were used in provid-
ing results, how the source data were combined, to enable users understand the
result derivations, and validate or invalidate the results.

Within the Semantic Web community, explanations have been studied for
Semantic Web applications and OWL entailments. Explanation for SPARQL
query results has not been independently studied by the community. However,
there have been several works on tracing the origin of query results – e.g. why-
provenance. These attempts are based on the annotation approach (the eager
approach) where the underlying data model, the query language, and the query
processing engine are re-engineered to compute provenance during the query
processing. This is undesirable for the Linked Data scenario as re-engineering
the underlying data model, the query language, or the query processor is often
not possible from the querying side. Furthermore, previous work on explanations
for the Semantic Web does not study how explanations impact the end-users.

To address these problems, we provide SPARQL query result explanations.
The main component in an explanation for a query result tuple is its why-
provenance. We propose a non-annotation approach to generate why-provenance
for SPARQL query results. We present an explanation-aware federated query
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processor prototype to show the presentation of our explanations. Finally, we
present a user study which evaluates the impacts of SPARQL query result ex-
planations on the end-users.

The structure of the rest of this paper is as follows: in section 2, we present
the related work. In section 3, we discuss SPARQL query result explanations,
introduce the concept of why-provenance, and present our algorithm to generate
why-provenance. In section 5, we present our explanation-aware federated query
processor prototype. In section 6, we present a user study to evaluate the impacts
of explanations. Finally, we conclude and discuss the future work in section 7.

2 Related Work

Previous work on explanation in the Semantic Web literature [7] addresses the
problems of representing explanation metadata [13], and generating explanations
for Semantic Web applications [10] and entailments [8]. SPARQL query result
explanation has not be studied in the previous work. Query result provenance
has been studied in the database community [2] and the Semantic Web commu-
nity. The previous works on provenance for SPARQL query results are based on
transforming the RDF data model and SPARQL query language to relational
data model and relational database query language respectively [14, 4], or gener-
ation of provenance metadata during the query processing [16, 3]. However, in the
Linked Data scenario, we do not have any control over the underlying data model
or the query processor. Therefore, re-engineering the underlying data model or
query processor is often not possible in the Linked Data scenario. Furthermore,
the impacts of explanations on end-users has not been studied in the previous
work on explanation in the Semantic Web literature. In the other fields, Lim et
al. [9] studied the impacts of explanations on end-users for context-aware appli-
cations. Tintarev and Masthoff [15] studied the effectiveness of explanations for
recommender systems.

3 Explaining SPARQL Query Results

We provide SPARQL query result provenance as query result explanations. More
precisely, for a SPARQL query result tuple, we provide its why-provenance as its
explanation. Buneman et al. [1] first introduced the notion of why-provenance
for relational databases. Why-provenance captures all the different witnesses for
a tuple in the query result. For a query Q and output tuple t, a witness is the
sufficient subset of the database records which ensures that the tuple t is in the
output. Each witness is a derivation for the output tuple. Theoharis et al. [14]
later adapted why-provenance for RDF and SPARQL. Similar to the relational
setting, why-provenance for RDF and SPARQL captures all the different deriva-
tions of a tuple in the query result. To illustrate, we use a simple example,
containing RDF data about professors and the courses they teach, shown in Fig-
ure 1. We use identifiers for each triple for presentation purpose in this paper.
Consider the SPARQL query Q1 shown in Listing 1.1, which asks for all the
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Fig. 1. Example RDF triples.

professors who teach undergraduate level courses and their corresponding email
addresses. The first triple pattern ?course :courseType :underGrad in the query
Q1 selects the undergraduate level courses.

Listing 1.1. SPARQL query Q1

SELECT DISTINCT ?name ?email

WHERE

{ ?course :courseType :underGrad .

?prof :course ?course .

?prof :email ?email .

?prof :name ?name

}

Result of Q1:
?name ?email

Prof. A a@email.edu

Prof. B b@email.edu

The second triple pattern ?prof :course ?course selects the professors for those
undergraduate level courses. The next two triple patterns ?prof :email ?email
and ?prof :name ?name selects the email addresses and names of the corre-
sponding professors matched by the two previous triple patterns. The result of
the query Q1 (under set semantics) executed on the RDF data containing the
triples in Figure 1 is shown on the right in Listing 1.1. The why-provenance for
the result tuple (Prof. A, a@email.edu) is {{t14, t5, t2, t3}, {t13, t4, t2, t3}}.
Each inner set in why-provenance represents a derivation involving the triples in
the inner set. This means that the result tuple (Prof. A, a@email.edu) can be
derived in two different ways according to Q1. The first one by using the triples
t14, t5, t2, and t3. The second one by using the triples t13, t4, t2, and t3. The
why-provenance for the result tuple (Prof. B, b@email.edu) on the other hand
has one derivation: {{t15, t11, t10, t9}}. Please not that we are using the triple
identifiers only for presentation purpose. The original data model containing the
triples shown in Figure 1 is not changed – i.e. we do not annotate the RDF
triples. We use the RDF triples as they are in the original data source.

3.1 Algorithm for Generating Why-Provenance

In this section, we present our non-annotation approach to generate why-provenance
for SPARQL query results. We currently do not support SPARQL queries with
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sub-queries, FILTER (NOT) EXISTS, MINUS, property paths, and aggregates.
The GenerateWhyProvenace procedure shown in Algorithm 1 generates why-
provenance for an RDF model M, a SPARQL query Q, and a result tuple t.
The RDF model M can be an RDF dataset or a SPARQL endpoint on which
the SPARQL query Q is solved and the result tuple t is produced. At line 2

Algorithm 1 Why-provenance algorithm.

1: procedure GenerateWhyProvenace(M,Q,t)
2: Q′ ← ProvenanceQuery(Q, t)
3: I ← Q′(M)
4: E ← AlgebricExpression(Q)
5: W ← DerivationsFromQuery(M,E, I)
6: return W
7: end procedure

of Algorithm 1, we first re-write the original query to a provenance query by
adding the tuple t as a solution binding using the SPARQL 1.1 VALUES con-
struct, and projecting all the variables. The result set of the provenance query
provides us all the variable bindings on the RDF data for the solution tuple t.
Each tuple (row) in the result set of the provenance query represent a derivation
for the solution tuple t. The main idea behind our algorithm is to extract why-

Algorithm 2 Procedure for creating the provenance query.

1: procedure ProvenanceQuery(Q,t)
2: Q′ ← AddV alueBindings(Q′, t)
3: Q′′ ← ProjectAllV ariables(Q′)
4: return Q′′

5: end procedure

provenance triples from the triple patterns in the original query by replacing the
variables in the triple patterns by the corresponding values from each tuple (row)
of result of the provenance query. At line 3 of Algorithm 1, we execute the re-
written query. At line 4, we convert the original SPARQL query Q to SPARQL
algebraic expression for ease of query parsing and manipulation. At line 5, the
DerivationsFromQuery procedure extracts the derivations. Algorithm 2 shows
the ProvenanceQuery procedure to re-write the original query to a provenance
query. Line 2 adds the result tuple t as a solution binding using the SPARQL
1.1 VALUES construct. Line 3 modifies the query to projects all the variables
in the query.

Algorithm 3 shows the DerivationsFromQuery procedure to extract the deriva-
tions given the RDF model M, the SPARQL algebraic expression E, and the
provenance query results I. Lines 3–20 iterate through all the tuples of I, ex-
tracts provenance triples corresponding to each tuple, and stores them in a set
of a sets D. We assume that basic a graph pattern in a SPARQL query is not
repeated. We use a hash table, BP, to flag which basic graph pattern (BGP)
is examined for a tuple in I to extract provenance triples. Lines 4–6 initialize
the hash table by setting False for each BPG, meaning none of the basic graph
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Algorithm 3 Procedure for extracting derivations from a query.

1: procedure DerivationsFromQuery(M,E,I )
2: D ← ∅
3: for each tuple in I do
4: for each bgp in E do
5: BP [bgp]← False
6: end for
7: T ← ∅
8: if hasUnion(E) or hasJoin(E) or hasLeftJoin(E) then
9: for each operator in E do

10: T1← TriplesForOperator(M, operator, tuple, BP )
11: if T1 6= ∅ then
12: T ← T ∪ T1
13: end if
14: end for
15: else
16: bgp← GetTheBGP (E)
17: T ← TriplesFromBGP (M, bgp, tuple,BP )
18: end if
19: D ← D ∪ {T}
20: end for
21: return D
22: end procedure

patterns is examined for the current tuple in I at this point. If a query has
just one BGP, we extract the provenance triples from that BGP (lines 15–18)
for a tuple in I and store the provenance triples in set T. If a query has more
than one BGP, i.e. if the algebraic expression has the union or the join or the
left-join operator, we extract the provenance triples from the operand BGPs of
each of the operators and store the provenance triples in set T (lines 7–14) for
a tuple in I. We only extract provenance triples for a BGP once at this stage
– using the hash table BP as flags for BGPs to keep trace of which BGP has
been used so far to extract provenance triples. Finally line 19 does a union of
the triples extracted for a tuple in I, stored in set T, as an element (shown by
braces around T at line 19) with the set of sets D and assigns the result of the
union to D. When we go out of the loop started at line 3, D contains all the
derivations we extracted. We return the set of sets D at line 21. Each element
in D is a set representing a derivation for the result tuple. Algorithm 4 shows
the TriplesForOperator procedure which extracts provenance triples from the
operands of an operator. Lines 3–4 get the left and the right BGPs for the oper-
ator Op. As we are only restricted to SPARQL queries without sub-queries, the
operands are always BGPs. Lines 5–7 extract provenance triples from the left
BGP L if provenance triples have not been extracted from L yet, and assigns
them to the set P. Lines 8–11 extract provenance triples from the right BGP R,
stored in the set T, if provenance triples have not been extracted from R yet,
and assigns the union of P and T to P. At line 12, we return the set P which
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Algorithm 4 Procedure for extracting triples from operands of an operator.

1: procedure TriplesForOperator(M,Op,Tup,BP)
2: P ← ∅
3: L← GetLeftBGP (Op)
4: R← GetRightBGP (Op)
5: if BP [L] = False then
6: P ← TriplesFromBGP (M,L, Tup,BP )
7: end if
8: if BP [R] = False then
9: T ← TriplesFromBGP (M,R, Tup,BP )

10: P ← P ∪ T
11: end if
12: return P
13: end procedure

contains all the provenance triples extracted from the left and the right BGPs of
the operator Op. The TriplesFromBGP procedure calls at line 6 and line 8 check
if all the triples extracted from the BGPs exist in the RDF model M by send-
ing SPARQL ASK queries with each extracted triples. This means that a BGP
which was an operand of a SPARQL UNION or OPTIONAL operator would
contribute to the provenance triples only if it matches against the RDF model
M. Algorithm 5 shows the TriplesFromBGP procedure which does this. Lines

Algorithm 5 Procedure for extracting triples from a basic graph patter.

1: procedure TriplesFromBGP(M,BGP,Tup,BP)
2: T ← ∅
3: for each triplePattern in BGP do
4: triple← ReplaceV ariablesByV alues(triplePattern, Tup)
5: if Ask(M, triple) = True then
6: T ← T ∪ triple
7: else
8: BP [BGP ]← True
9: return ∅

10: end if
11: end for
12: BP [BGP ]← True
13: return T
14: end procedure

3–11 iterate through the triple patterns in the BGP and extracts the triples. At
line 4 we replace the variables of a triple pattern by the corresponding values in
the tuple Tup, where Tup is a tuple from the result of the re-written provenance
query. Lines 5–6 first check if the extracted triple is valid by sending an ASK
query with this triple to the RDF model M, then if it’s a valid triple we take the
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triple and store it in the set T. If the triple is not valid (does not exist in M ),
we set the flag for the BGP to true and return an empty set (lines 7–9). At line
10, we go out of the loop started at line 3, and set the flag for the BGP to true.
Finally at line 11 we return the set of extracted provenance triples.

4 Performance Evaluation of the Algorithm

We implement our algorithm using Jena-ARQ API3. We evaluate our algorithm
using the DBPSB benchmark [11] queries on a Jena-TDB (version 1.0.0) triple
store [12]. DBPSB includes 25 query templates which cover most commonly used
SPARQL query features in the queries sent to DBpedia4. We generate our bench-
mark queries from these query templates. We allow Jena-TDB to use 16 GB of
memory. We execute all the queries in a commodity server machine with a 4 core
Intel Xeon 2.53 GHz CPU, 48 GB system RAM, and Linux 2.6.32 operating sys-
tem. As the RDF dataset, we use the DBpedia 3.5.1 dataset with 100% scaling
factor – provided by the DBPSB benchmark framework. To generate bench-
mark queries, we assign randomly selected RDF terms from the RDF dataset
to the placeholders in the DBPSB query templates. We generate 1 query for
each template resulting total 25 queries. Before executing the queries, we restart
the triple store to clear the caches. Then we execute the 25 queries and along
with the why-provenance algorithm for all the result tuples once in our warm-up
phase. Then we execute each query and the why-provenance algorithm for all the
result tuples of each query 5 times. We report the average execution time and
average provenance generation time for all result tuples (PGT) for each query,
both in milliseconds (ms). We specify a 300 second timeout for a query execu-
tion. Queries belonging to templates 2, 16, 20, and 21 did not finish executing
within the 300 seconds time limit, and hence we do not report them.

4.1 Query Execution and Provenance Generation

Table 1 shows the number for results (#RES), query executing time (QET),
provenance generation time for all result tuples (PGT), and provenance genera-
tion time per result tuple (PGTPR) for DBPSB queries. PGTs for queries with
long execution times and large number of results (queries 6, 8, 10, 14, 22, 24,
and 25) are very high. This is not surprising because for each result tuple of
a query, we execute the original query with the result tuple as a variable-value
binding. Database literature already discusses this issue [2]. Generally speak-
ing, non-annotation approaches compute provenance only when it is needed,
by examining the source data and the output data. This requires sophisticated
computations involving the source data and the output data. This means each
individual tuple in the output data has to be examined separately to compute
their provenance, and hence time required for generating provenance for all the

3 http://jena.apache.org/
4 http://dbpedia.org

SPARQL Query Result Explanation for Linked Data

65



graph using Jena-ARQ. We borrow the idea of CONSTRUCT sub-queries from
Corese-DQP [5]. We also implement the common federated query processing
concepts of exclusive triple pattern groups and bound join proposed in [?].

Fig. 2. Example of a query result explanation.

We provide a user interface to enable users to configure SPARQL endpoints
as data sources, and submit queries. Furthermore, users can ask for explanation
for each query result tuple from the user interface. We provide three types of
information in an explanation. We show the why-provenance triples, which data
source each triple in the why-provenance comes from, and which triple pattern of
the original query each triple in the why-provenance matches. Figure 2 shows an
example of a query result explanation. We generate the why-provenance triples
using the algorithm we presented in section 3.1 on the local virtual RDF graph.
We keep two additional indexes in the federated query processor to keep trace of
which data source each triple comes from, and which triple pattern each triple
matches. These two indexes allow us to provide the information on data sources
and matched triple patterns in the explanations.

6 Evaluation of the Impacts of Explanations

We conducted a user study to investigate the impact of query result explana-
tions. Our study is similar to the user study conducted by Lim et al. [9] to
examine effectiveness of different types of explanations for context-aware intelli-
gent systems. The questionnaire for our study consists of three sections: learning
section, reasoning section, and survey section. Furthermore, we have two cases:
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with explanation and without explanation. A participant is randomly assigned
to the case of “with explanation” or “without explanation”.

In the learning section, participants were given a high-level overview of our
query processor and an example SPARQL query with a result tuple to help
them learn how the federated query processor works. Participants for the “with
explanation” case additionally received the explanation of the result tuple for
the example query (as shown in Figure 2). In the reasoning section, participants
were given the same SPARQL query as in the learning section, but a different
result tuple along with the some triples contained in two data sources (DBpedia5

and LinkedMDB6). Then we first ask the participants to select the relevant data
sources for each triple pattern in the query. Next, we ask the participants to
select the source triples (why-provenance triples) from the two data sources
which contributed to the result tuple. Then we ask the participants to rate
their confidence on their answer choices for the data source selection and the
source triple selection questions. The choices for confidence rating were very
low, low, medium, high, and very high. The questions in the reasoning section
help us analyze how the users understand the result derivation process and
if the explanation provided in the learning section have any impact on their
understanding. In the survey section of our study, we ask the participants if
explanations help users to understand the result derivation and to make trust
judgments on the results. Furthermore, we ask them which types of information
they think are helpful in an explanation for understanding and making trust
judgments. The questions in the survey section help us understand how the
participants feel about the system and its explanation features.

The query we used is a query to find the British movies with American ac-
tors. The result tuple includes URIs for a film and an actor. Part of the query
is solved in LinkedMDB (finding the British movies) and part of it is solved
in DBpedia (finding birth places of the actors). In the query result tuple, we
intentionally do not provide natural language descriptions. Instead we provide
URIs from LinkedMDB – which are numeric resource URIs – for the actor and
the film. This is to make sure that participants are not using their background
knowledge about movies and actors in their answers. For the data source selec-
tion and source triple selection questions, we provide small subsets of DBpedia
triples (11 triples) and LinkedMDB triples (13 triples). We used Google Forms7

for the questionnaires and Google App Engine8 to randomize the selection of two
cases – “with explanation” or “without explanation”. We invited the member
of our laboratory9 (via our mailing list), the members of Semantic Web Interest
Group10 (via their mailing list), and the followers of Twitter hashtags #Seman-
ticWeb, #RDF, and #SPARQL. 11 participants took part in the study. There

5 http://dbpedia.org/
6 http://linkedmdb.org/
7 http://www.google.com/google-d-s/createforms.html
8 https://appengine.google.com/
9 http://wimmics.inria.fr/, https://glc.i3s.unice.fr/

10 http://www.w3.org/2001/sw/interest/
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were 6 participants for the “with explanation” case and 5 participants for the
“without explanation” case. There were 8 male participants and 3 female par-
ticipants. The ages of the participants range from 22 to 65. All the participants
had knowledge of RDF and SPARQL. The questionnaire and the responses of
the participants are available online11.

6.1 Results of the Study

We analyze the ability of the participants to apply their understanding of the
system by computing the number of fully correct, partially correct, and incorrect
answers for the data source selection and the source triple selection questions in
the reasoning section. If a participant selects all the correct choices for an answer,
we consider it as fully correct. If a participant selects all the correct choices but
also selects some extraneous choices, we consider the answer as partially correct.
If a participant’s choices for an answer do not contain all the correct choices,
we consider it as incorrect. In addition, if a participant selected all choices given
for the source triple selection question, we consider the answer as incorrect to
avoid guessing. For the data source selection question, we had 4 questions for
4 triple patterns in the query. We count the number of participants who pro-
vided fully correct answers, partially correct answers, and incorrect answers for
each of these 4 questions. Then we take the average of the counts for the fully
correct answers, the average of the counts for the partially correct answers, and
the average of the counts for the incorrect answers. These averages represent
the average number of participants into the three answer categories categories
– fully correct, partially correct, and incorrect – for the data source selection
question as a whole. We compute these averages separately for both the “with
explanation” and “without explanation” cases and compute the percentages of
participants in the three answer categories for the two cases from these average.
Figure 3(a) shows the percentage of participants with fully correct, partially

(a) Data source selection (b) Source triple selection

Fig. 3. Participants’ response about data source selection and source triple selection.

11 http://ns.inria.fr/ratio4ta/sqe/
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correct, and incorrect answers when the explanation is given and when the ex-
planation is not given for the data source selection question. The results are very
similar for both “with explanation” and “without explanation” cases. Majority
of the participants understood how data source selection works for our federated
query processor system when the explanation was given ((79.17%) and also when
the explanation was not given (80.0%). Therefore the impact of explanations for
source selection understanding is not clear from our study. For the source triple
selection question, we had two questions for the two data sources we used. We
compute the percentages of participants in the fully correct, partially correct,
and incorrect answer categories for the “with explanation” and “without ex-
planation” cases using the same method as the data source selection question.
Figure 3(b) shows the percentage of participants with fully correct, partially
correct, and incorrect answers when the explanation is given and when the ex-
planation is not given for the source triple selection question. More participants
provided correct answers when the explanation was give (75% for “with explana-
tion”, 20% for “without explanation”). Furthermore, more participants provide
incorrect answers when the explanation was not given (16.67% for “with expla-
nation”, 60% for “without explanation”). This clearly shows that participants
who were given explanations understood better which triples contributed to the
result from the two data sources. The final question in the reasoning section asks
participants to rate their confidence level about the answers for the data source
selection question and the source triple selection question. Figure 4 shows the
confidence level of the participants about their answers. 50.0% of participants
with explanation rate their confidence as very high whereas none of participants
without explanation rate very high. 33.33% of participants with explanation rate
their confidence as high whereas 80% of participants without explanation rate
high. This shows that participants with explanation are more confident on their
answers – as many of them answered “very high” or “high”.

Fig. 4. Participants’ confidence level about their answers.

For the survey section, we ask the participants if explanations are helpful to
understand the query result derivation, and if explanations are helpful to make
trust judgments on the query result. If a participant answered “yes”, he/she was
also asked what kind of information he/she found helpful. Figure 5(a) shows
the percentage of participants who answered explanations are helpful or un-
helpful for understanding the query result derivation. Majority of the partic-
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(a) Understanding (b) Making trust judgments

Fig. 5. Percentage of participants who answered explanations are helpful or unhelpful.

ipants (81.81) responded that explanations are helpful for understanding the
query result derivation. Only 18.18% of the participants answered that expla-
nations are unhelpful for understanding the query result derivation – none of
these participants were given explanations. Figure 5(b) shows the percentage of
participants who answered explanations are helpful or unhelpful to make trust
judgments on the query result. Again, Majority of the participants (total 81.81%)
responded that explanations are helpful to make trust judgments on the query
result. Only 18.18% of the participants answered that explanations are unhelp-
ful to make trust judgments on the query result. This shows that majority of
the survey participants feel that explanations are helpful to understand query
result derivations and to make trust judgments on query results. Figure 6(a)

(a) Understanding (b) Making trust judgments

Fig. 6. Participants who found different types of information in the explanation helpful.

shows the participants who found information on data source, triple pattern(s),
and why-provenance triples helpful for understanding the query result deriva-
tion. Please note that only the answers from participants who answered “yes”
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shown in Figure 5(a) are considered. Out of 9 participants who answered “yes”,
77.78% responded that the data source related information was helpful, 77.78%
responded that the triple pattern(s) related information was helpful, and 55.55%
responded that the provenance triple related information was helpful. However,
our analysis on source selection question responses (Figure 3(b)) shows that the
explanation helped participants significantly improve their correctness on select-
ing the provenance triples. Therefore, it is hard to explain why only 22.22%
with explanation responded that the provenance triple related information was
helpful. One possible reason could be that when they were not given the explana-
tion, they felt the need for explanation with provenance triple (hence 33.33% for
without explanation). But when they were given the explanation, they were not
aware that the provenance triple related information helped them to have a bet-
ter understanding. Figure 6(b) shows the participants who found information
on data source, triple pattern(s), and why-provenance triples helpful to make
trust judgments. Again only the answers from participants who answered “yes”
shown in Figure 5(b) are considered. Out of 9 participants who answered “yes”,
55.55% responded that the data source related information was helpful, 44.44%
responded that the triple pattern(s) related information was helpful, and 55.55%
responded that the provenance triple related information was helpful. Again, it
is interesting to notice that participants who were not given the explanation
felt the need for provenance triples related information. This analysis shown in
Figure 6 shows that participants found data source and triple pattern(s) related
information helpful for understanding the query result derivation, but have less
stronger feeling about provenance triples related information for understanding
query result derivations. For making trust judgments, participants do not have
as strong opinions, but majority of them feel that data source and provenance
triple related information are helpful.

7 Conclusion and Future Work

In this paper, we present an approach to explain SPARQL query results for
Linked Data. We present a non-annotation approach to generate why-provenance
– the main component of an explanation – and show its feasibility for common
Linked Data queries. We present an explanation-aware federated query processor
prototype and show the presentation of our explanations. Finally, our user study
to evaluate the impacts of explanations shows that our query result explanations
are helpful for end users to understand the result derivations and make trust
judgments on the results.

In the future work, we would like to extend our algorithm to generate how-
provenance, which explain how a result tuple was derived with the details of the
operations performed in the derivation. Furthermore, we would like to conduct
the user study with more participants. Finally, we would like to represent our
explanations in RDF using explanation vocabularies such as Ratio4TA [6].

Acknowledgments: This work is supported by the ANR CONTINT program
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