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Abstract. Educational process mining is an emerging field in the educational 
data mining (EDM) discipline, concerned with discovering, analyzing, and 
improving educational processes based on information hidden in datasets and 
logs. These data are recorded by educational systems in different forms and at 
different levels of granularity. Often, process discovery and analysis techniques 
applied in the educational field have relied exclusively on the syntax of labels 
in databases. Such techniques are very sensitive to data heterogeneity, label-
name variation and their frequent changes. Consequently, large educational 
process models are discovered without any hierarchy or structuring. In this 
paper we show how by linking labels in event logs to their underlying 
semantics, we can bring educational processes discovery to the conceptual 
level. In this way, more accurate and compact educational processes can be 
mined and analyzed at different levels of abstraction. We have tested this 
approach using the process mining Framework ProM 5.2. 
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1   Introduction 

Nowadays, education and training centers promote personalized curriculums where 
students are free to choose the skills they want to develop (from beginner to specialist), 
the way they want to learn (theoretical or practical aspects) and the time they want to 
spend. This tendency is reinforced by the emergence of "e-learning” which represents 
an increasing proportion of the in-company trainings. Educational systems support a 
large volume of data, coming from multiple sources and stored in various formats and 
at different granularity levels [6], [16]. These data can be exploited by instructors to 
understand students’ learning habits, the factors influencing their performance and 
their target skills. To answer these questions, there is an increasing research interest in 
using process mining in education [6],[10], [15], [16]. The idea of process mining [1] 



is to discover, monitor and improve real processes (i.e., not assumed processes) by 
extracting knowledge from event logs (recorded by an information system). However, 
the proposed approaches for process models extraction in the education field are 
somewhat limited because they rely on classical process mining techniques which are 
purely syntax oriented i.e. based on the labels in event logs [2]. For instance, we have 
encountered a massive professional training dataset of a worldwide consulting 
company where depending on the country and the region involved different names 
were used for the same training. So, the actual semantics behind the trainings’ labels 
remain in the head of education management people (e.g. teachers, carrier advisors, 
etc.) who have to interpret them. To handle this question, semantic annotations on 
event logs could be used to prevent such interpretation efforts [2], [3]. To benefit 
from the actual semantics behind these labels, semantic process mining techniques 
were introduced in [2], [3], [4], leveraging mining and analysis techniques to the 
conceptual level. In this paper, we show how semantic process mining ideas may help 
to discover simplified educational process models and to extract more knowledge 
about their properties. For the first time, to our knowledge, a professional training 
dataset of a consulting company is taken as a case study to extract and analyze 
training paths annotated with semantic information. Also, we propose a 
(semi)automatic procedure used to associate semantics to training labels. The 
remainder of this paper is organized as follows. Section 2 summaries educational 
process mining techniques. Section 3 presents the semantic process mining core idea. 
Section 4 explains our approach to extract educational process models annotated with 
semantic information. Finally, section 5 concludes the paper. 

2    Process Mining in the Educational Field 

Process mining is a relatively new technology which emerged from the information 
technology and management science [1]. It focuses on the development of automated 
techniques to extract process-related knowledge from event logs. An event log 
corresponds to a set of process instances (i.e. traces) following a business process. 
Each recorded event refers to an activity and is related to a particular process instance. 
An event can have a timestamp and a performer (i.e. a person or a device executing or 
initiating an activity). Educational Process Mining (EPM) refers to the application of 
process mining techniques in the education domain [16]. Educational event logs may 
include students’ registration procedures, student’s examination traces or activity logs 
in e-learning environments. The three major types of process mining techniques are 
(cf. Fig. 1): Process model discovery takes an event log and produces a complete 
process model able to reproduce the behavior observed in this log. Conformance 
checking aims at monitoring deviations between observed behaviors in event logs and 
process models or predefined business rules and constraints. Process model extension 
aims to improve a given process model based on information (e.g., time, performance, 
case attributes, decision rules…etc.) extracted from an event log related to the same 
process. Regarding available process mining tools, the ProM Framework is the most 
complete and powerful one aimed at process analysis and discovery from all 
perspectives (process, organizational and case perspective) [8]. It is implemented as 
an open-source Java application with an extendable pluggable architecture. 



 

Fig 1. Process mining concepts 

ProM supports a wide range of techniques for process discovery, conformance 
analysis and model extension, as well as many other tools like conversion, import and 
export plug-ins. The de facto standard for storing and exchanging events logs are the 
MXML (Mining eXtensible Markup Language) format or more recently the XES 
(eXtensible Event Stream) format. In practice, however, ProM presents certain issues 
of flexibility and scalability which limit its effectiveness in handling large logs from 
complex industrial applications [13]. We may get over these limitations by using the 
service oriented architecture of the ProM 6 framework. Theoretically, such 
architecture may allow the distribution of ProM’s plugins over multiple computers 
(e.g., grid computing). We are recently testing such a construction in the development 
of an interactive and distributed platform tailored for educational process discovery 
and analysis. Let us note that, lately, educational process mining has emerged as a 
promising and active research field [6], [15], [16]. However, the application of 
process discovery techniques presents some challenges given the huge volume and the 
traces’ heterogeneity often encountered in educational datasets. In fact, when 
analyzing event logs containing a lot of distinct traces, traditional process discovery 
techniques generate highly complex models (i.e. spaghetti models) [13]. In this case, 
the adoption of filtering, abstraction or clustering techniques may help reduce the 
complexity of the discovered process models [14], [17]. For instance, a clustering 
technique was proposed in [6] to improve both the performance and readability of the 
mined students’ behavior models in the context of e-learning. In our previous work 
[10], we proposed a two-step clustering approach for partitioning training processes 
depending on an employability indicator. We think that semantic process mining 
techniques seem to be a promising area to explore in order to handle the issue of 
traces’ heterogeneity and so to extract simplified process models. 

3    Semantic Process Mining 

The semantic process mining techniques, introduced in [2], [3] aim to analyze and 
extract process-related knowledge from event logs, at the conceptual (semantic) level 



[4]. The challenges for mining and monitoring processes from a semantics perspective 
have been studied in the context of the European project SUPER [9]. The concept of 
semantic log purging was proposed in [12], taking a case study in the higher education 
domain. In [5], the authors proposed a combination of standard process mining 
techniques with semantic lifting procedures on the event logs in order to mine more 
precise process models. The core idea of semantic process mining is to explicitly 
annotate elements in event logs with the concepts that they represent. These concepts 
are formalized in generic or domain specific ontologies. Hence, semantic process 
mining techniques are built on the following three basic elements: ontologies, ontology 
reasoners, and references from elements in logs/models to concepts in ontologies [2]. 
First, ontologies define and formalize a set of concepts shared by (a group of) people to 
refer to things in the world and the relationships among these concepts. Second, the 
reasoner provides reasoning over the ontologies in order to derive new knowledge, 
e.g., subsumption, equivalence, etc. Finally, the references associate meanings to labels 
(i.e., strings) in event logs and/or models by pointing to concepts defined in ontologies. 
The discovery, conformance checking, and extension techniques rely on subsumption 
relations induced by these ontologies to raise the level of abstraction from the 
syntactical level to the semantical level. Thus, these techniques can be applied without 
requiring any modification of models or logs if the elements in different logs and 
models link to the same concepts (or super/sub concepts of these concepts). Let us note 
that all semantic plug-ins developed in ProM are based on the following concrete 
formats for the basic building blocks: Event logs are in the SA-MXML (i.e. Semantic 
Annotated Mining eXtensible Markup Language) file format. SA-MXML is a 
semantically annotated version of the MXML format which incorporates the model 
references (between elements in logs and concepts in ontologies). Ontologies are 
defined in WSML (Web Service Modeling Language) [7], [11]. The WSML 2 
Reasoner Framework [18] is used to perform all the necessary reasoning over the 
ontologies. 

4 Case Study: Leveraging Educational Process Mining   
Techniques at the Semantic Level 

Our motivating example is based on real-world training databases from a 
worldwide consulting company. This company has around 6 000 employees that are 
free, during their careers, to take different trainings aligned with their profiles. These 
trainings are provided by internal or external organizations. The data collected for 
analysis includes the employees’ profiles (demographics data), their careers (i.e. the 
jobs/missions they did) and their training paths (the set of trainings taken during the 
past three years) (cf. Table 1). In what follows, we apply a process model discovery 
algorithm (e.g. the heuristic miner [8]) on a fragment of the training event log (cf. 
table 1), containing 1000 traces, 2419 events and 280 originators. We can see that the 
obtained result is an unreadable spaghetti like process model (cf. Fig. 2). This result 
can be explained by the heterogeneity in employees’ training paths and the great 
number of different trainings’ labels. Let us note that depending on the organization, 
the country and the region involved, different labels (i.e. string) were used for the 
same training. Moreover, some training courses can be seen as special cases of other 
trainings. For instance, the trainings “Collective English”, “Collective Face to Face 



English”, “English In Group” are in fact the same training which is given different 
names following data sources. Moreover “Collective Face to Face English” is a 
variant of “Face to Face English”, which is a special type of the “English” training. 

Table 1. Example of an educational event log 

 
 

 
Fig 2. Fragment of a spaghetti process describing all trainings followed by the consulting 

company’s employees during the last three years. The process model was extracted using the 
Heuristic Miner plug-in of ProM. 

 
To handle this issue, we need to link different trainings which are variants or 

synonyms of the same training to a unique concept in a training ontology. Usually, 
there are two ways to achieve this. We can manually create all the necessary 
ontologies and annotate the necessary elements in educational event logs with 
ontologies’ concepts. It is also possible to use tools to (semi)automatically discover 
ontologies based on the elements in these logs [4]. The discovered ontologies can be 
manually improved in a second step. Let us note that semantic process mining tools 
can also play a role in ontologies’ extraction and enhancement from event logs. The 
ontology depicted in Fig. 3 is used to formalize the concepts for trainings in our 
example. It contains 42 concepts and 129 instances. We built this ontology manually 
taking as starting point the semantic description of trainings provided in training 
organizations’ catalogues. We distinguished five super-concepts related to the training 
domain: Communication, Staff Management, Project Management, Audit and 
Control, Information Technologies.  



Fig 3. Fragment of the “Training ontology”: only some instances (i.e. training labels) are represented 



These concepts are subdivided into sub-concepts which are in their turn subdivided 
into lower sub-concepts (cf. Fig 3). Trainings’ labels are the instances of this ontology 
and each label is associated to one concept or sub-concept. To simplify the ontology 
depicted in Fig 3, we only represented one instance (training label) per concept. We 
used the tool WSMT (Web Service Modeling Toolkit) to implement the training 
ontology in the WSML format since it is supported by the ProM 5.2 framework. 
Moreover, the semantic process mining plug-ins existing in ProM 5.2 expect log 
elements to be connected with process ontologies (i.e., to be in the SA-MXML 
logging format). So to enrich the educational log of our example with semantic 
annotations from the Training Ontology, we implement a conversion plug-in in ProM 
5.2. The latter takes as input the original educational log (in MXML format) and the 
Training Ontology (in WSML format) and produces the corresponding semantically 
annotated event log (in SA-MXML format).  

4.1     Semantic Matching Between Training Labels and Concepts 

In order to help end users in the comprehension of the underlying semantics of 
training courses, we develop a (semi)automatic procedure, which can be used to 
associate a concept (of the training ontology) to a training label. The association used 
is based on the importance of the words in a label or in a concept. We assume that 
each word of a label L plays the same semantic role and hence has the same 
importance as well as the other words constituting L. We also suppose that at least 
one of the words characterizing a concept, or one of their synonyms, appears in all the 
labels associated to it. Therefore, there is an intersection between the set of the words 
of a label and the set of the words characterizing its associated concept. To build our 
technique we develop the following modelling: consider W = {w1,…,wn} a set of 
words, we consider a training label TLi as succession of wj, noted TLi= w1ҍ+… ҍ+ wm, 
where wj∈W and the symbol ҍ represents blanks and all articles, pronouns, etc. For 
instance the label “Introduction to Information Systems” contains the set of words W 
= { Introduction, Information, Systems, Management} separated with three blanks and 
the preposition ‘to’. We consider Li the set of the words that contains TLi, so Li = 
{ w1,…,wm} and in our case we assume that card(Li) represents the length of the label 
TLi (we note Len(TLi)), for example Len(Introduction to Information Systems) = 3. 
We also consider Cj = {w′1,…,w′k} as the set of the words characterizing a concept Cj.  

Word importance: is a metric, or a weight, reflecting the importance of a word in a 
label according to our hypothesis given below. As each word plays the same role in a 
label we compute its importance wp as follow:   wp(w) = 1/ Len(TL) where w ∈ L. for 
the label TL = “Management in Information Systems”, Len(TL)=3 and 
wp(Management)=1/3. This wp reflects clearly the relation between the length of a 
label and the importance of its word. A small label, like ones using only one or two 
words, gives a great semantic importance to its word that are considered like keys, 
whereas long labels use lot of words for their description giving its words a small 
semantic role.  

Word concept weight: the weight of a word w in a concept C, noted cw(w), 
corresponds to the sum of all word importance of w, or one of its synonyms, in all the 
labels associated to the concept C: cw(w)= ∑ wpTLi(x), where i∈{1,…,h} and TLi is 
associated to C. For instance, consider the concept characterized by the following 



words (“management”, “ project”). If “management” appears three times in the labels 
with the following wp: ½, ½ and ⅓ therefore cw(“management” )= ½+½+⅓ =1.3. 
This metric establishes a monotone relation between the frequency of the word in the 
labels and its importance, and it is clear that more a word is used, more it is important 
and more it will be used to characterize a concept.    

Concept matching: to generate automatically the concept C associated to a label TL 
we create first a word weight table as follow:  

1. We compute the set of all the words of all the labels contained in the 
training catalogue. We note this set as LW.  

2. We create a matrix M = (ai,j 1≤i≤n, 1≤i≤m) ai,j is the wp(i) in the label j,           
n = card(LW) and m is the number of all training Labels.  

3. For each word w in LW, we sum its wp(w) computed in the previous step 
and we store the result in the returned table.  

 
After constructing this table, for a label TL we compute the semantic intersection 

between L and C as follow: L ∩ C = {wj, wj ∈ L ∧ wj∈! C}. wj∈! C means that wj or a 
synonym of it is included in C. Then we compute the score of matching between L 
and C, noted SC(L,C) as the sum of the concept weight of each element of L ∩ C. We 
repeat this operation for all the concepts we have and then we associate L with the 
concept having the high score. If we have the concepts C1,…,Cn then  L will be 
associated to C if  SC(L,C) = Max(SC(L, Cn)). The semantic importance we use in our 
matching is simplified compared with approaches doing deep semantic analysis using 
sophisticated techniques because we do a significant human effort to define the 
Ontology with different level, and we stress on the concepts of the level 2 to enrich 
them with words that are generally and mostly used to define the labels associated to 
each concept of this level.  We remark that if we have two or more concepts having 
the same Max(SC(L, Cn)) we infer a conflict and in this case we need a user’s 
intervention to choose what concept to associate to the label. We have tested this 
matching technique on Altran catalogue containing 128 labels and 35 concepts. Fig 4 
depicts the obtained results. Let us note that in these tests we have identified some 
cases where we have not identified matching between labels and concepts. 

Fig 4. The number of labels (ordinate) associated to each one of the 35 concepts (absciss) of our 
case study 

 
This is due to the use of some abbreviations that are hard to decrypt. In these tests, 

concepts contain only words that we find in labels and we do not need in this case to 



search synonyms. We plan in the future to use a dictionary in order to enhance the 
identification of synonyms.  

4.2    Educational Process Models Mining at the Conceptual Level 

 After constructing a semantically annotated educational log, we specify the level 
of abstraction (i.e. concepts in the training ontology) used as a base for the mining and 
the analysis of training processes. To achieve this, we use the filter plug-in “Ontology 
Abstract Filter” implemented in Prom 5.2, which allows us to choose the required 
level of abstraction [8]. The Ontology Abstract Filter plug-in takes as input a 
semantically annotated event log (in SA-MXML format) and produces as output 
another event log where the names of tasks (i.e. trainings) are replaced by the names 
of the chosen concepts.  The produced log can also be exported as an SA-MXML log. 
After this step, we may apply a control-flow mining algorithm (e.g. the Heuristic 
Miner plug-in) to extract the educational process model relaying on the concepts 
chosen in the previous step. We may choose concepts at different level of 
abstractions. When we use only the concepts at level 2 of the Training Ontology tree 
(i.e., the concepts “Communication”, “Language”, “Testing”, “Audit_And_Control”, 
“IT_Service_Management”…etc.”), a process model like the one in Fig. 5 could be 
discovered.  

 

 
 

Fig 5. Training process model mined using the heuristic miner plug-in where only the concepts at 
the level 2 of the tree for the ontology “TrainingOntology” (cf. Fig.3) are considered. 



It contains 18 events (nodes) and 30 arcs which is more compact than the model 
extracted before the semantic abstraction (cf. Fig 2). Let us note that during the 
abstraction phase we deliberately replace the labels of the different kind of English 
trainings by their concept at level 1 (i.e. English). We can see that the mined model in 
this case is more compact (i.e., has a higher abstraction level) than the one in Fig 2. In 
this model we can see that trainings associated to the concept “Management” are 
taken 444 times. Also, there are seven trainees who took an “English” training after a 
“Management” training. The frequency associated to this relation in the educational 
log is 0,889. 

4.3     Educational Process Analysis at the Conceptual Level 

In our case study, process mining advantages are not limited to the discovery of 
employees’ training processes. In fact, training advisors and directors of training 
organizations often need to check (off-line or on-line) whether trainees’ paths 
conform to established career paths, trainings’ prerequisites or business rules. The 
semantic LTL checker plug-in of ProM 5.2 is the perfect tool for auditing educational 
processes at the conceptual level [2]. This tool can be used to verify the same formula 
(e.g. generic formula such as prerequisite) on a set of different event logs as long as 
the arguments of this formula and the elements in these logs link the same concepts 
(or super/sub concepts of these concepts). There is a set of predefined formulas in the 
semantic LTL model checker plug-in. It is also possible to tailor the semantic LTL 
checker plug-in to express specific types of constraints encountered in the educational 
domain [16]. All these properties can be easily coded using the LTL language and 
imported into the user interface of the plug-in. In what follows we want to check if the 
rule “A Project Management training must be taken before a Project Management 
Professional Certification (PMP) can be taken” was always respected (prerequisite 
check). We define this property in a LTL file as follows: 
 

formula c2_is_a_prerequisite_of_c1 ( c1 : ate.WorkflowModelElement, c2 : 
ate.WorkflowModelElement) := 
{   <h2> Is the training C2 a prerequisite for the training C1? </h2>} 
   ( <> (activity == c2) /\ (activity != c2 _U activity == c1) ) ; 
 
 

 
 

Fig 6. The results returned by the semantic LTL Checker plug-in while verifying the PMP 
prerequisite 

 



Fig 6 shows the result displayed when this property is checked. We can see that there 
are 26 trainees who took the PMP training while they didn’t take the Project 
Management training before (i.e., incorrect case instances). There are also 718 trainees 
that satisfy this property (i.e. they took the “PMP”  training after a “Project 
Management” training). 

5    Conclusion 

In this paper we showed how by associating semantic annotations to educational 
event logs, more accurate and compact educational processes can be extracted and 
analyzed at different levels of abstraction. Also we developed a semantic matching 
procedure allowing to link training labels to the right concepts of a training ontology, 
in a (semi)automatic way. In future works, we will investigate how concepts from 
ontologies can be associated to training providers. We can then benefit from these 
semantic annotations in mining social networks and organizational models between 
training providers [1], [10], at the conceptual level. We plan also to conduct a case 
study in an on-line education setting that would illustrate the benefit of process 
mining approaches, at the syntactic and semantic levels, to mine and understand 
students’ behaviors. Another important step in our works is to develop new clustering 
and classification techniques which take into account semantic annotations on event 
logs [14], [17]. For instance, trace clustering techniques [14] can be extended to 
partition event logs depending on trace similarities at the conceptual level. To 
implement our approach, we are currently developing an interactive and distributed 
platform tailored for educational process discovery and analysis. This platform will 
allow different education centers and institutions to load their data and access 
advanced data mining and process mining services [10]. Moreover, in order to 
optimize and enhance platform response time, our platform will allow distributing 
heavy analysis computations on many processing nodes.  
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