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Abstract. Educational process mining is an emerging fieldhiea educational
data mining (EDM) discipline, concerned with disedmg, analyzing, and
improving educational processes based on informatidden in datasets and
logs. These data are recorded by educational sgstemifferent forms and at
different levels of granularity. Often, processcdigery and analysis techniques
applied in the educational field have relied exidely on the syntax of labels
in databases. Such techniques are very sensitidate heterogeneity, label-
name variation and their frequent changes. Consdlgudarge educational
process models are discovered without any hieramhgtructuring. In this
paper we show how by linking labels in event logs their underlying
semantics, we can bring educational processes w#igcdo the conceptual
level. In this way, more accurate and compact dibrta processes can be
mined and analyzed at different levels of abstoactWe have tested this
approach using the process mining Framework Pr@ 5.

Keywords: Semantic Process Mining, Educational Process Mjn@mtology,
Semantic Matching, ProM.

1 Introduction

Nowadays, education and training centers promotsopalized curriculums where
students are free to choose the skills they wadet@lop from beginner to specialist),
the way they want to learn (theoretical or pradtispects) and the time they want to
spend. This tendency is reinforced by the emergehte-learning” which represents
an increasing proportion of the in-company traisingducational systems support a
large volume of data, coming from multiple souraed stored in various formats and
at different granularity levels [6], [16]. Thesetalaan be exploited by instructors to
understand students’ learning habits, the factoflsiencing their performance and
their target skills. To answer these questionggtiean increasing research interest in
using process mining in education [6],[10], [13]6]. The idea of process mining [1]



is to discover, monitor and improve real procegses, not assumed processes) by
extracting knowledge from event logs (recorded tyrdormation system). However,
the proposed approaches for process models eximaiti the education field are
somewhat limited because they rely on classicatgs® mining techniques which are
purely syntax oriented i.e. based on the labet/ant logs [2]. For instance, we have
encountered a massive professional training datafed worldwide consulting
company where depending on the country and themeigivolved different names
were used for the same training. So, the actuabséos behind the trainings’ labels
remain in the head of education management peeple teachers, carrier advisors,
etc.) who have to interpret them. To handle thiestjon, semantic annotations on
event logs could be used to prevent such interjwataefforts [2], [3]. To benefit
from the actual semantics behind these latmdsjantic process miningchniques
were introduced in [2], [3], [4], leveraging minirend analysis techniques to the
conceptual levelln this paper, we show how semantic process miitiegs may help
to discover simplified educational process modeld & extract more knowledge
about their properties. For the first time, to dmowledge, a professional training
dataset of a consulting company is taken as a sasly to extract and analyze
training paths annotated with semantic informatioAlso, we propose a
(semi)automatic procedure used to associate sermamtdi training labels. The
remainder of this paper is organized as followsctiSe 2 summaries educational
process mining techniques. Section 3 presentseaimaustic process mining core idea.
Section 4 explains our approach to extract educatiprocess models annotated with
semantic information. Finally, section 5 concluttes paper.

2 Process Mining in the Educational Field

Process mining is a relatively new technology whicherged from the information
technology and management science [1]. It focuseth® development of automated
techniques to extract process-related knowledgen fevent logs. Anevent log
corresponds to a set of procésstances(i.e. trace9 following a business process.
Each recorded event refers toaantivity and is related to a particular process instance.
An event can havetamestampand aperformer(i.e. a person or a device executing or
initiating an activity).Educational Process MininEPM) refers to the application of
process mining techniques in the education dontéh [Educational event logs may
include students’ registration procedures, studegxamination traces or activity logs
in e-learning environments. The three major typeprocess mining techniques are
(cf. Fig. 1): Process model discovetgkes an event log and produces a complete
process model able to reproduce the behavior obgeirv this log.Conformance
checkingaims at monitoring deviations between observedtiehs in event logs and
process models or predefined business rules arstragris.Process model extension
aims to improve a given process model based omrir#tion (e.g., time, performance,
case attributes, decision rules...etc.) extracteth fam event log related to the same
process. Regarding available process mining ttloésProM Framework is the most
complete and powerful one aimed at process analgsis discovery from all
perspectives (process, organizational and casequige) [8]. It is implemented as
an open-source Java application with an extendabtgable architecture.
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Fig 1. Process mining concepts

ProM supports a wide range of techniques for pmadiscovery, conformance
analysis and model extension, as well as many otieds like conversion, import and
export plug-ins. The de facto standard for stoang exchanging events logs are the
MXML (Mining eXtensible Markup Language) format onore recently the XES
(eXtensible Event Stream) format. In practice, hosvge ProM presents certain issues
of flexibility and scalability which limit its effetiveness in handling large logs from
complex industrial applications [13]. We may geepthese limitations by using the
service oriented architecture of the ProM 6 framéwoTheoretically, such
architecture may allow the distribution of ProM’Bigins over multiple computers
(e.g., grid computing). We are recently testinghsa@onstruction in the development
of an interactive and distributed platform tailored educational process discovery
and analysis. Let us note that, lately, educatigmatess mining has emerged as a
promising and active research field [6], [15], [16Jowever, the application of
process discovery techniques presents some chedlagigen the huge volume and the
traces’ heterogeneity often encountered in educaticdatasets. In fact, when
analyzing event logs containing a lot of distinetces, traditional process discovery
techniques generate highly complex models (i.eglspéi models) [13]. In this case,
the adoption of filtering, abstraction or clusteritechniques may help reduce the
complexity of the discovered process models [14F].[ For instance, a clustering
technique was proposed in [6] to improve both tedqymance and readability of the
mined students’ behavior models in the context-tdagning.In our previous work
[10], we proposed a two-step clustering approachpéatitioning training processes
depending on an employability indicator. We thiflattsemantic process mining
techniques seem to be a promising area to expio@der to handle the issue of
traces’ heterogeneity and so to extract simplifeatess models.

3 Semantic Process Mining

The semantic process minirtgchniques, introduced in [2], [3] aim to analyzrel
extract process-related knowledge from event lagshe conceptual (semantic) level



[4]. The challenges for mining and monitoring preses from a semantics perspective
have been studied in the context of the EuropeajeqrSUPER [9]. The concept of
semantic log purging was proposed in [12], takirgase study in the higher education
domain. In [5], the authors proposed a combinatidnstandard process mining
techniques with semantic lifting procedures on ekient logs in order to mine more
precise process models. The core idea of semargicegs mining is to explicitly
annotate elements in event logs with tlomceptsthat they represent. These concepts
are formalized in generic or domain specific onjigs. Hence, semantic process
mining techniques are built on the following thiesesic elementsntologiesontology
reasonersandreferencedrom elements in logs/models to concepts in omjiels [2].
First, ontologies define and formalize a set ofasgis shared by (a group of) people to
refer to things in the world and the relationshfimsong these concepts. Second, the
reasoner provides reasoning over the ontologiesrder to derive new knowledge,
e.g., subsumption, equivalence, etc. Finally, #ferences associate meanings to labels
(i.e., strings) in event logs and/or models by poto concepts defined in ontologies.
The discovery, conformance checking, and extensohniques rely on subsumption
relations induced by these ontologies to raise léhwel of abstraction from the
syntactical level to the semantical level. Thussthtechniques can be applied without
requiring any modification of models or logs if tledements in different logs and
models link to the same concepts (or super/subepiaof these concepts). Let us note
that all semantic plug-ins developed in ProM areedaon the following concrete
formats for the basic building blocks: Event loge & the SA-MXML (i.e. Semantic
Annotated Mining eXtensible Markup Language) filermhat. SA-MXML is a
semantically annotated version of the MXML formahieh incorporates the model
references (between elements in logs and concaptmtologies). Ontologies are
defined in WSML (Web Service Modeling Language), [[11]. The WSML 2
Reasoner Framework [18] is used to perform all nkeessary reasoning over the
ontologies.

4 Case Study: Leveraging Educational Process Mining
Techniques at the Semantic Level

Our motivating example is based on real-world frajn databases from a
worldwide consulting company. This company has ago6 000 employees that are
free, during their careers, to take different tirags aligned with their profiles. These
trainings are provided by internal or external migations. The data collected for
analysis includes the employees’ profiles (demdgjiapdata), their careers (i.e. the
jobs/missions they did) and their training path (set of trainings taken during the
past three years) (cf. Table 1). In what follows apply a process model discovery
algorithm (e.g. the heuristic miner [8]) on a fragwh of the training event log (cf.
table 1), containing 1000 traces, 2419 events &@daZiginators. We can see that the
obtained result is an unreadable spaghetti likege® model (cf. Fig. 2). This result
can be explained by the heterogeneity in employgaiing paths and the great
number of different trainings’ labels. Let us ntitat depending on the organization,
the country and the region involved, different labg.e. string) were used for the
same training. Moreover, some training courseshbeaseen as special cases of other
trainings. For instance, the trainingSdilective English; “Collective Face to Face



English”, “English In Group are in fact the same training which is given eliént
names following data sources. Moreov&otlective Face to Face Englishis a
variant of ‘Face to Face English"which is a special type of th&fglish” training.

Table 1. Example of an educational event log

Matricul  Profil Trzining Id ~ Trammg_Label Trzining Orga Id  StertDate EndDate
7 CONSULTANT Tr830 EXCEL ELEARNING Org 13 11072011 317122011
3 CONSULTANT Tr 769 QF TEST Org 133 26/042011 28042011
9 CONSULTANT Tr232 INTERCULTURAL Org 133 01/072011 01072011
WOEKING RELATONS
INDIA
10 CONSULTANT Tr260 SELENIUM Org 133 25102011  26/102011
11 CONSULTANT Tr812 UML FUNCTIONAL 0Org 133 24102011 27102011
ANALYSIS
12 CONSULTANT Tr774 DESIGN PATTERNS AND  Org 133 08/122011 09122011
APPLICATION C++
13 CONSULTANT Tr1923 SQLBASIC Org 133 03/042012  03/042012
14 CONSULTANT Tr813 C++ ADVANCED Org 133 04/042012 06042012
15 CONSULTANT Tr2014 XML BASIC AND XPATH  Org 135 10042012 11/042012
14 CONSULTANT Tri282 DESIGN PATTERNS AND  Org 133 13092012 14/092012

APPLICATION IN C++

el e, |

Fig 2 Ffagmeﬁt ofa spaghétti prbceéé describihg aflitgs followed by the consulting
company’'s employees during the last three years.pfacess model was extracted using the
Heuristic Miner plug-in of ProM.

To handle this issue, we need to link differeninirgs which are variants or
synonyms of the same training to a unique conaepttraining ontology Usually,
there are two ways to achieve this. We can manualgate all the necessary
ontologies and annotate the necessary elementducagonal event logs with
ontologies’ concepts. It is also possible to usdstdo (semi)automatically discover
ontologies based on the elements in these logsST[¥.discovered ontologies can be
manually improved in a second step. Let us note shmantic process mining tools
can also play a role in ontologies’ extraction amhancement from event logs. The
ontology depicted in Fig. 3 is used to formalize ttoncepts for trainings in our
example. It contains 42 concepts and 129 instaWesbuilt this ontology manually
taking as starting point the semantic descriptiérirainings provided in training
organizations’ catalogues. We distinguished fiveestconcepts related to the training
domain: Communication Staff ManagementProject Management Audit and
Control, Information Technologies
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Fig 3. Fragment of the “Training ontology”: only sometesces (i.e. training labels) are represented



These concepts are subdivided into sub-concepishvatie in their turn subdivided
into lower sub-concepts (cf. Fig 3). Trainings’é&bare the instances of this ontology
and each label is associated to one concept ocautept. To simplify the ontology
depicted in Fig 3, we only represented one instdtraining label) per concept. We
used the tool WSMT (Web Service Modeling Toolkit) implement the training
ontology in the WSML format since it is supported the ProM 5.2 framework.
Moreover, the semantic process mining plug-ins texjsin ProM 5.2 expect log
elements to be connected with process ontologies, io be in the SA-MXML
logging format). So to enrich the educational Idgoor example with semantic
annotations from th&raining Ontology we implement a conversion plug-in in ProM
5.2. The latter takes as input the origirdlucational log(in MXML format) and the
Training Ontology(in WSML format) and produces the correspondingnaetically
annotated event log (in SA-MXML format).

4.1 Semantic Matching Between Training Labels and Concepts

In order to help end users in the comprehensionhefunderlying semantics of
training courses, we develop a (semi)automatic gore, which can be used to
associate a concept (of the training ontology) taaing label. The association used
is based on the importance of the words in a labéh a concept. We assume that
each word of a labeL plays the same semantic role and hence has the sam
importance as well as the other words constitutingVe also suppose that at least
one of the words characterizing a concept, or dribair synonyms, appears in all the
labels associated to it. Therefore, there is arsetction between the set of the words
of a label and the set of the words characterizghgssociated concept. To build our
technique we develop the following modelling: calesiW = {w;,...,.w,} a set of
words, we consider a training labil; as succession @f;, notedTLi= wib+... b+ wiy,
wherew,JW and the symbol represents blanks and all articles, pronouns, Feic.
instance the labellfitroduction to Information Systefnsontains the set of word&/

= {Introduction Information SystemsManagementseparated with three blanks and
the preposition ‘to’. We considdy; the set of the words that contaifik;, soL; =
{ws,...,.Wn} and in our case we assume thatd(L;) represents the length of the label
TL; (we noteLen(TL))), for exampleLen(Introduction to Information Systejns 3.
We also considet; = {w1,....w,} as the set of the words characterizing a conGgpt

Word importanceis a metric, or a weight, reflecting the importainéa word in a
label according to our hypothesis given below. Asheword plays the same role in a
label we compute its importaneg as follow: wp(w) = ¥ Len(TL)wherew /L. for
the label TL = “Management in Information SystémsLen(TL)=3 and
wp(Management)=/B. This wp reflects clearly the relation between the lengttao
label and the importance of its word. A small labli&e ones using only one or two
words, gives a great semantic importance to itsdwbat are considered like keys,
whereas long labels use lot of words for their dption giving its words a small
semantic role.

Word concept weightthe weight of a wordw in a conceptC, noted cw(w),
corresponds to the sum of all word importancevobr one of its synonyms, in all the
labels associated to the conc€ptcw(w)= Y wpr(x), where i{1,...,h} and TLis
associated taC. For instance, consider the concept characterizethéyfollowing



words (‘managemefit “ project). If “management” appears three times in the labe
with the followingwp: %, % and % thereforecw(‘managemef)= %2+%+Y% =1.3.
This metric establishes a monotone relation betwhkerrequency of the word in the
labels and its importance, and it is clear thatar@mword is used, more it is important
and more it will be used to characterize a concept.
Concept matchingo generate automatically the conc€paissociated to a lab&L
we create first a word weight table as follow:
1. We compute the set of all the words of all the lalmontained in the
training catalogue. We note this set &¥.
2. We create a matriM = (& 1<i<n, i<m) &; IS thewp(i) in the labelj,
n = card(LW) and m is the number of all training Labels.
3. For each wordv in LW, we sum itsvp(w) computed in the previous step
and we store the result in the returned table.

After constructing this table, for a labEL we compute the semantic intersection
betweerL andC as follow:L n C = {w;, w; O L Ow;! C}. wyI! C means thaty; or a
synonym of it is included if€. Then we compute the score of matching between
andC, notedSL,C) as the sum of theoncept weighof each element df n C. We
repeat this operation for all the concepts we hawe then we associatewith the
concept having the high score. If we have the qotsc€,,...,Cn then L will be
associated t€ if SQL,C) = Max(SQL, G,)). The semantic importance we use in our
matching is simplified compared with approachesidaleep semantic analysis using
sophisticated techniques because we do a sigrificaman effort to define the
Ontology with different level, and we stress on dumcepts of the level 2 to enrich
them with words that are generally and mostly usedefine the labels associated to
each concept of this level. We remark that if ve@entwo or more concepts having
the sameMax(SC(L, G)) we infer a conflict and in this case we need ar’ss
intervention to choose what concept to associatthéolabel. We have tested this
matching technique on Altran catalogue containigg abels and 35 concepts. Fig 4
depicts the obtained results. Let us note thah@se tests we have identified some
cases where we have not identified matching betwamis and concepts.

5 10 15 20 25 30 35 40

Fig 4. The number of labels (ordinate) associated to eaehof the 35 concepts (absciss) of our
case study

This is due to the use of some abbreviations tteahard to decrypt. In these tests,
concepts contain only words that we find in lakerisl we do not need in this case to



search synonyms. We plan in the future to use @odary in order to enhance the
identification of synonyms.

4.2 Educational ProcessModes Mining at the Conceptual Level

After constructing a semantically annotated edocati log, we specify the level
of abstraction (i.e. concepts in the training cogy) used as a base for the mining and
the analysis of training processes. To achieve wasuse thdilter plug-in “Ontology
Abstract Filtef implemented in Prom 5.2, which allows us to chedise required
level of abstraction [8]. Thé&ntology Abstract Filterplug-in takes as input a
semantically annotated event log (in SA-MXML forpnand produces as output
another event log where the names of tasks (aaimigs) are replaced by the names
of the chosen concepts. The produced log canb&sxported as an SA-MXML log.
After this step, we may apply a control-flow minimadgorithm (e.g. theHeuristic
Miner plug-in) to extract the educational process maaédying on the concepts
chosen in the previous step. We may choose concaptsifferent level of
abstractions. When we use only the concepts at BeétheTraining Ontologytree
(i.e., the concepts “Communication”, “Language”e$fing”, “Audit_And_Control”,
“IT_Service_Management”...etc.”), a process modet like one in Fig. 5 could be

discovered.
(complete)
743 -

COMMUNICATION
(start)
124

INTERCONMECTING _EMBEDDED_ELECTRONICS
(start)
28

0,667 {0,889
27 3

COMMUNCATION
(complete)
124

INTERCONNECTING_EMBEDDED_ELECTRONICS
(complete)
28

TESTING IT_SERVICE_MANAGEMENT
(complete) (start)
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TANAGENENT
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249

LANGUAGES
(complete)
18

0,857
5

IT_SERVICE_MANAGEMENT
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0357
3 6

| ArtificiaEndTask
(complete) =
743

Fig 5. Training process model mined using the Is¢iarminer plug-in where only the concepts at
the level 2 of the tree for the ontology “Training©logy” (cf. Fig.3) are considered.



It contains 18 events (nodes) and 30 arcs whighdee compact than the model
extracted before the semantic abstraction (cf. BigLet us note that during the
abstraction phase we deliberately replace the datethe different kind of English
trainings by their concept at level 1 (inglish. We can see that the mined model in
this case is more compact (i.e., has a higheradigin level) than the one in Fig 2. In
this model we can see that trainings associatetheoconcept Managemerit are
taken 444 times. Also, there are seven traineestadloan English' training after a
“Managemerittraining. The frequency associated to this relatin the educational
log is 0,889.

4.3 Educational Process Analysis at the Conceptual Level

In our case study, process mining advantages ardimibed to the discovery of
employees’ training processes. In fact, trainingisats and directors of training
organizations often need to check (off-line or m®) whether trainees’ paths
conform to established career paths, trainingsteupaisites or business rules. The
semantic LTL checker plug-in of ProM 5.2 is thefpet tool for auditing educational
processes at the conceptual level [2]. This toollmaused to verify the same formula
(e.g. generic formula such as prerequisite) ont afsdifferent event logs as long as
the arguments of this formula and the elementhésé logs link the same concepts
(or super/sub concepts of these concepts). Thexeséd of predefined formulas in the
semantic LTL model checker plug-in. It is also polesto tailor the semantic LTL
checker plug-in to express specific types of camsts encountered in the educational
domain [16]. All these properties can be easilyerbdsing the LTL language and
imported into the user interface of the plug-inwinat follows we want to check if the
rule “A Project Managementraining must be taken before Rroject Management
Professional Certification (PMPEan be taken” was always respected (prerequisite
check). We define this property in a LTL file asidovs:

formula c2_is_a_prerequisite_of_cl ( cl1 : ate.Wrkflow\bdel El enent, c2 :
at e. Wr kf | owMbdel El emrent) : =
{ <h2> Is the training C2 a prerequisite for the training ClL? </ h2>}

( <> (activity == c¢c2) /\ (activity !'=c2 _Uactivity ==¢1) ) ;

]

Fig 6. The results returned by the semantic LTL Checkeg-h while verifying the PMP
prerequisite



Fig 6 shows the result displayed when this propisrghecked. We can see that there
are 26 trainees who took theMP training while they didn't take théroject
Managementraining beforg(i.e., incorrect case instance3here are also 718 trainees
that satisfy this property (i.e. they took th®MP” training after a Project
Management'training).

5 Conclusion

In this paper we showed how by associating semaariiotations to educational
event logs, more accurate and compact educatiaoakpses can be extracted and
analyzed at different levels of abstraction. Alse developed a semantic matching
procedure allowing to link training labels to thght concepts of a training ontology,
in a (semi)automatic way. In future works, we wiillvestigate how concepts from
ontologies can be associated to training providérs. can then benefit from these
semantic annotations in mining social networks arghnizational models between
training providers [1], [10], at the conceptualdewVe plan also to conduct a case
study in an on-line education setting that wouldsirate the benefit of process
mining approaches, at the syntactic and semantielde to mine and understand
students’ behaviors. Another important step inwarks is to develop new clustering
and classification techniques which take into aot@emantic annotations on event
logs [14], [17]. For instance, trace clusteringht@iques [14] can be extended to
partition event logs depending on trace similasitié the conceptual level. To
implement our approach, we are currently develogingnteractive and distributed
platform tailored for educational process discovang analysis. This platform will
allow different education centers and institutiotos load their data and access
advanced data mining and process mining servic€$ [Moreover, in order to
optimize and enhance platform response time, oatfqgum will allow distributing
heavy analysis computations on many processingsnode

Acknowledgments. This ongoing work is being carried out by Altraesearch and
Altran Institute within the context of the PHIDIASoject.
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