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Abstract. In this paper we propose and discuss mechanisms and im-
plementation issues for moving the execution of computation- and time-
consuming workflows into the Cloud. These complex workflows are spec-
ified by Petri nets, more precisely reference nets using the RENEwW tool.
We believe that Cloud technology is a suitable solution to (i) overcome
the lack of resources on-premises and to (ii) improve the performance of
the whole system based on quality of service (QoS) constraints. As execu-
tion target for simulations, tests have been performed on an OpenStack
Cloud. Furthermore, the integration and interfaces between workflows,
Cloud computing and agent concepts are also addressed.
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1 Introduction

Several long-running and high-throughput applications can be designed as com-
plex workflows, which describe the order and relationships between the different
activities and related data (input, output). In such scenarios, these tasks often
need to be mapped to distributed resources, possibly due to a lack of on-premise
resources or failures. Recently, Cloud computing has attracted more interest from
both the industry and academic community. Cloud computing is a recent com-
puting paradigm. It has its origin in distributed computing, parallel, utility and
grid computing. The National Institute of Standards and Technology (NIST)
defines Cloud computing as: “A model for enabling convenient, on-demand net-
work access to a shared pool of configurable computing resources (e.g., networks,
servers, storage, applications, and services) that can be rapidly provisioned and
released with minimal management effort or service provider interaction.” [19].

In fact, Cloud technology provides an environment that allows to dynamically
allocate resources for the execution of workflow tasks following an on-demand
and pay-as-you-go model. In this work, we aim to take advantage of these re-
sources to improve the performance of the applications. These applications are, in
our case, specified as Petri nets using the REference NEts Workshop (RENEW)
editor. In order to make this possible, we need to provide mechanisms and strate-
gies that are based on the integration of workflow concepts and Cloud technology
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(and later the agent paradigm). There are different ways to address this. On the
one hand, Cloud for workflow uses Cloud resources to execute complex workflows
and especially scientific workflows [12] [13]. Such works are more resource-centric
and focus on the computational tasks. On the other hand, Clouds need struc-
tured and mature workflow concepts and high-level languages to handle issues
like managing complex task and data dependencies. It should be noted that we
only consider moving the execution of entire nets or systems of nets into the
Cloud. Further distribution aspects of the simulation/execution! are outside of
the scope of this paper.

The research described in this paper focuses more on performance issues,
which can be considerably improved by using Cloud resources. We present our
approach to provide techniques and tools to move the execution of complex
workflows modelled in Petri nets to the Cloud. The migration to the Cloud is
based mainly on user requirements. Thus Quality of Service (QoS) parameters
are specified in advance. We emphasise response time and cost constraints, but
this can be easily extended to other QoS parameters such as service availability.
Modelling and execution of Petri net models is performed exclusively through
the RENEW editor. Furthermore, we discuss different realisation possibilities. We
examine three different types of interfaces, which define how input and output
to the Cloud calls are defined. Simple interfaces provide only basic functionality
to initiate Cloud workflows and receive results. Simulation interfaces are used to
run extensive simulations of workflows in a Cloud environment. Lastly, advanced
interfaces feature advanced mechanisms to process input and output data for
the Cloud. The main avenue of thought for the advanced interfaces is to utilise
autonomous software agents and their characteristics.

This paper is structured as follows. In Section 2, we present the conceptual
and technical background as well as related work. Section 3 introduces the ap-
proach and methodology for moving net simulations to the Cloud. Section 4 pro-
poses the different kinds of interfaces. Finally Section 5 discusses the approach
and Section 6 concludes the paper and presents future work.

2 Background and Related Work

In this section we are going to discuss the conceptual and technical background
for this work. For the specification of workflows Petri nets and especially refer-
ence nets are employed. Related work is also presented.

2.1 Reference Nets

Reference nets were introduced in 2002 by Olaf Kummer (see [14]). Reference
nets are modelled and simulated using the RENEW editor and simulation tool
[16]. Both are described in the RENEW manual?. In reference nets, tokens can be

! We use the terms simulation and execution interchangeably. If a distinction has to
be made it will be clear from the context.

2 The latest version of RENEW, documentation and articles are available on
(http://www.renew.de)
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anonymous, basic data types or references to Java objects or other reference nets.
The referenced objects can be of any class in the Java programming language.
Firing a transition can also create a new instance of a subnet in such a way
that a reference to the new net will be put into a place as a token. This allows for
a specific, hierarchical nesting of networks, which is helpful for building complex
systems in this formalism. The creation of instances is similar to object instances
in object-oriented programming languages and the usage of references allows to
construct reference net systems, whose structures are not fixed at build time.

2.2 Renew

As mentioned above, we use RENEW for the modelling of workflows. RENEW is
a graphical tool for creating, editing and simulating reference nets. It combines
the ‘nets within nets’ paradigm of reference nets with the implementation power
of Java. The RENEW plug-in architecture, which was developed and introduced
in [22], allows the extension of RENEW with additional functionality through
the use of interfaces between RENEW components without changing the core of
RENEW. Additional functionality (e.g. additional net formalisms, simulation and
verification tools, interface extensions) can be added to RENEW by providing the
Java classes and nets for the new plug-in. Many such plugins have already been
developed, which makes RENEW a versatile and extensive Petri net tool.

2.3 Agents

We also utilise software agents for advanced features regarding the interface to
the Cloud execution (see Section 4.3). We use the MULAN (Multi Agent Nets
[21]) reference architecture and its implementation CAPA (Concurrent Agent
Platform Architecture [10]). Both have been created and implemented using
RENEW and the majority of the executable code are in fact reference nets.
Agents are executed in a distributed environment and generally communicate
via standardised asynchronous messages. They can feature intelligence, reactive
and proactive behaviour, and autonomy. These kinds of properties are utilised
for the Cloud execution.

2.4 Related Work

Originally, WfMS were not conceived to be used in Cloud-like environments.
With the growth of Cloud computing, several traditional WfMS improved their
kernel and are now able to provide interfaces to communicate with external
Cloud services. The prevalent (scientific) WIMS are: Taverna[18], Pegasus|9],
Triana[23], Askalon[11], Kepler[2] and the General Workflow Execution Service
(GWES)[1]. The originality of these systems is that they run on parallel and dis-
tributed computing systems in order to reach a high level of performance and get
access to wide range of external resources. The Pegasus system allows scientists
to execute workflows in different resources including clusters, Grids and Clouds.
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This has been adapted later to execute scientific workflows in the Cloud (within
an Amazon EC2 Instance) [17]. Compared to our work, the migration to the
Cloud is almost the same, the difference lies at the modelling level, where we use
Reference nets as modelling technique. GEWES is an interesting project that
makes use of high-level Petri Nets (HLPN) for the description of workflows. The
GWES coordinates the composition and execution process of workflows in arbi-
trary distributed systems, such as SOA, Cluster, Grid, or Cloud environments.
In the workflow specifications, transitions represent tasks and tokens represent
data flowing through the workflow.

There have also been many more efforts to infuse Cloud and distribution
aspects into general workflow management. The ADEPT project [8,20] focuses
on flexible and adaptive workflow management but also deals with distribution
and migration aspects to avoid performance bottlenecks in the network. Another
interesting combination of Clouds and workflows is the OpenTosca project [5].
It utilises management plans implemented as workflows to configure Cloud ap-
plications for organisations. [24] also deals with configuration issues but focuses
explicitly on the configuration of interorganisational business processes in the
Cloud. The issues addressed by these and more publications represent advanced
features of workflows in Clouds. They are outside the scope of this paper. Some
of these issues are, however, considered future work.

3 Renew in the Cloud

RENEW in the Cloud designs the process of simulating Petri net models not lo-
cally (i.e. on-premises) but in the Cloud. There are different reasons why we are
moving the simulation to other execution environments but the main reason is
to seek gains in performance. Especially (Petri net) models that contain complex
and time consuming tasks are of interest here. In our approach the design/mod-
elling step is performed at the user’s side since it does not require computing
or storage capabilities. After this, the models are pushed to the Cloud provider.
The Cloud provider should be able to provide instances, that support Petri net
simulations. Therefore, Cloud instances need to be provisioned by external Petri
net editors and simulators. Since our chosen editor is RENEW it will be installed
and configured before starting the simulation. The whole process consists of the
following steps:

1. modelling the workflow

2. configuring the Cloud instance

3. starting/connecting to the Cloud instance

4. uploading the required nets

5. executing the simulation and getting the results

Technically, our work is based on the Vagrant tool®, which permits us to
create reproducible development environments. According to the Vagrant home-
page, Vagrant 7is a tool for building complete development environments. With

3 https://www.vagrantup.com/
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an easy-to-use workflow and focus on automation”. There are three ways to use
Vagrant: with a virtual machine, a Cloud provider, or with VMware.

For creating a Vagrant machine the vagrant tool first needs to be installed
as well as the VirtualBox. For both Vagrant and VirtualBox, the installation
is possible on the three famous operating systems: Linux, Windows and Mac.
Next, a configuration file called Vagrantfile is mandatory to configure a Vagrant
machine. It is a Ruby file used to configure Vagrant and to describe virtual
machines required for a project as well as how to configure and provision these
machines. Finally, the guest Vagrant host can be started using the command
vagrant up.

3.1 First Prototype (with VirtualBox)

To run RENEW and all required software on the host machine, configuration using
a Vagrantfile is needed. The latter permits to provision the host machine(s) with
additional softwares (in our case RENEW). Since RENEW requires Java 6 or later,
this portion of code shows instructions that should be added.

Figure. 2 shows the steps to follow for the execution (simulation) of a work-
flow (Petri net). First of all, the workflow is modelled using RENEW and gener-
ates .rnw files. It should be noted that, for now, we focus solely on the simple
execution of workflow nets in the Cloud. Workflow management aspects are cur-
rently considered in the background. For example, human interaction with the
workflow, e.g. a user executing a task, is currently only simulated by the sys-
tem. Later on it is possible to incorporate a workflow management system in
the Cloud which would support these kinds of aspects. Workflow management
within RENEW implemented as a reference net (agent) system, which would be
executed in the Cloud, is already possible [25]. For now, the vagrant machine is
equipped with a RENEW version without a graphical user interface, i.e that we
are obligated to run the simulation with the command line. The correspondent
console command is startsimulation. The syntax of the command is:

startsimulation <net system > <primary net> [-i]

— net system: The compiled net files (.sns files, Shadow Net System).

— primary net: The name of the net, of which a net instance shall be opened
when the simulation starts. Using the regular GUI, this equals the selecting
of a net before starting the simulation.

— -i: This must be set before starting the simulation (only for this prototype).
Concretely, we use -r, which means to run the whole simulation without
steps. More information about this command can be found in [15, p.106].

For testing purposes we created a simple net (primary net) that contains
a single transition that prints a string on the screen. Since the reference net
formalism allows using java code, this is done simply by the instruction Sys-
tem.print.out("message") (see Figure. 3). Once the required files are prepared
(.rnw and .sns), they are sent to the Vagrant machine. The nets are either copied
to the synced directory with the Vagrant machine or with scp. To start the sim-
ulation on the guest machine, there are three possibilities: (i) by a command
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Current machine states: sofiane@sofiane-tgi:~/RenewVagrant$ ./bin/www
default 1 running (virtualbox) D

The VM is running. To stop this VM, you can run “vagr
ant halt’ te

shut it down forcefully, or you can run ‘vagrant susp
end” to simply

suspend the virtual machine. In either case, to resta
rt it again,

simply run ‘vagrant up’.
sofiane@sofiane-tgi:~/Renewvagrant$ D |

INFO: loaded plugin: Renew Util

INFO: loaded plugin: Renew Prompt

INFO: loaded plugin: Renew Simulator

INFO: loaded plugin: Renew Formalism

INFO: loaded plugin: Renew Misc

INFO: loaded plugin: Renew Remote

INFO: loaded plugin: Renew Splashscreen
INFO: Using default concurrent simulator ...
Simulation set up, created net instance original[@].
Simulation running.

Test

Fig. 1. Run Simulation in a Vagrant Machine

line (using nohup and ssh) (ii) through a web Gui (using NodeJS) (iii) from a
reference net directly (inscribed to transitions). Figure 1, shows the process of
starting a vagrant machine and launching RENEW and the simulation. Executing
the command in 2, launches a new terminal and starts RENEW and simulate the
net on the Vagrant machine. (1) The Vagrant machine should be up and running
(2) The web server (NodeJS) is started (3) RENEW is launched and a simulation
is started with the required nets.

Workflow Modeling -rnw Simulation
OO + sns

Local Machine Vagrant Machine
Display the results

Fig. 2. Remote Simulation with Vagrant

@—1—O

action System.out.print("Test")

Fig. 3. The Original Net (.rnw)
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3.2 Second Prototype (with OpenStack)

The second version of the implementation is based on a concrete Cloud en-
vironment. The instances are not launched in a virtual machine at the host
machine, but in a Cloud (see Figure. 5). We mentioned before that Vagrant uses
specific providers. The default one is VirtualBoz*. Other built-in providers are
VMWare®, Docker® and Hyper-V7. When executing vagrant up we will have a
virtual machine created on the local host. If we require only one VM then it is
enough to work locally. Nevertheless, when the number of VMs grows we will face
an overload due to a lack of resources. The natural solution is to look for exter-
nal resources which, in our case, are available in a Cloud. Due to financial and
technical constraints, in our testbed we use an open source Cloud framework
called OpenStack®. OpenStack is an open source software for creating private
and public Clouds. It is installed on a CentOS Linux operating system. Thanks
to the plug-in architecture that Vagrant is based on, we are able to connect
to different Cloud providers and launch our instances. This is performed by a
plug-in called vagrant-openstack-provider?. This plug-in permits to control and
provision machines within an OpenStack Cloud. Other features are for instance:
Create and boot OpenStack instances, SSH into the instances and suspend and
resume instances. The principles for running RENEW simulation in the Cloud are
almost the same as presented in the previous section. We still need to upload the
required nets (.rnw and .sns) to the VM. The difference is at the configuration
level, which is realised by the Vagrantfile. A minimal configuration consists of
the following:

)

require ’vagrant—openstack—provider
Vagrant . configure (’2’) do |config|

config.vm. box = ’openstack’
config.ssh.username = ’stack’
config .vin. provider :openstack do |os]|
os.openstack\ auth\ url = ’http://keystone—server.net/
v2.0/tokens’
0s.username = ’openstackUser’
os.password = ’openstackPassword’
0s.tenant\ name = ’myTenant’
os. flavor = ’ml.small’
os.image = ’ubuntu’
os. floating\ ip\ pool = ’publicNetwork’
end

end

www.virtualbox.org
WWW.vImware.com
www.docker.com
www.microsoft.com/en-us/server-cloud /solutions/ virtualization.aspx
www.openstack.org
9 https://github.com/ggiamarchi/vagrant-openstack-provider

4
5
6
7
8
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The configuration presented above concerns only the credentials and the im-
age used to boot the instances. The important next step is to configure these in-
stances to be able to handle RENEW simulations. The configuration is performed
exactly in the same way as working with virtual machines (VirtualBox). Config-
uring instances plays an important role and directly affects the performance of
the system. Although, for testing purpose, we worked on a private OpenStack
Cloud , our implementation can be integrated within commercial Cloud providers
like Amazon'®, Windows Azure'! or HP'2. With providers, Cloud consumers can
configure their instances based on a pay-as-you-go model. Resources provided by
commercial Cloud providers are not free, which can negatively affect the choice
of the Cloud consumers. With respect to the application requirements, there
are different types of instances which depend on the Cloud provider. Instance
types describe the compute, memory and storage capacity of the instances that
Cloud consumers use for hosting (computing) their applications. Therefore, the
requirements for the applications should be clearly specified as QoS parameters.
This issue has been already addressed in [3]. QoS parameters can be specified
as inputs to the transitions. For example, with OpenStack these are called by
names such as “m1.large” or “mi.tiny”. Figure. 4 shows the characteristics of T2
instances.

CPU
. Mem
Model vCPU Credits .
(GiB)
/ hour
t2.micro 1 6 1 E
t2.small 1 12 2 E
t2.medium 2 24 4 E

Fig. 4. Amazon T2 Instance Characteristics

0 http://aws.amazon.com/
' http:/ /azure.microsoft.com
2 http://www.hpcloud.com/
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.rnw + .sns

OpenStack Cloud

Local Host
Cloud Instance

Renew
Simulation

Workflow modelling
.INw + .sns

Results

Fig. 5. RENEW Simulation in the OpenStack Cloud

4 Interface

In the previous section we have described how to enable RENEW simulations in
a Cloud environment. The basic technical realisation bundles up and simply exe-
cutes a workflow net system and its shadow net representation. In order to practi-
cally utilise this execution we need to define an interface for it. We have examined
possible interfaces that can be grouped into three categories: Simple, Simulation,
Advanced. These categories will be discussed in Sections 4.1 through 4.3.

Prototypes for the simple interfaces already exist. More features for these
interfaces as well as the simulation and advanced interfaces are currently under
development. They will be discussed on a conceptual level here.

Note that how exactly a simulation as a Cloud functionality is called has
already been discussed in the previous section. Generally it can be called either
via the console, a web interface or directly within a (local) running net system.
If an interface restricts these possibilities it will be shortly addressed.

4.1 Simple Interfaces

Simple interfaces offer basic, yet versatile functionality that can later be utilised
in more complex settings. The input for simple interfaces remains the workflow
system and its shadow net representation. The output options vary, but share
that any results obtained are returned as simple data or objects. Simple interfaces
do not support any kind of intelligence or autonomy. They are simply called when
needed and report back the predefined results.

Console Interface This interface uses either the internal RENEW con-
sole or the general system console as the output medium. Consequently
it already directly works with reference nets. By simply inscribing a
System.out.println(textVariable) to any transition of the net system being
executed in the Cloud the String representation of the object textVariable is
printed on the console. Figure. 1 already shows a working prototype using such
a console interface.

For very simple use cases (e.g. testing a certain outcome of the net system)
this is already sufficient, but in most cases any obtained result should automati-
cally be made available to the caller in a more utilisable way. This can be realised



180 PNSE’15 — Petri Nets and Software Engineering

Workflow

:n/)(;:l;ﬁoev:esrtsa)rt :workflowEnd(results)

O—mHO-~—+0O—+F=+0O

start simulate end "
Workflow Wworkflow Workflow ™.

parameters

Workflow
.rnw .sns

:workflowStart :workflowEnd
(parameters) (results)ﬂ»,_w'

start workflow get
with input parameters results

Workflow Initiator

Fig. 6. Synchronous Channels Interface

by reading any output in the console and combining these outputs into a result
object that is passed back when the execution has been completed. This way
more complex use cases and computations can also be supported even with this
very simple interface. One problem with this approach is that it is not standard-
ised or regulated by the modelling approach. This is a general problem that will
be discussed in Section 5.

Synchronous Channel Interface Realising the interface through synchronous
channels is another way of providing a simple interface. Synchronous channels,
in general, are a mechanism to allow data and object transfer between net in-
stances. They were first introduced in [7] and are fundamental to the reference
net formalism. Within the Cloud context synchronous channels allow for data
objects created and modified during the execution of a workflow to be trans-
ferred back to its initiator or even directly into other running (local or remote)
net systems. Consequently, the full potential is realised when the Cloud call is in-
corporated into a net system. There are a number of ways in which synchronous
channels can be incorporated into an interface for Cloud-based workflows. The
simplest way is to explicitly inscribe an output channel to a transition in the
net. When this transition fires the synchronous channel is called and the spec-
ified data object transferred to the Cloud call initiator. By extending this to
multiple transitions we can realise a kind of continuous feedback for the initia-
tor. Whenever a transition inscribed with the synchronous channel would fire a
result would be send to the initiator.

Figure 6 illustrates the approach mentioned above. There are two main nets:
Workflow Initiator and Workflow. The Workflow Initiator manages the workflow
locally and is responsible for the communication with the Cloud provider. On the
other side, the Workflow is executed in the Cloud. After modelling the workflows,
the model is saved in RENEW (.rnw) and Shadow net (.sns) files. These files are
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required for the Workflow to be executed. The communication between both
nets is possible through synchronous channels. For instance, T1 and T4 are for
sending data; T2 and T3 are for receiving data. Furthermore, all the parameters
can be put into a place instead of synchronous channels.

There are two main problems when using synchronous channels. First of all,
similar to the console interface, this interface is not structured. Careless mod-
ellers may set output channels to incorrect transitions so that results may not be
valid. Another issue is related to the continuous update mechanism. If (possibly
partial) results are transferred back to the initiator at multiple times, it may be
difficult to work with these results. Depending on the net a modeller would have
to explicitly build against that specific interface in order to aggregate the re-
sults into a valid composition. For this simple interface it would be cumbersome
and inefficient. This is one of the issues addressed by the advanced interfaces
described in Section 4.3.

Up until now, synchronous channels have only been discussed for output
scenarios. Incorporating synchronous channels for the input of the Cloud-based
workflows is also possible. In the simplest option this would only be used to
incorporate initial input data. This would not change the basic functionality all
too much, as initial data can easily be supplied via the console or simply as
the initial marking of the workflows. It would make it easier though to change
the initial marking. If called from a running net system the Cloud workflow
could be initiated with runtime information. A synchronous input channel would
simply pass the data object directly into the workflow in the Cloud. Without
synchronous channels a new net system with the specified initial marking would
have to be created or the console call would have to be tailored to the runtime
information.

It is also possible to transfer data into the running Cloud workflow. This
would require the initiator to be able to maintain a connection with the Cloud
system. This is mostly feasible when the Cloud call is initiated by a running net
system which would continue with its own execution and provide additional data
to the Cloud net system at some later point. Certain transitions in the Cloud net
system could then be inscribed with an input channel over which this additional
data could be received. Ensuring the correct connection and synchronisation
between local and Cloud net systems is the main challenge in this context. This
is currently considered future work and outside of the scope of this paper.

Using synchronous channels in the proposed ways has some disadvantages
though. Without any restrictions to modelling the placement of input and output
in the net would affect any verification of workflow correctness or other Petri
net properties. This is discussed further in Section 5.

4.2 Simulation Interfaces

The simulation interfaces are not so much interfaces, as they are a utilisation
of RENEW in a Cloud environment. Instead of executing a net system remotely
once for some direct usage these interfaces execute the net system a large number
of times. The information about these simulation runs is then reported back to
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the initiator. This constitutes the output of these interfaces. The input consists,
beside the net system and shadow net representation, of simulation parameters
(e.g. number of simulation runs). The advantage of running these simulations in
a Cloud environment is that it frees up the modellers local machine.

Result Simulation One possibility is to run a set of simulations and have the sys-
tem report back the results of each run. With the same initial marking different
simulations may still produce different results. This could be due to race con-
ditions, non-deterministic behaviour, etc. With these results the modeller could
validate assumptions about the net system or determine possible error sources.

This kind of simulation could be extended by enabling variable initial mark-
ings. Simulating a net system with differing parameters might influence the re-
sults and help modellers even more.

Timed Simulation Another possibility is to run a set of simulations and compare
the time it takes to complete them. This kind of simulation is more useful for
testing the performance or new features in the runtime environment, in our case
RENEW. Running the simulation with new features enabled and comparing the
results obtained without them can yield information about new algorithms.

Focussing more on the performance of the net system it might be of interest
to the modeller to determine the impact of different initial markings. Varying
over the initial marking of the net system could then help modellers deter-
mine performance bottlenecks. When using (reference) Petri nets for processes
in practical software engineering within the PAOSE (PETRI NET-BASED, AGENT-
AND ORGANIZATION-ORIENTED SOFTWARE ENGINEERING [6]) development ap-
proach for example, such simulations and their results become especially useful
and interesting.

4.3 Advanced Interfaces

The advanced interfaces go beyond simple call interfaces like the ones discussed
in Section 4.1. They utilise these simple interfaces but add another layer of
abstraction to them. This leads to additional characteristics like certain degrees
of intelligence and autonomy. They can also feature mechanisms to manage and
store known net systems so that they may even serve as a kind of directory
service. They can also aggregate results, enforce quality of service concerns or
choose the best from a set of results. Consequently, no general statements about
input and output can be made.

Agent Interface Using agents for an advanced interface to the Cloud execution of
Petri net systems has a number of intrinsic advantages. Agents possess autonomy
and a certain degree of intelligence. Reactive and proactive agent behaviour can
also be utilised.

In an advanced interface an agent would serve as a kind of gateway between
the local net systems and the Cloud net systems. For the MULAN and CAPA
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Cloud Instance

Workflows in Renew Instance
(simplified view)
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3 Cloud Calls and Returns

Local (Agent Net) Systems | (Simple)
Cloud

Interface

ilnterface Calls and Returns

Gateway Agent

Standard Agent Communication

T

Workflow Initiator Workflow Initiator
Workflow Initiator

Fig. 7. Agent Interface Illustration

agents we utilise this would expand upon the ideas introduced by the WebGate-
way agent [4] towards Cloud calls. The WebGateway agent serves as a kind of
bridge between the net execution of a RENEW environment and the web envi-
ronment. Agents in RENEW can then offer their functionality as web services
and also access remote web services.

For the Cloud context agents would serve in a similar fashion. The idea is
illustrated in Figure 7. Some agents would be responsible for the net systems.
They would take on the role of the initiator. They could act autonomously or
be controlled by a human user via some kind of user interface.

These agents would control and/or create the workflows which should be ex-
ecuted in the Cloud. They would send requests and data to the gateway agent'3.
The gateway agent would then use a simple interface (see above) in its internal
functionality to initiate the workflow in the Cloud on behalf of the other agents.
Any result obtained in the Cloud would be send back to the gateway agent which
would then forward it to the other agents.

13 Alternatively the workflows could be stored in a database known to all agents. In that
case the initiator agents would simply send requests and identifiers of the workflows
to the gateway agent.
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At this point the characteristics and advantages of software agents can be
utilised. In the following we will cover some ideas of how, starting from the
relatively simple approach described above, this can be done.

The gateway agent can aggregate the results of the Cloud calls into more in-
formative composite results. Partial results could be incorporated into the work-
flows with standardised instructions for the gateway agents to combine them
after the execution has been completed. The gateway agent can also instantiate
the workflow multiple times and choose the best (or fastest) result. Of course,
the gateway agent has to be equipped with mechanisms to aggregate or assess
results in these fashions. This is, however, simply a question for the technical
implementation and not a conceptual one. Aggregation of results is especially
interesting for simulation purposes. The gateway agent could automatically cre-
ate composite results for modellers to inspect. It could also automatically vary
over the initial parameters based on the initial results (e.g. to validate results or
test certain outlier data).

The gateway agent can also react to errors or other problems occurring during
the execution in the Cloud. If the Cloud execution returns an error the gateway
agent can retry the instantiation. If the error was caused by the call it can
also adapt the call (e.g. if input parameters had incorrect types like a string
representation of an integer value). This would happen transparently to the
initiator of the call which would only have to be involved if the gateway agent
was unable to find a solution to the problem.

Using proactive behaviour the agent can also support the execution of Cloud
workflows. For example, it could restart workflows if the returned result strongly
deviated from expected results. Or it could prepare or even already initiate
recurring net executions.

The gateway agent can also handle quality of service (QoS) concerns. As
stated in 3, QoS are specified as parameters either in transitions or places. The
second scenario is the more appropriate since it use synchronous channels. In
this situation, in addition to the workflow model (and its related files .rnw and
.sns) modellers also include QoS parameters. In this work, we focus on time
and budget, but modellers can include other constraints. The gateway agent
can consequently play another role, which is Cloud brokering. By brokering we
mean that the agent looks for the suitable Cloud provider to execute the workflow
based on its requirements. This can be useful when working with multiple Clouds.

One disadvantage of using a gateway agent for the Cloud is that it centralises
the communication. This decouples the communication aspects from the indi-
vidual agents, but gives the system a single point of failure. Only one agent in
the system, the gateway agent, possesses the functionality and mechanisms to
invoke Cloud systems. This makes other agents simpler and possibly more effi-
cient to execute, but if the gateway agent fails communication with the Cloud
is lost. This could be remedied by implementing a solution with multiple gate-
way agents and distributing the functionality. If one gateway agent failed others
could take its place.
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Entity Interface The term entity describes a hybrid construct between an agent
and a workflow. Depending on the runtime needs they can act as an agent (e.g. for
communication), a workflow (e.g. for task deployment and execution) or some-
thing between the two (e.g. as a mobile process). Entities and modelling with
them is currently ongoing research. The Cloud context enhances the capabilities
of entities in many regards.

From the interface point of view an entity possesses all the characteristics
of agents and has access to the entire functionality described in the previous
paragraph for an advanced interface provided through an agent. But this inter-
face is extended even more because of the additional possibilities gained through
the workflow properties of an entity. Entities are, in one perspective, a (work-
flow) process. This automatically entails a certain behaviour-centric structure
and purpose to the modelling.

By structuring the calls and instantiations of the Cloud net systems as a
process itself the modeller is directly supported. While anything can be achieved
through regular, less-rigidly structured modelling, restricting the modeller into
such a process perspective is still beneficial. Considering process order, task
subdivisions, processing of partial results and other aspects of a process are
direct requirements in this perspective. Consequently they are obligatory to the
modeller here. But that means that these aspects, which range from helpful to
essential, can also not be ignored or omitted. This is what the entities add on a
conceptual level to the advanced interface of agents.

5 Discussion

One issue that was raised in Section 4 concerned the restrictions on modelling
and the placement of input and output in a net for the interfaces. If that place-
ment is unrestricted it may be error-prone and puts the responsibility solely on
the modeller without any support. An effort could be made to restrict input
and output to the initial and exit places of the workflow. This would ensure
only full results are returned to the caller and make it easier to verify work-
flow net properties. However, there are cases in which partial results (e.g. status
updates) during the execution of a workflow net are desirable. The restriction
would preclude this. A compromise would be to allow simple status reports from
anywhere in the net (e.g. via the console), but only complete results from the
final place or transition of the workflow (e.g. via synchronous channel). Only
these complete results would then be made available for further operations in
the workflow initiator.

Without any restrictions it would also be impossible to make any statements
about the correctness of the executed workflows. For practical purposes allowing
input into already running workflows and arbitrary input/output locations might
be helpful to some use-cases. But from a verification and validation point-of-
view these mechanisms are problematic. Incorporating concepts like workflow
correctness into the Cloud calls and interfaces is currently ongoing work but
outside the scope of this paper.
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The question of restrictions raises another interesting point. This paper is
focused on the execution of workflow nets. Arbitrary workflow net systems can be
executed in the Cloud. That includes scientific and interorganisational workflows.

From a technical standpoint though, it is possible to execute any net system
in the Cloud. The only precondition is that a plugin for the net formalism in
question is provided for the RENEW instance running in the Cloud. RENEW
plugins for many formalisms already exist (e.g. P/T nets, nets supporting time
annotations) and more can be added.

When allowing arbitrary net systems without restrictions to the interface
or without any structured modelling these arbitrary net systems might pose
challenging to modellers in terms of efficiency and manageability. For this reason
it is advisable to use structured modelling paradigms, like agents or entities, for
the Cloud net systems as well. In the following paragraphs we will examine how
this would affect the advanced interfaces described in the previous section.

By executing the agent interface within the Cloud (as opposed to outside the
Cloud as described in Section 4.3) the communication can be simplified. In this
scenario the net system executed in the Cloud is a CAPA agent platform with a
running gateway agent. The gateway agent is accessible for other agents via the
standardised FIPA compliant asynchronous message communication supported
in CAPA. This would “move” the interface from the local execution into the
Cloud, since to other agents it does not matter where the gateway is executed.
They communicate with him in the same way as any other local or remote agent.
This would lead to efficiency gains as the gateway agent could access resources in
the Cloud environment directly. The technical capabilities of the gateway agent
would also be improved. Other properties of the interface would largely remain
the same.

The entity interface would benefit in the same way as the agent interface. In
addition it would also affect the modelling abstraction of the entity, as it could
be considered a (workflow) process in the Cloud executing other (workflow) pro-
cesses. This is especially interesting in the interorganisational workflow setting
which we are researching for entities. The entity in the Cloud could be consid-
ered as the overall interorganisational workflow while the workflows it controls
are the subworkflows for each involved organisation.

6 Conclusion

In this paper we presented our approach for moving net executions to the Cloud.
The paper described the technical aspects, implementation and methodology.
From a technical point of view it is possible to execute any net system supported
by RENEW in the Cloud. However, for the purpose of this paper we focused on
workflows. For this context the notion of Cloud interfaces was introduced. These
interfaces can be classified as simple, simulation and advanced depending on
how the communication and the transfer of data are performed. Furthermore,
we discussed the integration of agent concepts in order to provide gateways to
the Cloud.
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Direct future work is related to agents and especially the entity concept.
This paper described how agent and the entity concepts can realise advanced
interfaces for the Cloud net systems. The other direction is currently also being
researched. In general, opening up the capabilities of entities to Cloud functions
is already beneficial in of itself. But agents and especially entities can also feature
very complex behaviour. In fact, some processes of entities can be regarded as
fully-fledged subsystems. Relocating these subsystems to the Cloud can improve
the performance of entity systems greatly.

Concerning workflow complexity, we are also currently working on a concrete
scientific workflow application. This application is related to the remote sensing
domain, especially image processing of satellite imagery. Most of the work has
been achieved: we have implemented an image processing tool that allows mod-
elling and execution of remote sensing applications specified by reference nets.
The next natural step is to execute those workflows in the Cloud based on the
results presented in this paper. Furthermore, this work should be evaluated in
terms of performance. This concerns running several simulations in parallel (in
different virtual machines) in the Cloud.

In conclusion, the realisation of RENEW in a Cloud opens up a number of
advantages w.r.t. performance, availability, flexibility, etc. Some of these have
already been discussed in this paper. Other will become more noticeable with the
ongoing work. The continued incorporation of the Cloud aspects with complex
workflow and agent systems is just one of the possible avenues of thought, albeit
the most promising one currently.
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