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Diego López de Ipiña
DeustoTech–Deusto

Institute of Technology
Universidad de Deusto
48007 Bilbao (Spain)
dipina@deusto.es

Resumen: Este art́ıculo describe nuestro sistema presentado en el taller de análisis
de sentimiento TASS 2015. Nuestro sistema aborda la tarea 1 del workshop, que con-
siste en realizar un análisis automático de sentimiento para determinar la polaridad
global de un conjunto de tweets en español. Para ello, nuestro sistema se basa en
un modelo supervisado con máquinas de soporte vectorial lineales en combinación
con varios léxicos de polaridad. Se estudia la influencia de las diferentes caracteŕısti-
cas lingúısticas y de diferentes tamaños de n-gramas en la mejora del algoritmo.
Aśı mismo se presentan los resultados obtenidos, las diferentes pruebas que se han
realizado, y una discusión sobre los resultados.
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Abstract: This article describes our system presented at the workshop for sentiment
analysis TASS 2015. Our system approaches the task 1 of the workshop, which
consists on performing an automatic sentiment analysis to determine the global
polarity of a set of tweets in Spanish. To do this, our system is based on a model
supervised Linear Support Vector Machines combined with some polarity lexicons.
The influence of the different linguistic features and the different sizes of n-grams in
improving algorithm performance. Also the results obtained, the various tests that
have been conducted, and a discussion of the results are presented.
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1 Introduction

Since the origin of Web 2.0, Internet contains
a very large amounts of user-generated in-
formation on an unlimited number of topics.
Many entities such as corporations or politi-
cal groups try to learn about that knowledge
to know the opinion of users. Social Media
platforms such as Facebook or Twitter have
proven to be useful for this tasks,due to the
very high volume of messages that these plat-
forms generate in real time and the very large
number of users that use them everyday.

Faced with this challenge, in the last years
the number of the Sentiment Analysis re-
searches has increased appreciably, especially
those based in Twitter and microblogging.
It should be taken into account that the

performance of these researches is language-
dependent, reflecting the considerable diffe-
rences between languages and the difficulty of
establish standard linguistic rules (Han, Co-
ok, and Baldwin, 2013).

In this context, the TASS1 workshop
(Villena-Román et al., 2015) is an evalua-
tion workshop for sentiment analysis focused
on Spanish language, organized as a satelli-
te event of the annual conference of the Spa-
nish Society for Natural Language Processing
(SEPLN)2. This paper is focused on the first
task of the workshop consist on determining
the global polarity of twitter messages.

This paper presents a global polarity clas-

1Taller de Análisis de Sentimientos en la SEPLN
2http://www.sepln.org/
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sification in Spanish tweets based on polarity
lexicons and linguistic features. It is adapted
to Spanish tweet texts, which involve particu-
lar linguistic characteristics like short length,
limited to 140 characters, slang, spelling and
grammatical errors and other user mentions.

The rest of the paper is organized as fo-
llows: the sentiment analysis related works
are described in Section 2, the developed sys-
tem’s description is presented in Section 3,
evaluation and results in Section 4 and con-
clusion and future work are discussed in Sec-
tion 5.

2 Related work

There exists a large amount of literature ad-
dressing the sentiment analysis field, espe-
cially applied to Twitter and microblogging
context. General surveys about Opinion Mi-
ning and Sentiment Analysis may be found
(Pang and Lee, 2008), (Martinez-Camara et
al., 2014), although due to the enormous di-
versity of applications on this field, different
approaches to solve problems in numerous
scopes have been generated, like user clas-
sification (Pennacchiotti and Popescu, 2011),
Spam detection in social media (Gao et al.,
2010), classification of product reviews (Da-
ve, Lawrence, and Pennock, 2003), demo-
graphic studies (Mislove et al., 2011), poli-
tical sentiment and election results predic-
tion (Bermingham and Smeaton, 2011) and
even clinical depression prediction via Twit-
ter (De Choudhury et al., 2013).

Twitter has certain specific characteris-
tics which distinguish them from other so-
cial networks, e.g. short texts, @user men-
tions, #hashtags and retweets. All of these
characteristics have been extensively studied
(Pak and Paroubek, 2010), (Han and Bald-
win, 2011). Some of them have been resol-
ved through the text normalization approach
(Ruiz, Cuadros, and Etchegoyhen, 2013) whi-
le others have been used as key elements in
classification approach (Wang et al., 2011).
Indeed, several researches prove that the in-
depth knowledge of these characteristics will
significantly improve the social media based
applications (Jungherr, 2013), (Wang et al.,
2013).

For several years we assist to an expo-
nential increase of studies based on senti-
ment analysis and opinion mining in Twit-
ter. According to the state of art, two main
approaches exist in sentiment analysis: su-

pervised learning and unsupervised learning.
Supervised systems implement classification
models based on classification algorithms,
being the most frequent the Support Vector
Machine (SVM) (Go, Bhayani, and Huang,
2009), Logistic Regression (LR) (Thelwall,
Buckley, and Paltoglou, 2012), Conditional
Random Fields (CRF) (Jakob and Gurevych,
2010) and K Nearest Neighbors (KNN) (Da-
vidov, Tsur, and Rappoport, 2010). Unsu-
pervised systems are based on the use of
lexicons to calculate the semantic orienta-
tion(Turney, 2002) and present a new pers-
pective for classification tasks, most effecti-
ve in cross-domain and multilingual applica-
tions.

During the last TASS workshop in 2014
(Villena-Román et al., 2015), LyS presented a
supervised liblinear classifier with several le-
xicons of Spanish language, whose results are
among the best in task 1 (Sentiment Analysis
at the tweet level) (Vilares et al., 2014). Furt-
her, (San Vicente and Saralegi, 2014) presen-
ted a Support Vector Machine (SVM) based
on a classifier that merges polarity lexicons
with several linguistic features as punctua-
tion marks or negation signs. Finally, the best
results in task 1 correspond to (Hurtado and
Pla, 2014), who present a Linear-SVM ba-
sed classifier that addresses the task using a
one-vs-all strategy in conjuction with a vec-
torized list of tf-idf coefficients as text repre-
sentation.

3 System description

Several tools and datasets have been used
during the experiments to develop our final
system. Because our system only approaches
the Task 1: Sentiment Analysis at global le-
vel, this consists in a unique pipeline that
reaches the process completely. At the be-
ginning, a naive normalization system is ap-
plied to the tweet texts with the purpose to
standardize several Twitter own features, li-
ke #Hashtags or @User mentions. Then, the
Freeling language analysis tool3 (Padró and
Stanilovsky, 2012) is used to tokenize, lem-
matize and annotate the texts with part-of-
speech tags (pos-tagging).

During this step, based on a list of stop
words for Spanish language, this words are
annotated to be ignored by polarity ranking
steps.

3http://nlp.lsi.upc.edu/freeling/
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The task has been addressed as an auto-
matic multi-class classification job. For this
reason, it has been considered appropriate to
focus this problem with a one-vs-all strategy,
in a similar way to the presented by (Hurtado
and Pla, 2014) in TASS 2014. These binary
classifiers have been developed using two dif-
ferent approaches, LinearSVC Machines and
Support Vector Regression (SVR) Machines.
the comparison of machine-learning based re-
sults is shown in Results section.

To represent the text’s as vectorized fea-
tures, two main sources have been used: the
polarity lexicon punctuations and the Oka-
pi BM25 ranking function, to represent do-
cument’s scoring (Robertson et al., 1995).
BM25 is a bag-of-words retrieval function
that ranks a set of documents based on the
query terms appearing in each document.
The formula used to implement BM25 in the
system is defined below:

score(D,Q) =
n∑

i=1

IDF (qi) · TF (qi) (1)

TF (qi) =
f(qi, D) · (k1 + 1)

f(qi, D) + k1 · (1− b + b · |D|
avgdl )

(2)

IDF (qi) = log
N − n(qi) + 0,5

n(qi) + 0,5
(3)

To calculate the score of a document D,
f(qi, D) is the frecuency of each word lemma
(qi), |D| is the length of the text D in words
and avgdl is the average text length. After
several experiments over the training corpus,
the free parameters k1 and b have been opti-
mized to k1 = 76 and b = 0,75. System deve-
lops one BM25 dictionary for each one-vs-all
classifier.

In conjunction with the document’s score,
each tweet has been represented using dif-
ferent polarity lexicons in order to classify
them into the six (P+, P, NEU, N, N+ and
NONE) and the four (P, N, NEU and NO-
NE) polarities. We use several datasets to
score the polarity levels of words and lemmas.
Owing to different characteristics of each da-
taset, such as semantic-orientation values,
scores are calculated separately and conside-
red as independent attributes in the system.

LYSA Twitter lexicon v0.1. LYSA
is an automatically-built polarity lexicon
for Spanish language that was created
by downloading messages from Twitter,
and includes both negative and positi-
ve Spanish words (Vilares et al., 2014).
The lexicon entries includes a semantic-
orientation values ranged from -5 to 5,
making it a good resource for multiple
sentiment levels identification.

ElhPolar dictionary v1.0. The Elh-
Polar polarity lexicon for Spanish was
created from different sources, and in-
cludes both negative and positive words
(Saralegi and San Vicente, 2013).

The Spanish Opinion Lexicon
(SOL). The Spanish Opinion Lexicon
(SOL) is composed by 1,396 positive
and 3,151 negative words, thus in
total SOL has 4,547 opinion words4

(Mart́ınez-Cámara et al., 2013). The
lexicon has been elaborated from the
Bing Liu’s word list using Reverso as
translator (M. and L., 2004).

Negation Words List. A list of nega-
tion spanish words has been created du-
ring the experiments. This list is used as
a text feature in order to detect negati-
ve sentences and possible polarity inver-
sions.

We also consider other text characteristics
as classifier features, like text length in words
quantity or a list of sentiments represented by
emoticons using the Wikipedia’s list of emo-
ticons5. To conclude the system’s prediction,
another automatic classifier has been imple-
mented, trained with the predictions of the
binary results to select one label.

4 Results

Our results are relative to the Task 1: Senti-
ment Analysis at global level of TASS 2015.
This task consists on performing an automa-
tic sentiment analysis to determine the glo-
bal polarity of each message in the provided
corpus. There are two different evaluations:
one based on 6 different polarity labels (P+,
P, NEU, N, N+, NONE) and another based
on just 4 labels (P, N, NEU, NONE). Also
there are two test sets: complete set and 1k

4http://sinai.ujaen.es/sol/
5https://en.wikipedia.org/wiki/List of emoticons
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set, a subset of the first one containing only
1000 tweets with a similar distribution to the
training corpus was extracted to be used for
an alternate evaluation of the performance of
systems.

Tables 1 and 2 show the performance of
different tested models using the full and 1k
sets. For the rating of the developed system,
3 different systems have been presented for
each subtask. Our submitted models consist
in different features as follows:

Run 1: Words and lemmas based po-
larity dictionaries as features, differing
between positive and negative scores
and between different datasets. Okapi
BM25 scores of mono-grams used as
features with the lemmas of the tweet
texts. Binary classifiers were implemen-
ted using LinearSVC Machines and the
global classifier uses their predictions
(True or False).

Run 2: Words and lemmas based po-
larity dictionaries as features, differing
between positive and negative scores and
between different datasets. Okapi BM25
scores of mono-grams and bi-grams used
as features with the lemmas of the tweet
texts. Binary classifiers were implemen-
ted using LinearSVC Machines and the
global classifier uses their predictions
(True or False).

Run 3: Similar to Run 2, with the ex-
ception of the binary classifiers that were
implemented using Support Vector Re-
gression (SVR) Machines and the global
classifier uses their predictions (0 to 1
float values).

Run Accuracy
6 Labels Run1 0.560

Run2 0.557
Run3 0.545

4 Labels Run1 0.608
Run2 0.625
Run3 0.490

Table 1: Accuracy on the 5 levels and 3 le-
vels of different approaches using the General
Corpus.

The systems based on SVM present the
best accuracy levels, with an appreciably hig-
her performance in all tests than the system

Run Accuracy
6 Labels (1k) Run1 0.407

Run2 0.408
Run3 0.396

4 Labels (1k) Run1 0.601
Run2 0.583
Run3 0.571

Table 2: Accuracy on the 5 levels and 3 le-
vels of different approaches using the 1k Test
Corpus.

based in SVR. This suggests that the preci-
sion of the regression values, in contrast with
the binary values of the SVM classifiers, has
a negative impact on the global classifier. Ho-
wever, the use of mono-grams and bi-grams
as features presents different success rates de-
pending of the test. This part of the system
must be analysed in-depth in order to com-
prehend the performance difference between
both systems.

5 Conclusions and Future work

This paper describes the participation of the
DeustoTech Internet research group in the
Task 1: Sentiment Analysis at global level
at TASS 2015. In our first participation, our
team presents a system based in Support Vec-
tor Machines in conjunction with several well
established polarity lexicons. Experimental
results present a good baseline to continue
working through the development of new mo-
dels and developing an structure able to take
full advantage of multiple supervised learning
systems.

As future work, we propose to research
on different approaches to aboard the measu-
re of sentiment analysis problems, especially
those related to sentiment degrees with the
aim to detect clearly differences between dif-
ferent sentiment levels (Good vs Very Good,
for example).

For further work, we would like to impro-
ve the present system including some steps
previously to the classifier module, that have
been demonstrated to improve the final re-
sults like a normalization pipeline based on
tweets. Also, the necessity of improving the
tokenization module to include features like
punctuation signs, web addresses, and named
entities has become apparent.
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