Preface

This volume of the CEUR Workshop Proceedings contains papers accepted for the First International Workshop on AI and Feedback (AInF 2015), held in Buenos Aires, Argentina, July 25–27, 2015. This workshop was co-located with the Twenty-Fourth International Joint Conference on Artificial Intelligence (IJCAI 2015).

Feedback is key for both improvement and decision making. As humans, we are designed to constantly seek feedback on how and what we are doing in life. Feedback can come from ourselves, from our peers, from our teachers, from our collaborators, audiences, customers, public or press. Feedback provides opportunities to learn about how we and our work are perceived by others. If we encounter someone [something] new, we can examine previous feedback to learn how this new person [thing] is perceived by others.

The aim of the AI and Feedback workshop is to motivate research that focuses on applying AI techniques for addressing the challenges of mining and extracting feedback, as well as assessing, analysing, and making use of feedback. Furthermore, a key target of the AI and feedback field in general should be to investigate how to build intelligent feedback agents that are capable of autonomously providing feedback that equals or surpasses that of human beings in its usefulness. The feedback of artificial feedback agents should have some desirable characteristics. It should be socially and culturally appropriate, clearly expressed, sufficiently focused and contextualised, thoughtfully challenging yet encouraging, compassionate, open to debate, justified and comparative, also, it should be trustworthy. Giving and receiving feedback with these characteristics therefore is a challenging, creative process.

This is the very first international workshop on the topic. We hope it will provide the motivation needed to advance research on this interesting and influential topic.
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Praise or flow? Two pedagogies for open-ended learning

— Invited Speaker’s Abstract —

Luc Steels
ICREA (IBE, UPF/CSIC), Barcelona, Spain

Abstract
MOOCs have recently flourished as a new way to bring education to large numbers of people at affordable cost. However most MOOCs so far rely on rigid structured instruction based on prior lesson plans. Can we also develop MOOCs that follow the paradigm of open-ended, student-centered learning? This requires (i) a challenging environment and tools in which students can learn how to solve problems without a rigid prior lesson plan, (ii) ways in which to orchestrate peer-to-peer social feedback between students, and (iii) mechanisms fostering motivation. This talk focuses on the latter. I discuss two pedagogies at opposite ends of a spectrum: one based on praise, which means encouragement or possibly punishment, the other based on flow, which means that students can regulate their own problem challenge in relation to their skill level and thus become self-motivated.

About the invited speaker
Luc Steels studied linguistics at the University of Antwerp (Belgium) and computer science at the Massachusetts Institute of Technology (USA). His main research field is Artificial Intelligence covering a wide range of intelligent abilities, including vision, robotic behavior, conceptual representations and language. In 1983 he became a professor of computer science at the University of Brussels (VUB) and in 1996 he founded Sony Computer Science Laboratory in Paris and became its first director. Currently he is an ICREA Research Professor at the Institute for Evolutionary Biology (CSIC, UPF). He has been the PI of a dozen large-scale European projects and more than 30 PhD theses have been granted under his direction. He has produced over 200 articles and edited 15 books related to his research.
Pedagogical agent models for massive online education

Matthew Yee-King and Mark d’Inverno
Department of Computing, Goldsmiths College
London, UK
m.yee-king@gold.ac.uk

Abstract
The effective implementation of Massively Open Online Courses poses fascinating challenges. We address two such challenges using an agent based approach, employing formal specifications to articulate an agent design which can later be used for software development. The challenges addressed are: 1) How can a learner be provided with a personalised learning experience? 2) How can a learner make best use of the heterogeneous community of humans and agents who co-habit the virtual learning environment? We present formal specifications for an open learner model, a learning environment, learning plans and a personal learning agent. The open learner model represents the learner as having current and desired skills and knowledge and past and present learning plans. The learning environment is an online platform affording learning tasks which can be carried out by individuals or communities of users and agents. Tasks are connected together into learning plans, with pre and post conditions. We demonstrate how the personal learning agent can find learning plans and propose social connections for its user within a system which affords a dynamic set of learning plans and a range of human/agent social relationships, such as learner-teacher, learner-learner and producer-commentator.

1 Introduction
2012 has been referred to as the ‘year of the MOOC’, the massive, open, online course [Pappano, 2012]. Indeed one of the authors of this paper was part of a team which delivered a course to an enrolled student body of around 160,000 in 2013 and 2014. The obvious problem with MOOCs is that there is a very high student to tutor ratio. This means it is not feasible to provide students with direct tutor support when they have problems with their learning and complex assessments which cannot be automated become impractical. The current solutions seem to be the use of forums and other social media wherein peer support can take place, and the use of peer assessment techniques such as calibrated peer assessment [Koller and Ng, ]. Running our MOOC, we noticed that the forum seemed to be an inefficient tool through which students could find information, where the same questions would be asked and answered repeatedly, and where the constant churn pushed old answers away. It was not clear if anyone would bother to answer a given question, or who would be the ideal person to answer it. Regarding the assessment, there was a tendency to assess others’ work superficially - to simply fulfill the most basic requirements of the peer assessment task. This was probably an instance of strategic learning, where the learner does the minimum to meet the apparent requirements. Another problem is a high drop out rate on courses. For example, we had around 10% of our 150,000 students still active at the end of our MOOCs; Norvig and Thrun’s famous Stanford AI CS211 course in 2011 went from 160,000 enrolments to 20,000 completions [Rodriguez, 2012]. These figures improve if we instead consider the number of students actively accessing learning materials at the start of the course; in our case, 100,000 becomes 36,000. So motivation to complete the course is another area that needs work.

But how might one motivate a learner, given the particular characteristics of a MOOC, i.e. the high learner to teacher ratio, the presence of a large, heterogeneous peer group, the distance, as opposed to on-campus learning aspect and so on? Might motivation be amplified by leveraging the learner’s peers - the social network? What might a ‘networked learner’ gain from being part of an active learning community? How can the learner be made aware of the structure and members of the community, and how that might help them achieve their learning goals?

In summary, guidance for learners, feedback to learners (on their work) and general learner motivation are areas for improvement for MOOCs. These are the key points we aim to address in our wider research work. In this paper we present our work on a representative component of this: the invention of a type of pedagogical agent called a personal learning agent which can provide a more intuitive and efficient route through the learning materials and information, and which can help the learner to explore the network of other learners to find help or to provide help and feedback to others.

1 this is somewhat alleviated by up-and down-voting of questions and answers but this is far from perfect
Pedagogical agents There is a significant literature around pedagogical agents and there are many questions one might ask when considering the design of pedagogical agents.

What is the purpose of the agent and is it pro-active, reactive, conversational or argumentative? Sklar et al. present a review of work where agents are used to supporting learning [Sklar and Richards, 2006]. The researchers define three main trends in the field: pedagogical agents, peer learning agents and demonstrating agents. According to Soliman and Guett, Intelligent Pedagogical Agents (IPAs) can help learners by 'providing narrations ... creating adaptive dialogues with the learner to improve learning situations, provide guidance, resolve difficulties, and improve motivation' [Soliman and Guett, 2010]. Quirino et al. implemented a case based reasoning driven IPA for training medical students. They define the following important characteristics: domain-specific knowledge, autonomy, communicability, learning, reactivity and pro-activity, social skills, customisation, and learning abilities [Quirino et al., 2009]. Magnus et al. describe a math tutoring game which includes a conversational agent [Magnus et al., 2010]. They have explored aspects of the visual embodiment of the agent as well as its conversational capabilities. The conversation can occur in a focused, on topic mode mediated through multiple choice questions and a free, off topic mode. Agents capable of argumentation have appeared in the education technology literature. In 2009, Tao et al. presented a pilot study where agents and learners engaged in learning through argumentation around the topic of food chains (e.g. tiger eats sheep eats grass) [Tao et al., 2009]. The user interacts with the agent through keyboard, mouse and text to speech conversion (agent talks to learner) and the agent is capable of engaging in various types of dialogue. The researchers found preliminary evidence that the learners enjoyed interacting with the arguing agent.

Is the agent an animated character? Lester et al. trialled a 3D animated character with 100 middle school children. They discuss the persona effect, which encompasses the agent’s encouragement of learners, utility, credibility, and clarity, and which is much enhanced by the use of an animated character [Lester et al., 1997]. In a subsequent survey of animated pedagogical agents, Johnson et al. provide a list of technical issues for designers of animated pedagogical agents to consider: interface to the environment, behavioural building blocks, behaviour control, believability, emotion, platform and networking issues [Johnson et al., 2000]. How competent is the agent and what is its role? Xiao et al. empirically assessed the effect of pedagogical agent competency where learners were learning how to use a text editor supported by pedagogical agents with varying competency at the task [Xiao et al., 2004]. Allowing users to choose the competency of their agent improved objective performance. Kim and Baylor present a study investigating the value of pedagogical agents as learning companions (PALS) with deliberately varying competency levels and interaction modes. They conclude that ‘PALS should be designed as highly competent for learning contexts in which instructional goals focus on knowledge and skill acquisition...in contexts where learners’ self-efficacy beliefs in the task are a major concern, less competent PALS could be more effective’ [Kim and Baylor, 2006]. Baylor et al. present an initial study where agents take on different roles when supporting learners: Motivator, Expert, or Mentor. More knowledgeable agents were more credible and seemed to transfer more knowledge but motivating agents were more engaging [Baylor and Group, 2003].

What are the requirements for a pedagogical agent in a large scale, social learning context? Leading towards our interest in social learning, in [Spoelstra and Sklar, 2007], an agent based approach is used to simulate interactions between learners within a group. A parameterised learner model is presented which includes features such as ability, emotion, motivation (inc. competitiveness), learning rate, understanding, ‘likeliness to help’ and progress. Instances of the model are run in simulation and characteristics observed in real groups of learners are observed, such as the importance of group composition, team size and team rewards.

Research questions We have discussed our wider research goals in the introduction: better pathways to and through information for learners, better feedback to learners (on their work) and increasing learner motivation. In this paper, we will address the following questions which fall within this wider remit: How might one formally specify a human learner to allow operations upon that information by an autonomous agent? What kind of operations might be useful, given the wider research goals?

2 Agent requirements

We will begin by framing the agent specification presented later with some requirements for the functionality of the agent. There are 4 key requirements: to store learner state, to report learner state, to find learning plans and to propose social connections. Each of these requirements has sub-requirements, as listed below:

1. Storing learner state:
   (a) Storing the goals of a person
   (b) Interpret the goals into desired skills and knowledge
   (c) Storing a person’s current skills and knowledge
   (d) Storing a person’s current and previous plans

2. Reporting learner state:
   (a) Reporting current state of goals and plans
   (b) Reporting current state of knowledge and skills
   (c) Reporting status of data/ content provided to and from the community i.e. plans, feedback, feedback agents, trust model

3. Plan finding:
   (a) Propose plans whose pre-conditions match current skills and knowledge
   (b) Propose plans whose post-conditions (goals) match a persons goals
   (c) Generate evaluation data for plans based on users
   (d) Propose plans which are successful, i.e. verified post conditions
4. Agent finding:
(a) Propose social relationships/ connections to people with similar goals/ skills/ knowledge (potential peers, potential as they must actively agree to connect to make a social relationship)
(b) Propose connections to people with similar (musical/ geographical/ etc.) data
(c) Propose connections to people who have related but superior skills and knowledge (potential tutors), or teaching goals. (I want to increase others’ knowledge of scales on the guitar). These people might be able to assign plans, for example.

3 Formal specification
In this section we will use the specification language Z to develop the models of our agents, following the methodology developed by Luck and d’Inverno [D’Inverno and Luck, 2003; Luck and D’Inverno, 1995].

Learner model
We begin our description by introducing our learner model. The purpose of the learner model is to represent various aspects of a person operating within our learning environment. There are two types which users of the system might want to learn about or teach about. The specification remains neutral about how they are encoded but this encoding might include free text descriptions or formulae in predicate calculus, for example.

[Skill, Knowledge]

As an example, a user might have the skill of playing the C major scale and the knowledge which includes being able to state which notes are in the scale of C major.

We then define Proficiency as the combination of skills and knowledge, representing all that a person would potentially wish to learn in music.

Proficiency ::= skills(⟨Skill⟩) | knowledge(⟨Knowledge⟩)

A particular person can be given a score which is an evaluation of their learning level regarding a particular skill or knowledge element:

Score ::= N

Learning environment
We continue the description with some details about the learning environment which learners, teachers and agents will inhabit. For the purposes of our wider research, it is specialised for music education, and it is designed around a social, blended learning pedagogy wherein people upload recordings of themselves playing instruments and other media items. Discussion and feedback can occur around the uploaded items. Within the environment, people and agents can carry out tasks, where a task is something to be undertaken.

[Task]

We have identified 9 distinct tasks which can be carried out within our learning environment.

(TaskType ::= Practice | Listen | Makemusic | Upload | Share | Annotate | Question | Answer | Visualise)

Earlier, we mentioned that feedback might be provided about a media item. For the time being we define feedback as a given set. It is possible to define feedback in terms of constructive and evaluative praise and criticism. However, these are our first attempts at defining feedback and we will remain neutral for the time being.

[Feedback]

We define evaluate to be a function which maps a proficiency to a natural number, e.g. ‘I have evaluated the way you have played C major as scoring a 5’.

| evaluateproficiency : Proficiency → N

In the system the community may evaluate many different aspects, such as feedback for example.

| evaluatefeedback : Feedback → N

Goals, Beliefs and Plans
As with the definition of the SMART Agent Framework [D’Inverno and Luck, 2003] we take a goal to be a state of affairs in the world that is to be achieved (by some agent).

[Goal]

The way that goals (or, equally, learning outcomes) are achieved is through a workflow of tasks: a sequence of tasks that have to be completed in order. We do not specify here who determines whether the tasks have been accomplished successfully or not because in general this could be a mixture of the system, the user themselves, the community and/or a teacher. Plans are typically specified in terms of what must be true before they can be adopted, what is true after they have been successfully completed, and the kinds of actions (or in our language tasks) that have to be completed in order. Next we define a plan to be a set of preconditions (the skills and knowledge an agent must have before undertaking the plan) and a set of post conditions (the new set of skills and knowledge the agent will have after the plan). The predicate part of the schema states that the intersection of the pre and post conditions is necessarily empty.

| Plan
pre : P Proficiency
post : P Proficiency
workflow : seq Task
pre ∩ post = {} |

In specifying this system, it is useful to be able to assert that an element is optional. The following definitions provide for a new type, optional[T], for any existing type, T, which consists of the empty set and singleton sets containing elements of T. The predicates, defined and undefined test whether an element of optional[T] is defined (i.e. contains an element of type T) or not (i.e. is the empty set), and the
function, the, extracts the element from a defined member of optional[\mathcal{X}].

\text{optional}[\mathcal{X}] = \{ x \in \mathbb{P} \mathcal{X} | \# x \leq 1 \}

\begin{align*}
\text{defined}\_\text{undefined}\_ : & \mathbb{P} (\text{optional}[\mathcal{X}]) \\
\text{the} : & \text{optional}[\mathcal{X}] \rightarrow \mathcal{X}
\end{align*}

\forall x : \text{optional}[\mathcal{X}] \bullet
\begin{align*}
\text{defined} x & \iff \# x = 1 \\
\text{undefined} x & \iff \# x = 0
\end{align*}

\forall x : \text{optional}[\mathcal{X}] | \text{ defined } x \bullet
\text{the } x = (\mu x : \mathcal{X} | x \in x)

\text{Bool} ::= \text{True} | \text{False}

Using this definition we can now specify the state of a plan. The state of a plan can be thought of as a running instance of a plan during the lifetime of a user’s activity. It means that the plan has been adopted to achieve a goal. In order to specify this we keep the information contained in the specification of a plan using schema inclusion. We also state that if the plan has been started but not finished there will be a current task that the agent is currently undergoing. The predicate part states that the current task must have been defined in the workflow of the plan. By also defining a flag called finished we can specify a plan state as follows.

\begin{align*}
\text{PlanInstance} & \quad \text{Plan} \\
& \quad \text{current} : \text{optional}[\mathcal{X}] \\
& \quad \text{finished} : \text{Bool} \\
& \quad \text{the current} \in (\text{ran } \text{workflow})
\end{align*}

The initial plan state (for any state schema the initial state should be specified in Z) is where the plan has just been proposed or adopted by a user.

\begin{align*}
\text{InitialPlanInstance} & \quad \text{PlanInstance} \\
& \quad \text{undefined current} \\
& \quad \text{finished} = \text{False}
\end{align*}

We are now in a position to define four specific sub-types of the plan state as follows.

1. Proposed Plan. A plan which has been selected to achieve a goal but which has not been started by the agent. As no task has been started the current task is set to undefined.

\begin{align*}
\text{ProposedPlan} & \quad \text{InitialPlanInstance}
\end{align*}

2. Active Plan. A plan which is ongoing. It has not been completed and the current task is set to defined.

\begin{align*}
\text{ActivePlan} & \quad \text{PlanInstance} \\
& \quad \text{defined current} \\
& \quad \text{finished} = \text{False}
\end{align*}

3. FailedPlan. This is a plan which has a defined task but a flag set to finished. For example, this represents a situation where one of the tasks in the workflow of a plan is too difficult for the user and the plan is abandoned by the user.

\begin{align*}
\text{FailedPlan} & \quad \text{PlanInstance} \\
& \quad \text{defined current} \\
& \quad \text{finished} = \text{True}
\end{align*}

4. Completed Plan. The flag finished is set to true and the current task becomes undefined.

\begin{align*}
\text{CompletedPlan} & \quad \text{PlanInstance} \\
& \quad \text{undefined current} \\
& \quad \text{finished} = \text{True}
\end{align*}

There are several operations that we could specify at the level of the plan but the key one is finish task. Either this leads to the plan being completed or the current place in the workflow moves to the next task. In the first case the specification looks like this:

\begin{align*}
\text{FinishTask1} & \quad \Delta \text{PlanInstance} \\
& \quad \text{current} = \{ \text{last}(\text{workflow}) \} \\
& \quad \text{finished} = \text{False} \\
& \quad \text{undefined current'} \\
& \quad \text{finished'} = \text{False}
\end{align*}

In the second case like this:

\begin{align*}
\text{FinishTask2} & \quad \Delta \text{PlanInstance} \\
& \quad \text{current} \neq \{ \text{last}(\text{workflow}) \} \\
& \quad \text{finished} = \text{False} \\
& \quad \text{current'} = \{ \text{workflow}((\text{workflow} \sim (\text{the current})) + 1) \} \\
& \quad \text{finished'} = \text{False}
\end{align*}

The other is to instantiate a plan which essentially means creating a PlanInstance in its initial state from a Plan.

\begin{align*}
\text{instantiateplan} : & \text{Plan} \rightarrow \text{InitialPlanInstance} \\
& \forall p : \text{Plan}; \ ps : \text{InitialPlanInstance} \\
& \quad | ps = \text{instantiateplan}(p) \bullet \\
& \quad ps.\text{pre} = p.\text{pre} \land ps.\text{post} \\
& \quad = p.\text{post} \land ps.\text{workflow} = p.\text{workflow}
\end{align*}

The (almost) inverse function of this is a function which takes any PlanInstance and returns the plan.

\begin{align*}
\text{recoverplan} : & \text{PlanInstance} \rightarrow \text{Plan} \\
& \forall p : \text{Plan}; \ ps : \text{PlanInstance} \ | p = \text{recoverplan}(ps) \bullet \\
& \quad ps.\text{pre} = p.\text{pre} \land \\
& \quad ps.\text{post} = p.\text{post} \land ps.\text{workflow} = p.\text{workflow}
\end{align*}
Beliefs
This is a representation of what the agent knows and what it can do. Again we remain neutral on the representation.

\[ \text{Belief} \]

The Personal Learning Agent
In the schema below we have the following definitions:

1. An agent has a set of goals at any stage which we call desires (typically these are associated with learning outcomes as described earlier in the document).
2. An agent has a set of beliefs. These refer to the information which is stored about what the user knows or what the user can do (skills).
3. An agent has an interpret function which takes a goal and returns a set of proficiencies (skills and knowledge). Note that the complexity of this function may vary as in some cases goals may be expressed as a set of proficiencies directly and so this function becomes a simple identity function. However, in other situations this function has to take a free text description and turn it into a set of proficiencies. Clearly, in general no automatic process can do this and such an operation will often be left to the community. In which case we specify the agent's interpret function as a partial function.
4. An agent has a similar interpret function for beliefs which maps its beliefs to a set of machine readable (skills and knowledge).
5. \( \text{intdesires} \) is a set of proficiencies which can then be used by the agent and the community to plan. Note then, that \( \text{interpreteddesires} \) is made up of the automatic function interpret of the agent, possibly the automatic interpretation of other agents, but also from human users in the music learning community.
6. \( \text{intbeliefs} \) is the analogous set of proficiencies which the agent has recorded as known or accomplished by the agent.
7. It is not unreasonable to suggest that all tasks are not available to a user at all times and so the agent can record which tasks are currently available to a user. (If a user is offline, upload is not an available task. If a newcomer joins a community then possibly they do not feel like giving any feedback and so the agent can record that the user is currently not offering this task.).
8. Then we define the set of plans which the agent knows about (possibility learned from other agents). This is where the agent contains its procedural knowledge about what plans work in what situations to achieve which desired proficiency.
9. The agent maintains a record of all of the plans that have been completed and all of those which have failed.
10. There is a record of the intentions. This is a mapping from a set of proficiencies (this set may only have one proficiency in it of course) to the plan instance which the agent has adopted to attain those proficiencies.

11. Finally, we record all those interpreted desires for which the agent has no active plan.

There are also two dummy variables that we can use (which can be calculated from the variables described so far but which aid us in the readability of the specification)

12. We define a variable to store the tasks that the agent is currently involved in (\( \text{currenttasks} \)) which can be calculated as the union of the tasks from the current plans.

13. We define a variable to store the current plan instances of the agent

Next we consider the constraints on the state of a personal learning agent

1. The interpreted desires are the result of applying the interpret desire function to the desires.
2. The interpreted beliefs are the result of applying the interpret desire function to the beliefs.
3. The intersection between interpreted desires and interpreted beliefs is an empty set, (in other words you can’t desire a proficiency you already have).
4. If there is a plan for a subset of proficiencies then those proficiencies must be contained in the the interpreted desires.
5. If there is a plan for one subset of proficiencies and a plan for another distinct set of proficiencies then their intersection is empty.
6. The unplanned desires are those interpreted desires for which there is no intention.
7. The current tasks are calculated from iterating the current plans and accumulating the current tasks for each plan.
8. The current plans are calculated by taking the range of the intentions.

\[
\begin{align*}
\text{map} : (X \rightarrow Y) & \rightarrow (\text{seq} X) \rightarrow (\text{seq} Y) \\
\text{mapset} : (X \rightarrow Y) & \rightarrow (\mathbb{P} X) \rightarrow (\mathbb{P} Y) \\
\forall f : X \rightarrow Y; \ x : X; \ xs, ys : \text{seq} X \bullet \\
\text{map} f (\emptyset) &= \emptyset \land \\
\text{map} f (x) &= (f x) \land \\
\text{map} f (xs \circ ys) &= \text{map} f xs \circ \text{map} f ys \\
\forall f : X \rightarrow Y; \ xs : \mathbb{P} X \bullet \\
\text{mapset} f xs &= \{ x : xs \bullet f x \}
\end{align*}
\]
Plan Finding

Plan finding is the process of taking a set of candidate plans and selecting those whose preconditions are met and where at least some subset of the postconditions are desired.

For this operation we assume the input of a set of candidate plans. Again we do not specify whether these come from the agent (i.e. the agent’s database of plans), other agents in the community, from the user or from other users. In general, candidate plans with be a synthesis of the users and the agents of users working together.

For now we will suppose that suitable plans have all preconditions satisfied and it is the case that both: (a) none of the postconditions are things which the user is already proficient in (b) all of the postconditions are current interpreted desires of the user. In the schema below SuitablePlans is generated which satisfies this constraint and from these one plan adoptedplan is selected. The state of the agent is then updated such that its current plans include a mapping from the pre-conditions of the plan (which are necessarily interpreted desires for which no plan exists).

\[ \text{PersonalLearningAgent} \]

\[
\begin{align*}
\text{desires} & : \mathbb{P} \text{ Goal} \\
\text{beliefs} & : \mathbb{P} \text{ Belief} \\
\text{interpretdes} & : \mathbb{P} \text{ Proficiency} \\
\text{interpretbel} & : \mathbb{P} \text{ Proficiency} \\
\text{intdesires} & : \mathbb{P} \text{ Proficiency} \\
\text{intbeliefs} & : \mathbb{P} \text{ Proficiency} \\
\text{availabletasks} & : \mathbb{P} \text{ TaskType} \\
\text{plandatabase} & : \mathbb{P} \text{ Plan} \\
\text{completedplans, failedplans} & : \mathbb{P} \text{ Plan} \\
\text{intentions} & : (\mathbb{P} \text{ Proficiency}) \rightarrow \text{PlanInstance} \\
\text{unplannedintdesires} & : \mathbb{P} \text{ Proficiency} \\
\text{currenttasks} & : \mathbb{P} \text{ Task} \\
\text{currentplaninstances} & : \mathbb{P} \text{ PlanInstance}
\end{align*}
\]

\[ \text{FindandAdoptPlan} \]

\[
\begin{align*}
\text{PossiblePlans}? : \mathbb{P} \text{ Plan} \\
\text{SuitablePlans!} : \mathbb{P} \text{ Plan} \\
\text{adoptedplan} & : \text{Plan} \\
\Delta \text{PersonalLearningAgent}
\end{align*}
\]

\[
\begin{align*}
\text{SuitablePlans!} & = \{ \text{ps} : \text{PossiblePlans}? \mid \\
& \text{(ps.pre } \subseteq \text{ intbeliefs)} \land \text{ (ps.post } \land \text{ unplannedintdesires)} = \{\} \bullet \text{ps} \}
\end{align*}
\]

\[
\begin{align*}
\text{adoptedplan} & \in \text{SuitablePlans!} \\
\text{intentions'} & = \text{intentions} \cup \\
& \{\text{adoptedplan.post, instantiateplan(adoptedplan)}\}
\end{align*}
\]

It would be a simple matter to add more detail to this schema including choosing the plan with the highest rating for example, or a plan which has completed successfully in the community the most number of times, or making sure the plan has not failed in the users history, or that the plan has not failed in the community with users which have similar profiles as defined by the personal learning agent. In general, the plan finding system requirements, and this specification alongside it, will develop as we gain experience of how the system is used.

Plan Completion

The very simplest way this could happen is as follows:

1. Because of a successfully completed task a plan instance becomes an element of CompletedPlan.
2. The post conditions are added to the interpreted beliefs (these may in turn be reverse interprered into beliefs which can then be seen by the community).
3. Any post conditions that were formerly desires are now removed from interpreted desires (these may in turn be reverse interpreted into beliefs which can then be seen by the community).
4. The completed plans function is updated with the plan that has just successfully completed.

\[ \text{CompletePlan} \]

\[
\begin{align*}
\text{completedplan}? : \text{CompletedPlan} \\
\Delta \text{PersonalLearningAgent}
\end{align*}
\]

\[
\begin{align*}
\text{completedplan}? & \in (\text{ran intentions}) \\
\text{intentions'} & = \text{intentions} \Rightarrow \{\text{completedplan}?\} \\
\text{intdesires'} & = \text{intdesires } \setminus \text{completedplan}? . \text{post} \\
\text{intbeliefs'} & = \text{intbeliefs } \cup \text{completedplan}? . \text{post} \\
\text{completedplans'} & = \text{completedplans } \cup \\
& \{\text{recoverplan completedplan}?!\}
\end{align*}
\]

However, this process will not be automatic in general within the system. In general, the user (or other users in the community) will be asked to evaluate the plan. There may be several ways in which this can happen. For example, a simple score could be given but in general each user who is evaluating the plan considers each of the post conditions (or another member of the community does) to work out whether they are now proficiencies (interpreted beliefs), whether they have not
been met and so are still interpreted desires, or whether they have not been met but are not desires. Indeed the evaluating user could rank each of the postconditions with a score and the agent may also wish to keep a snap shot of the agent’s state for future comparison by the community.

Community of Music Learning

Agent finding

Now we move to defining a community of learners each of which has one and only one personal learning agent.

First we define the set of all users.

\[
\text{[User]}
\]

\[
\text{Community} = \{\text{User} \mid \exists \text{PersonalLearningAgent} \}
\]

To this we can define all kinds of social relationships. For example, peer and teacher and others as they become useful. It is up to the designer of the system to state what the constraints are on any such relationships. To provide examples (not necessarily ones we would subscribe to) of how this is done we state that if user1 is a peer of user2 then user2 is a peer of user1 and, in addition, if user2 is a teacher of user1 then user1 cannot be a teacher of user2. Another example would be the idea of a fan who would always adopt the advice of another.

\[
\text{SocialRelationships} = \{\text{peer}, \text{teacher} \mid \text{User} \leftrightarrow \text{User}
\]

\[
\forall u_1, u_2 : \text{User} \bullet (u_1, u_2) \in \text{peer} \Rightarrow (u_2, u_1) \in \text{peer}
\]

Using these schemas it then becomes possible to ask agents to start to look for users who have similar profiles as stated in the requirements detailed earlier in this document. In order to refine the search to include (for example) looking for agents who have a motivation to teach, we will need to develop the specification to define ways in which agents can broadcast that they are able to teach certain plans. This will come in later versions of this specification.

4 Concluding remarks

No one could have predicted the rise in technologies for facilitating different kinds of online social behaviour. Despite a sometimes limited scope of interact possibilities (such as liking, or rating content), huge numbers of us choose to socialise in this way. More and more technology platforms are being released, aiming to encourage us to spend our social time on them. Not only that, but we are now seeing a whole range of such systems that encourage us to spend our learning time on them, making use of a range of techniques to allow the learning experience to be less isolated and more social, particularly around the idea of peer feedback and assessment.

Given this explosion of systems for social experiences including social learning experiences, it is perhaps a little surprising that the multi-agent systems (MAS) community, with all its rich work on agency, coordination, norms and regulated social behaviour has not been more involved in taking up the challenge of trying to understand the science of such systems and in turn bringing that understanding into well-defined methodologies for designing compelling systems.

In this paper, we have shown that it is possible to use a standard agent-based formal specification methodology to model various aspects of a social learning environment. Building on that we have shown how such an architecture can be used to solve problems in these environments, such as selecting learning plans and selecting other users of interest. In parallel to this formal modelling work, we are building real social learning environments and trialling them at scale in our own institution and beyond, as part of a research programme investigating social learning. Now we have systems with users and data, we are investigating how our agent concepts can be operationalised to solve real problems within our systems.

Our work is significant because we are bridging the theory/practice divide.

Relating the theory and practice of sociological agent systems to the design of socio-technical systems more generally also enables us in future work to consider a range of questions about how the scientific social multi-agent approach that the MAS has developed for 25 years or more can be applied to the analysis and design of systems such as ours. Questions that quickly present themselves are: could we start to map out the space of such systems relating technology to sociality in a useful way? Could we start to provide platforms and design methodologies for building such systems in the future using a regulated MAS approach? Indeed these are some of the questions we are investigating with partners on our research project.

This paper is our first foray into these woods in describing an agent-based approach to the design of a community of human and learning agents working in the common interests of learning how to play musical instruments together. We hope that we will increasingly see the huge body of work that has been developed in our community over the last 25 years or so become mainstream in the analysis, design and specification of future instances of such systems.
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Abstract

One particular challenge in AI is the computational modelling and simulation of creativity. Feedback and learning from experience are key aspects of the creative process. Here we investigate how we could implement feedback in creative systems using a social model. From the field of creative writing we borrow the concept of a Writers Workshop as a model for learning through feedback. The Writers Workshop encourages examination, discussion and debates of a piece of creative work using a prescribed format of activities. We propose a computational model of the Writers Workshop as a roadmap for incorporation of feedback in artificial creativity systems. We argue that the Writers Workshop setting describes the anatomy of the creative process. We support our claim with a case study that describes how to implement the Writers Workshop model in a computational creativity system. We present this work using patterns other people can follow to implement similar designs in their own systems. We conclude by discussing the broader relevance of this model to other aspects of AI.

1 Introduction

In educational applications it would be useful to have an automated tutor that can read student work and make suggestions based on diagnostics, like, is the paper wrong, and if so how? What background material should be recommended to the student for review?

In the current paper, we “flip the script” and look at what we believe to be a more fundamental problem for AI: computer programs that can themselves learn from feedback. After all, if it was easy to build great automatic tutors, they would be a part of everyday life. As potential users (thinking from both sides of the desk) we look forward to a future when that is the case.

Along with automatic tutoring, computational creativity is a challenge within artificial intelligence where feedback plays a vital part (for example Pérez y Pérez, Aguilar, & Negrete, 2010; Pease, Guhe, & Smaill, 2010). Creativity cannot happen in a ‘silo’ but instead is influenced and affected by feedback and interaction with others (Csikszentmihalyi, 1988; Saunders, 2012). Computational creativity researchers are starting to place more emphasis on social interaction and feedback in their systems and models (Saunders, 2012; Gervás & León, 2014; Corneli et al., 2015). Still, nearly 3 in 4 papers at the 2014 International Conference for Computational Creativity\textsuperscript{1} failed to acknowledge the role of feedback or social communication in their computational work on creativity.

To highlight and contribute towards modelling feedback as a crucial part of creativity, we propose in this paper a model of computational feedback for creative systems based on Writers Workshops (Gabriel, 2002), a literary collaborative practice that encourages interactive feedback within the creative process. We introduce the Writers Workshop concept (Section 2) and critically reflect on how it could encourage serendipity and emergence in computational models of intelligence and creativity. These considerations lead us to propose a Writers Workshop computational model of feedback in computational creativity and AI systems (Section 2.1), the central contribution of this paper. In Section 3 we consider how the Writers Workshop model fits into previous work in various related areas. While we acknowledge that this paper is offering a roadmap for this model rather than a full implementation, we consider how the model could be practically implemented in a computational system and report our initial implementation work (Section 4). In concluding discussions, we reflect on divergent directions in which this work could potentially be useful in the future.

2 The Writers Workshop

Richard Gabriel (2002) describes the practise of Writers Workshops that has been put to use for over a decade within the Pattern Languages of Programming (PLoP) community. The basic style of collaboration originated much earlier with groups of literary authors who engage in peer-group critique. Some literary workshops are open as to genre, and happy to accommodate beginners, like the Minneapolis Writers Workshop\textsuperscript{2}; others are focused on professionals working within a specific genre, like the Milford Writers Workshop\textsuperscript{3}.

\textsuperscript{1}ICCC is the key international conference for research in computational creativity.
\textsuperscript{2}http://mnwriters.org/how-the-game-works/
\textsuperscript{3}http://www.milfordsf.co.uk/about.htm
The practices that Gabriel describes are fairly typical:

- Authors come with work ready to present, and read a short sample.
- This work is generally work in progress (and workshopping is meant to help improve it). Importantly, it can be early stage work. Rather than presenting a created artefact only, activities in the workshop can be aspects of the creative process itself. Indeed, the model we present here is less concerned with after-the-fact assessment than it is with dealing with the formative feedback that is a necessary support for creative work.
- The sample work is then discussed and constructively critiqued by attendees. Presenting authors are not permitted to rebut these comments. The commentators generally summarise the work and say what they have gotten out of it, discuss what worked well in the piece, and talk about how it could be improved.
- The author listens and may take notes; at the end, he or she can then ask questions for clarification.
- Generally, non-authors are either not permitted to attend, or are asked to stay silent through the workshop, and perhaps sit separately from the participating authors/reviewers.

Essentially, the Writers Workshop is somewhat like an interactive peer review. The underlying concept is reminiscent of Bourdieu’s fields of cultural production (Bourdieu, 1993) where cultural value is attributed through interactions in a community of cultural producers active within that field.

2.1 Writers Workshop as a computational model

The use of Writers Workshop in computational contexts is not an entirely new concept. In PLoP workshops, authors present design patterns and pattern languages, or papers about patterns, rather than more traditional literary forms like poems, stories, or chapters from novels. Papers must be workshopped at a PLoP or EuroPLoP conference in order to be considered for the Transactions on Pattern Languages of Programming journal. A discussion of writers workshops in the language of design patterns is presented by Coplien and Woolf (1997).

The steps in the workshop can be distilled into the following phases, each of which could be realised as a separate computational step in an agent-based model:

1. Author: presentation
2. Critic: listening
3. Critic: feedback
4. Author: questions
5. Critic: replies
6. Author: reflections

The feedback step may be further decomposed into observations and suggestions. This protocol is what we have in mind in the following discussion of the Writers Workshop.5

Dialogue example

Note that for the following dialogue to be possible computationally, it would presumably have to be conducted within a lightweight process language. Nevertheless, for convenience, the discussion will be presented here as if it was conducted in natural language. Whether contemporary systems have adequate natural language understanding to have interesting interactions is one of the key unanswered questions of this approach, but protocols such as the one described above are sufficient to make the experiment.

For example, here’s what might happen in a discussion of the first few lines of a poem, “On Being Malevolent”. As befitting the AI-theme of this workshop, “On Being Malevolent” is a poem written by an early user-defined flow chart in the FloWr system (known at the time as Flow) (Colton & Charnley, 2014).

FLOW: “I hear the souls of the damned waiting in hell. / I feel a malevolent spectre hovering just behind me / It must be his birthday.”

SYSTEM A: I think the third line detracts from the spooky effect, I don’t see why it’s included.

SYSTEM B: It’s meant to be humourous – in fact it reminds me of the poem you presented yesterday.

MODERATOR: Let’s discuss one poem at a time.

Even if, perhaps and especially because, “cross-talk” about different poems bends the rules, the dialogue could prompt a range of reflections and reactions. System A may object that it had a fair point that has not been given sufficient attention, while System B may wonder how to communicate the idea it came up with without making reference to another poem. Here’s how the discussion given as example in Section 2 might continue, if the systems go on to examine the next few lines of the poem.

FLOW: “Is God willing to prevent evil, but not able? / Then he is not omnipotent / Is he able, but not willing? / Then he is malevolent.”

SYSTEM A: These lines are interesting, but they sound a bit like you’re working from a template, or like you’re quoting from something else.

SYSTEM B: Maybe try an analogy? For example, you mentioned birthdays: you could consider an analogy to the conflicted feelings of someone who knows in advance about her surprise birthday party.

4Here we present Writers Workshops as they currently exist; however this last point is debatable. Whether non-authors should be able to participate or not is an interesting avenue for experimentation both in human and computational contexts. The workshop dialogue itself may be considered an “art form” whose “public” may potentially wish to consume it in non-participatory ways. Compare the classical Japanese renga form (Jin’Ichi, Brazell, & Cook, 1975).

5The connections between Writers Workshops and design patterns, noted above, appear to be quite natural, in that the steps in the workshop protocol roughly parallel the typical components of design pattern templates: context, problem, solution, rationale, resolution of forces.
Interesting idea

Surprise birthday party

I heard you say:

“surprise”

Feedback:

I don’t like surprises

Question

Not even a little bit…?

Note to self:

(Try smaller surprises next time.)

Figure 1: A paper prototype for applying the Successful Error pattern following a workshop-like sequence of steps

This portion of the discussion shifts the focus of the discussion onto a line that was previously considered to be spurious, and looks at what would happen if that line was used as a central metaphor in the poem.

FLOW: Thank you for your feedback. My only question is, System B, how did you come up with that analogy? It’s quite clever.

SYSTEM B: I’ve just emailed you the code.

Whereas the systems were initially reviewing poetry, they have now made a partial genre shift, and are sharing and remixing code. Such a shift helps to get at the real interests of the systems (and their developers). Indeed, the workshop session might have gone better if the systems had focused on exchanging and discussing more formal objects throughout.

2.2 How the Writers Workshop can lead to computational serendipity

Learning involves engaging with the unknown, unfamiliar, or unexpected and synthesising new understanding (Deleuze, 2004 [1968]). In the workshop setting, learning can develop in a number of unexpected ways, and participating systems need to be prepared for this. One way to evaluate the idea of a Writers Workshop is to ask whether it can support learning that is in some sense serendipitous, in other words, whether it can support discovery and creative invention that we simply couldn’t plan for or orchestrate in another way.

Figure 1 shows a paper prototype showing how one of the “patterns of serendipity” that were collected by Van Andel (1994) might be modelled in a workshop-like dialogue sequence. The patterns also help identify opportunities for serendipity at several key steps in the workshop sequence.

Serendipity Pattern: Successful error. Van Andel describes the creation of Post-it™ Notes at 3M. One of the instrumental steps was a series of internal seminars in which 3M employee Spencer Silver described an invention he was sure was interesting, but was unsure how to turn into a useful product: weak glue. The key prototype that came years later was a sticky bookmark, created by Arthur Fry. In the Writers Workshop, authors similarly have the opportunity to share things that they find interesting, but that they are not certain about. The author may want to ask a specific question about their creation: Does x work better than y? They may flag certain parts of the work as especially problematic. They may think that a certain portion of the text is interesting or important, without being sure why. Although there is no guarantee that a participating critic will be able to take these matters forward, sometimes they do – and the workshop environment will produce something that the author wouldn’t have thought of alone.

Serendipity Pattern: Outsider. Another example from van Andel considers the case of a mother whose son was afflicted by a congenital cataract, who suggested to her doctor that rubella during pregnancy may have been the cause. In the workshop setting, someone who is not an “expert” may come up with a sensible idea or suggestion based on their own prior experience. Indeed, these suggestions may be more sensible than the ideas of the author, who may be too close to the work to notice radical improvements.

Serendipity Pattern: Wrong hypothesis. A third example describes the discovery that lithium can have a therapeutic effect in cases of mania. Originally, lithium carbonate had merely been used a control by John Cade, who was interested in the effect of effect of uric acid, present in soluble
lithium urate. Cade was searching for causal factors in mania, not therapies for the condition: but he found that lithium carbonate had an unexpected calming effect. Similarly, in the workshop, the author may think that a given aspect of their creation is the interesting “active ingredient,” and it may turn out that another aspect of the work is more interesting to critics. Relatively, the author may not fully comprehend a critic’s feedback and may have to ask follow-up questions to understand it.

**Serendipity Pattern: Side effect.** A fourth example described by van Andel concerns Ernest Huant’s discovery that nicotinamide, which he used to treat side-effects of radiation therapy, also proved efficacious against tuberculosis. In the workshop setting, one of the most important places where a side-effect may occur concerns feedback from the critic to the author. In the simple case, feedback may trigger revisions to the work under discussion. In a more general, and more unpredictable case, feedback may trigger broader revisions to the generative codebase.

This collection of patterns shows the likelihood of unexpected results coming out of the communication between author and critics. This suggests several guidelines for system development, which we will discussed in a later section.

Further guidelines for structuring and participating in traditional writers workshops are presented by Linda Elkin in (Gabriel, 2002, pp. 201–203). It is not at all clear that the same ground rules should apply to computer systems. For example, one of Elkin’s rules is that “Quips, jokes, or sarcastic comments, even if kindly meant, are inappropriate.” Rather than forbidding humour, it may be better for individual comments to be rated as helpful or non-helpful. Again, in the first instance, usefulness and interest might be judged in terms of explicit criteria for serendipity; see (Corneli, Pease, Colton, Jordanous, & Guckelsberger, 2014; Pease, Colton, Ramezani, Charnley, & Reed, 2013). The key criterion in this regard is the **focus shift.** This is the creation of a novel problem, comprising the move from discovery of interesting data to the invention of an application. This process is distinct from identifying routine errors in a written work. Nevertheless, from a computational standpoint, noticing and being robust to certain kinds of errors is often a preliminary step. For example, the work might contain a typo, grammatical or semantic error, while being logically sound. In a programming setting, this sort of problem can lead to crashing code, or silent failure. In general communicative context, argumentation may be logically sound, but not practically useful or poorly exposited. Finally, even a masterful, correct, and fully spellchecked piece of argumentation may not invite further dialogue, and so may fail to open itself to further learning. Identifying and engaging with this sort of deeper issue is something that skillful workshop participants may be able to do. Dialogue in the workshop can build on strong or less strong work – but provoking interpretative thoughts and comments always require a thoughtful critical presence and the ability to engage. This can be difficult for humans and poses a range of challenges for computers – but also promises some interesting results.

## 3 Related work

In considering the potential and contribution of the Writers Workshop model outlined in Section 2, we posit that the Writers Workshop model is useful for encouraging feedback in computational systems, and in particular systems that are designed to be creative or serendipitous.

Feedback has long been a central concept in AI-related fields such as cybernetics (Ashby, 1956; Seth, 2015). Feedback about feedback (and &c for higher orders) is understood to be relevant to thinking about learning and communication (Bateson, 1972). We now consider the importance of the roles that communicative feedback play in computational creativity and computational serendipity and discuss previous related work in incorporating feedback into such computational systems.

### 3.1 Feedback in computational creativity

Creativity is often envisaged as involving cyclical processes (e.g. Dickie’s (1984) art circle, Pease and Colton’s (2011) Iterative Development-Expression-Appreciation model). There are opportunities for embedded feedback at each step, and the creative process itself is “akin to” a feedback loop. However, despite these strong intimations of the central importance of feedback in the creative process, our sense is that feedback has not been given a central place in research on computational creativity. In particular, current systems in computational creativity, almost as a rule, do not consume or evaluate the work of other systems.⁶

Gervás and León (2014) theorise a creative cycle of narrative development as involving a Composer and an Interpreter, in such a way that the Composer has internalised the interpretation functionality. Individual creativity is not the poor relation of social creativity, but its mirror image. Nevertheless, even when computer models explicitly involve multiple agents and simulate social creativity (like Saunders & Gero, 2001), they rarely make the jump to involve multiple systems. The “air gap” between computationally creative systems is very different from the historical situation in human creativity, in which different creators and indeed different cultural domains interact vigorously (Geertz, 1973).

### 3.2 Feedback in computational serendipity

The term computational serendipity is rather new, but its foundations are well established in prior research. Grace and Maher (2014) examine surprise in computing, seeking to “adopt methods from the field of computational creativity […] to the generation of scientific hypotheses.” This is an example of an effort focused on computational invention.

An area of AI where serendipity can be argued to play an important part is in pattern matching. Current computer programs are able to identify known patterns and “close matches” in data sets from certain domains, like music (Meredith, Lemström, & Wiggins, 2002). Identifying known

---

⁶An exception to the rule is Mike Cook’s AppreciationBot (https://twitter.com/AppreciationBot), which is a reactive automaton that “appreciates” tweets from MuseumBot.
patterns is a special case of the more general concept of pattern mining (Bergeron & Conklin, 2007). In particular, the ability to extract new higher order patterns that describe exceptions is an example of “learning from feedback.” Deep learning and evolutionary models increasingly use this sort of idea to facilitate strategic discovery (Samothrakis & Lucas, 2011). Similar ideas are considered in business applications under the heading “process mining” (Van Der Aalst, 2011).

In earlier work (Corneli et al., 2014, 2015), we used the idea of dialogue in a Writers Workshop framework to sketch a “theory of poetics rooted in the making of boundary-crossing objects and processes” and described (at a schematic level) “a system that can (sometimes) make ‘highly serendipitous’ creative advances in computer poetry” while “drawing attention to theoretical questions related to program design in an autonomous programming context.”

### 3.3 Communications and feedback

The Writers Workshop heavily relies on communication of feedback within the workshop. Gordon Pask’s conversation theory, reviewed in (Pask, 1984; Boyd, 2004), goes considerably beyond the simple process language of the workshop, although there are structural parallels. We see that a basic Pask-style learning conversation bears many similarities to the Writers Workshop model of communicative feedback (Boyd, 2004, p. 190):

1. Conversational participants are carrying out some actions and observations;
2. Naming and recording what action is being done;
3. Asking and explaining why it works the way it does;
4. Carrying out higher-order methodological discussion; and,
5. Trying to figure out why unexpected results occurred.

Variations to the underlying system, protocol, and the schedule of events should be considered depending on the needs and interests of participants, and several variants can be tried. On a pragmatic basis, if the workshop proved quite useful to participants, it could be revised to run monthly, weekly, or continuously.\(^7\)

### 4 Case study: Flowcharts and Feedback

This section describes work that is currently underway to implement the Writers Workshop model, not only within one system but as a new paradigm for collaboration among disparate projects. In order to bring in other participants, we need a neutral environment that is not hard to develop for: the FloWr system mentioned in Section 2.1 offers one such possibility. The basic primary objects in the FloWr system are flowcharts, which are comprised of interconnected process nodes (Charnley, Colton, & Llano, 2014; Colton & Charnley, 2014). Process nodes specify input and output types, and internal processing can be implemented in Java, or other languages that interoperate with the JVM, or by invoking external web services. One of the common applications to date is to generate computer poetry, and we will focus on that domain here.

A basic set of questions, relative to this system’s components, are as follow:

1. Population of nodes: What can they do? What do we learn when a new node is added?
2. Population of flowcharts: Pease et al. (2013) have described the potentially-serendipitous repair of “broken” flowcharts when new nodes become available; this suggests the need for test-driven development framework.
3. Population of output texts: How to assess and comment on a generated poetic artefact?

In a further evolution of the system, the sequence of steps in a Writers Workshop could itself be spelled out as a flowchart. The process of reading a poem could be conceptualised as generating a semantic graph (Harrington & Clark, 2007; Francisco & Gervás, 2006). Feedback could be modelled as annotations to a text, including suggested edits. These markup directives could themselves be expressed as flowcharts. A standardised set of markup structures may partially obviate the need for strong natural language understanding, at least in interagent communication. Thus, we could agree that observations will consist of stand-off annotations that connect textual passages to public URIs using a limited comparison vocabulary, and suggestions will consist of simple stand-off line-edits, which may themselves be marked up with rationale. These restrictions, and similar restrictions around constrained turn-taking, could be progressively widened in future versions of the system. The way the poems that are generated, the models of poems that are created, and the way the feedback is generated, all depend on the contributing system’s body of code and prior experience, which may vary widely between participating systems. In the list of functional steps below, all of the functions could have a subscripted “\(E\)”, which is omitted throughout. Exchanging path dependent points of view will tend to produce results that are different from what the individual participating systems would have come up with on their own.

I. Both the author and critic should be able to work with a model of the text. Some of the text’s features may be explicitly tagged as “interesting.” Outstanding questions may possibly be brought to the attention of critical listeners, e.g. with the request to compare two different versions of the poem (**presentation, listening**).

1. A model of the text. \(m : T \rightarrow M\).
2. Tagging elements of interest. \(\mu : M \rightarrow I\).

II. Drawing on its experience, the critic will use its model of the poem to formulate feedback (**feedback**).

1. Generating feedback. \(f : (T, M, I) \rightarrow F\).
Our preliminary implementation work (Section 4) shows that the model can be transferred to a functional implementation. This work highlights several considerations relevant to further work with the Writers Workshop model:

- Each contributing system should come to the workshop with at least a basic awareness of the workshop protocol, with work to share, and prepared to give constructive feedback to other systems.
- The workshop itself needs to be prepared, with a suitable communication platform and a moderator or global flowchart for moving the discussion from step to step.
- A controlled vocabulary for communications and interaction would be a worthwhile pursuit of future research, perhaps based on an ontology inspired by the Interaction Network Ontology.\(^8\)
- In order to get the most value out of the workshop experience, systems (and their wranglers) should ideally have questions they are investigating. As discussed above, prior experience plays an important role in every step. This opens up a range of issues for further research on modeling motivations and learning from experience.
- Systems should be prepared to give feedback, and to carry out evaluations of the helpfulness (or not) of feedback from other systems and of the experience overall.

Developing systems that could successfully navigate this collaborative exercise would be a significant advance in the field of computational creativity. Since the experience is about learning rather than winning, there is little motivation to “game the system” (cf. Lenat, 1983). Instead the emphasis is squarely upon mutual benefit: computational systems helping to develop each other through communication and feedback.

The benefits of the Writers Workshop approach could innovate well beyond models for feedback and communication within a particular environment or restricted domain. Following the example of the Pattern Languages of Programming (PLoP) community, we propose that the Writers Workshop model could be deployed within the Computational Creativity community to design a workshop in which the participants are computer systems instead of human authors. The annual International Conference on Computational Creativity (ICCC), now entering its sixth year, could be a suitable venue.

Rather than the system’s creator presenting the system in a traditional slideshow and discussion, or a system “Show and Tell,” the systems would be brought to the workshop and would present their own work to an audience of other systems, in a Writers Workshop format. This could be accompanied by a short paper for the conference proceedings written

8The Interaction Network Ontology primarily describes interactions within humans as opposed to within human societies; a distinct Social Interaction Ontology does not seem to exist at present. However, the classes of the Interaction Network Ontology appear to be quite broadly relevant. This ontology is documented at http://www.ontobee.org/browser/index.php?o=INO. Its URI is http://svn.code.sf.net/p/ino/code/trunk/src/ontology/INO.owl.
by the system’s designer describing the system’s current capabilities and goals. If the Workshop really works well, future publications might adapt to include traces of Workshop interactions, commentary from a system on other systems, and offline reflections on what the system might change about its own work based on the feedback it receives. Paralleling the PLoP community, it could become standard to incorporate the workshop into the process of peer review for the new Journal of Computational Creativity. AI systems that review each other would surely be a major demonstration and acknowledgement of the usefulness of feedback within AI.

In closing, we wish to return briefly to the scenario of computer generated feedback in educational contexts that we raised at the beginning of this paper and then set aside. The elements of our functional design for sharing feedback among computational agents has a range of features that continue to be relevant for generating useful feedback with human learners. Students are experience-bound, and a robust approach to formative assessment and feedback should take into account the student’s historical experience, so far as this can be known or inferred. In order for feedback, recommendations, and so on to adequately take individual history into account, sophisticated modelling and reasoning would be required. Nevertheless, from the point of view of participating computational agents, a student may simply look like another agent. It is in this regard that computational models of learning from feedback are seen as fundamental.
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Abstract
The Comic Strip Game is a system allowing users to create dialogues for speechless cartoon strips during shared, online content creation sessions. This paper describes the results of a protocol providing each participant with implicit feedback and inspiration from other participants. We observed the behaviour of subjects and investigate the impact of other participants’ behaviour on their creative process.

1 Introduction
We posit that a creation task involves a succession of production and self-evaluation steps, which, usually, are not explicit and thus cannot be observed [Lubart 2013]. We have designed an experimental protocol in which production and evaluation steps are explicit, as well as the influence that other people work can have on one’s own. Specifically, the objective of the Comic Strip Game is to investigate (1) positive or negative bias in implicit self-evaluation of creativity, (2) the impact of implicit feedback from other participants, (3) the attachment to one’s own creation and (4) the existence of consistent content creation strategies and their distribution on the subjects’ population.

In order to do so, we designed an online system proposing ten different cartoon strips (see all the proposed strips in Annex I, at the end of this document). A strip is a series of images separated from each other, each image representing a character or a scene happening in a visual unity called “panel”. In each panel of the strips, one or two characters are talking, by means of the traditional symbol of the “balloons”, which were left blank, for the participants to write up. The content creation task is therefore to invent a story for the strip and to express it via the text in the balloons. In the Comic Strip Game, this content creation task is neither solitary nor collaborative: it is rather concerned with mechanisms of implicit feedback from other participants, as detailed in the protocol in the section below.

1.1 Motivations and background
Evaluation, both external and “internal” (self-evaluation) is a central issue of any creative process. The importance of self-evaluation and its role on the creative process itself, nevertheless, have not been extensively studied, probably more because of the difficulty of defining and isolating it with more subtle means that administrating questionnaires. This is why we thought that designing a system able to provide implicit feedback and imposing several implicit self-evaluation steps may be a valid methodology in order to investigate the creative process.

In general, previous literature has discussed whether the potential for external evaluation can affect the creative process; the first study by [Amabile, 1979], confirmed by [Bartis et al, 1998] highlighted a decrement in creativity due to external evaluation. [Szymanski & Harkins, 1992] partly confirmed the harmful effect of external evaluation on creativity but not on the performance itself) during the process of generating as many uses as possible for an object. [Silvia and Philips 2004] suggests that also self-evaluation reduces creativity (for tasks involving generating remote associates and finding unusual uses for objects).

From another point of view, as external assessment of creativity can be taken into account when judges reach an agreement, the validity of self-evaluation in creativity has been questioned. For instance [Kaufman et al 2010] compared self-reports of creativity in four artistic domains to experts’ judgments: external and self-evaluations did not correlate. In a similar study applied specifically to music, [Priest 2006] compared students’ self-assessments of musical compositions and experts’ assessments. In this study too, there was no significant correlation between the judges’ evaluations and the students’ reports.

On the other hand, we do not refer to the theoretical framework of collaborative creativity, which presents specific characteristics, such as “idea talk”, variance in contributions, roles artificial or spontaneous attribution [Freeman 2014] which are made impossible by the constraints imposed by our system, for which the feedback has to remain implicit.

Indeed, the design of our study is meant to investigate the choices and evaluations present in the creative process bypassing an explicit self-evaluation step, by presenting the subjects with implicit feedback from other participants. Implicit feedback that every subject will receive from co-participants should also reflect the social loafing phenomenon, which is the tendency for individuals to lower
their productivity when in a group (see [Simms 2014] for an extensive review and [Williams et al. 1981] for how potential evaluation decreases social loafing.

1.2 Methodology

The experiment takes place online, where four subjects are randomly assigned to create dialogues for the same strip. As explained above, each strip consists in a set of images made of three to four panels (See Annex I), in which balloons are left blank. Each subject can complete from one to eight different stories.

Before the content creation session begins, subjects are required to declare their age, gender, mother tongue and all the languages they are fluent in. We then form groups of four subjects who will participate for a single session. The groups are formed randomly but each member has in common the knowledge of at least one language (the one in which the dialogues are going to be written) and the fact that it is the first and only time they created content for that specific strip. Subjects assigned to the same strip are anonymous and cannot directly interact with each other. Before the session begins, subjects are instructed on the task they will perform by means of a tutorial, with a particular emphasis on the fact that the objective is not only to write but also to choose the best story (even if the subject is not the author of it). To reinforce this concept and motivate the subjects, we stated that one of the participants would be chosen randomly to win a SONY tablet, among the participants who would choose (thus not necessarily write) one of the best stories.

During each stage of the content session creation, the subjects are producing dialogues (text) for one panel. When all the subjects have written and submitted their first dialogue, their texts are proposed to all four participants, including themselves. Subjects are instructed to choose other participants’ proposals if they evaluate they have a greater potential for further developing the strip, therefore subjects, at this stage, can decide to pursue the story by selecting their own text proposal or to switch to the proposal of someone else. The same protocol applies for the second, third and fourth step.

We refer to the behaviour of choosing another subject’s proposal as “switch”, therefore to subjects performing it as “switchers”. We refer to the subjects who choose to continue their own production as “pursuers”.

The final step consists in asking subjects to choose the story they evaluate as the best one. As explained above, before the beginning of the experiment subjects were instructed to choose the best one, regardless of how much they contributed to it.

For the sake of clarity, since the protocol is quite complex, we describe hereafter the typical development of one session (dialogues and behaviours come from our actual dataset, but names are fictional).

An example session from the Comic Strip Game

Vincent, Paul, Francesca and Benoit participate to their first session. Paul is Dutch, Francesca is Italian, Vincent and Benoit are French, but they are all fluent in English. They do not personally know each other. The four subjects state their gender, age and spoken languages before they begin to play. When all these data is entered, they visualise the strip which the system has randomly chosen for them (the only condition is that nobody among them has already created a dialogue for this strip). The strip depicts, in this case, a ginger cat in different positions.

They all propose a text for the first panel (See Fig.1), which is automatically inserted in the balloon.

Vincent proposes: Nothing like a good night
Paul proposes: Oh, c’est parfois difficile de se lever, le matin!
Francesca proposes: The Smooth Slope…
Benoit proposes: Usual stretching and we can start

They submit their proposal by clicking on a “send” button, and when everybody is done, they are able to read the proposal written by others. Now they can either choose to pursue their own story (that is to say, to write a text for Panel 2 by continuing with their own text) or to switch to the proposal of someone else. This is what happens:

Vincent chooses to “abandon” his text and switches to the text of Benoit: this means that during the next step, he will have to write up the second panel, as a continuation of “Usual stretching and we can start”.
Paul, who probably got confused with the experiment’s language as he has been writing in French, makes the same choice as Vincent: he switches in favour of Benoit’s text.
Francesca keeps her text.
Benoit decides to switch and choses Vincent’s text. Now they propose a text for the second panel (the first panel’s text in italics):

Vincent proposes: (1) Usual stretching and we can start (2)
It’s important to be well prepared
Paul proposes: (1) Usual stretching and we can start) (2) In this position, I look quite fat!
Francesca proposes: (1) The Smooth Slope (2)…the Easter Egg…

Figure 1: One of the proposed strips
Benoit proposes: (1) Nothing like a good night (2) Sorry for the back.
Now the subjects choose again the chain of two panels to be continued. It is worth mentioning that during this step (before proposing a text for the third panel) the subjects are exposed to the first implicit feedback from other participants, because they realise whether their first proposed text has been chosen by other subjects (and therefore its creative potential has been implicitly evaluated as good) or not. For instance, now Benoit, who abandoned his own proposal, realises that his text has been chosen by two other participants, Vincent and Paul. Vincent, once again, switches in favour of Benoit. He does not know who is submitting the text, as participants are invisible to each other and do not even have a nickname, so there is no possible bias in choosing a specific author: what is chosen is always and only the text. Paul switches in favour of the story of Francesca. He likes her idea (which he had probably not understood at the beginning): the cat is doing yoga. Francesca keeps her text. Benoit, this time, decides to keep his text.
Now the subjects propose a text for the third panel (in italics the first and second panel):
  Vincent proposes: (1) Nothing like a good night) (2) Sorry for the back (3) Wow. I didn’t know I could do that with my leg!
  Paul proposes: (1) The Smooth Slope… (2)…the Easter Egg… (3) The One Beer for me…
  Francesca proposes: (1) The Smooth Slope… (2)…the Easter Egg… (3) …the antelope…
  Benoit proposes: (1) Nothing like a good night (2) Sorry for the back (3) First task: bathing!
The subjects once again chooses their preferred storyline:
  Vincent chooses Paul’s text.
  Paul keeps his text.
  Francesca choses Paul’s text.
  Benoit keeps his text.
Now they propose a text for the fourth panel, the “punchline” of the story.
  Vincent proposes: (1) The Smooth Slope... (2)...the Easter Egg... (3) The One Beer for me... (4)... Yoga for cats
  Benoit proposes: (1) Nothing like a good night (2) Sorry for the back (3) First task: bathing! (4)... And also for today, I am done working!
In the final step, the subjects have to vote for the best story: the consensus is complete, as everybody votes for Paul’s ending.
Figure 2 illustrates the whole process visually:

2 Results
We recorded, at each step, whether the subjects have pursued their own story or switched to the story of someone else. In addition to this "switching behavior", we also recorded the number of votes each participants received at each step. This measurement was used as a quality level of each text, and the mean number of vote received as a performance level for each participant.

2.1 Description of the population
Among the 953 individuals who registered to the experiment’s website, 756 subjects did not complete a single session and were excluded from analysis, leading to a sample of 197 subjects who completed at least one session. The high difference between registered users and actual subjects may be due to the fact that seldom four potential subjects sharing the same language and the same strips to be completed would be online at the same time. Figure 3 illustrates the number of participants according to the number of experiences completed, where it can be observed that the majority of subjects concluded only one session. This may be due to the length of the waiting time between sessions to find other participants or to the perceived difficulty of the task.
Among this population, the mean age is 33.7 years, with a standard deviation of 11.9 years. The youngest subject is 11 years old and the oldest one is 73. Gender is equally distributed among the subjects, with a 53% of males and 47% females. The experiment was available in five different languages (English, French, Italian, Dutch and Spanish) and the distributions of the native languages and fluent languages are illustrated by Figure 4.
2.2 Emerging profiles: switchers and pursuers

Table 5 illustrates the subjects’ behaviour during each step implying a decision (switching in favour of another person’s text or pursuing their text), thus identifying the emerging “profiles types”. It occurs that “extreme” profiles are the most common ones: the most frequent behaviour corresponds to the profile type 1, or the “perfect pursuer”, who never switches for another subjects’ content. It is followed by the “perfect switcher” profile, who keeps abandoning her/his own production in favour of the production on someone else. In third position (see Figure 6) we find those subjects who switch only once, during the first step, and then pursue their production. Because subjects can participates to several experiments (up to eight) their profiles are not necessary systematics. For example, a subject could choose not to switch during the first experiments, but could choose to switch during the others.

We observe (Figure 7) that the three-step profile’s distribution is very similar to the distribution taking into account the four steps: the most frequent profiles are the perfect switchers and the perfect pursuers, followed by the ones who switch only during the first step. Theses results suggest that the profile distribution is consistent, reliable and is not an artefact due to a windowing effect.

2.3 Switching stability

By observing the total switching rates, we can determine that the switch and pursue rates are coherent and constant throughout the different experiments. This means that the number of sessions to whom each subject participated does not impact the switching rates, as illustrated in Figure 8.
2.4 Votes

As mentioned above, subjects can either switch or continue their own text, knowing that the very text they produced can be chosen by other participants, whether or not the author is a switcher. We refer to the event of a text being chosen by someone else as a “vote”.

Figure 10 illustrates the mean of votes received for each step by the “pursuers” (the 50% subjects who pursue the most in light grey) and by the “switchers” (the 50% subjects who switch the most in dark grey).

Votes received by pursuers and votes received by switchers are not significantly different (F[8,196]=1,390, p>.10). This result stays true even on more contrasted groups such as the “perfect switchers” and the “perfect pursuers”. The number of votes received by a text which has been “abandoned” by its author (mean =0.87) is not significantly different from the number of votes received by a text which has been kept by its author (mean = 0.76) (t[164] = 0.790 ; p = .43). This result stays stable for each step.

2.5 Returners

We can identify another common behaviour, the one of the “returners”. The returners are those switchers who abandoned their first and/or second panel’s position productions and recover them if another subject “adopts” them. Among the 487 stories where the first panel’s text was abandoned by its author, only 130 (27%) were abandoned also by everybody else. On the 357 stories remaining, (where, therefore, a “return” was possible), we observed 109 (31%) returns, 165 (46%) continuations where the original author did not return and decided to pursue his/her production and 83 (23%) switches where the original author did not return and decided to switch again for the story of another subject.

Among all texts the repartition of returns is as follow: 14% have been abandoned at step 1, voted by one or more
subjects and then recovered at stage 3 by their original authors (returns); 5% have been abandoned at step 1, voted by one or more subjects and then recovered at stage 4 by their original authors; 15% have been abandoned at step 2, voted by one or more subjects and then recovered at stage 4 by their original authors. This results show that the returns are more likely to occur when the initial switch (abandon) and the return are separated by only one panel.

2.6 Gender and language effect

Results show no effects between male and female participants, whether it is for the switching rates (t[191] = 0.40 ; p = .31) or the number of votes received (t[191] = 1.17 ; p = .22).

Because the task was available in five different languages, we also tested the effect of language and found no significant differences between the number of spoken languages and the switching rates (F[4,191] = 1.03 ; p = .39) or the number of vote received (F[4,191] = 1.37 ; p = .24). No differences were observed also between the participants’ mother tongue and the switching rates (F[4,187] = 1.38 ; p = .24) or the mean number of vote received (F[4,187] = 0.14 ; p = .96).

3 Discussion

3.1 Self-evaluation bias or engagement?

In accordance to previous studies [Kaufman and Evans 2010] [Priest 2006], our findings challenge the validity of self-assessments in creativity. This result stems from the decrease of the switching rate for the later steps, which is significant even if the subjects were instructed and motivated to choose the best story independently from their contribution to it: this means that, at the end, a majority of subjects judged their own story as the best one. The motivations for this observed behavior could be a self-enhancing bias and/or a progressive engagement in one own’ work.

The self-enhancing bias, or self-serving bias, is the tendency to perceive oneself more positively than a normative criterion would predict [Krugger 1998]. This could be the explanation of the significant tendency to chose one’s own creation as the best one in the final steps. Regarding the outcomes of the first steps, apparently in contradiction with the self-enhancing bias theory, they are consistent with the exploratory behavior usually observed in creativity tasks [Finke, Ward & Smith, 1992]. As self-serving bias specific to the creative process is a result that has never been highlighted before, to our knowledge. Another motivation for the significant decrease of the switching rate in the later steps may also be the increasing effort that subjects have applied in the creative process. The design of the experiment itself, proposing a sequential creative activity, makes possible to highlight this occurrence. Subjects are indeed more open to switch at the beginning of the process, but as they put effort and invest their time in the task, they become more attached to their production, as a commitment effect [Beauvois, Joule & Brunetti, 1993]. This result also implies that it is easier to change the direction of a creative work at its early stages rather than towards the end. To our knowledge, this result has never been captured by a scientific experiment; nevertheless, [MacKinnon 1978] highlighted that experienced architects are more likely to abandon their ideas than beginners. This could mean that, independently from its motivation, being aware of the bias “against change” is a skill of the creative professional.

3.2 Profiles and quality of the outputs

We could not observe any significant impact of the profile type on the quality of the productions, evaluated by the number of votes received (F[7,188] = 1.03, NS). We thus tried to analyze patterns in the ten strips that received the most consensus. Four of them received a unanimous consensus from all four participants, and six from three out of four. We determined that three of them were composed by only one author who never switched (and it should be noted that two of these stories were made by the same author, indicating a very creative participant), six were composed by two different authors and one by three different authors. This result [FG6] suggests that consensus can be more easily attained when stories are created through collaboration (using or giving ideas from/to others). Interestingly, we can see that on the seven experiments where there was a consensus of three participants, the nonconsensual response by the fourth participant was on six times out of seven for him or her own production. This reinforce the result that the tendency of selecting one’s own story during the final step is so strong that participants prefer to do so even when there is a worthwhile story. We can also observe that the profile distribution of the subjects who has drawn the most votes from their coparticipants is the same as the whole sample. This confirms that the switching or pursuing profile is not linked to the quality of the productions.

Another interesting result concerning the profiles is that the most frequent profiles are “extremes”, that is participants who never switch or always switch. One explanation would be in term of personality, mainly the openness dimension with its tendency to explore other ideas, to try something new. Another one would be in term of self-esteem, where subjects with a low self-esteem would consistently judge, and hence chose, other stories better than their own production, whereas subjects with high self-esteem will do the opposite. These suggestions are purely speculative, and it would be interesting to replicate this study with a personality questionnaire and a self-esteem evaluation to assess them.

3.3 Language effect

Interestingly, the results concerning language seems to contradict the classical advantage of multilinguals on creativity tasks, where they usually outperform the monolinguals [e.g., Karapetsas and Andreou, 1999;
Kharkhurin, 2008]. However, the absence of effect could depend from the self-evaluation, since productions were assessed by the groups themselves through the number of votes each text received.

3.4 Effect of implicit feedback and “returning” behavior

In the context of the Comic Strip Game, the subjects have to select which story they will continue. This implicitly indicates to the subjects that they will receive feedback on their production, not only at the end of the strip as mentioned in the instructions, but also at the end of each panel, in a within-group evaluation which should deflect, as explained above, most of the social loafing effect [Szymanski & Harkins, 1992]. Indeed, steps 3 and 4 provide the participants with implicit feedback on their previous productions because they can see if their text has been chosen or not by other subjects. This implicit feedback can be particularly interesting when a subject has abandoned his or her first production(s) and then realises at step 3 or 4 that someone else has selected his/her “abandoned” text. This can lead to a cognitive dissonance for the author of the first text because he or she judged it not good enough, or with less potential than other texts, but others saw instead a good idea or an interesting potential [Festinger, 1962].

We observed that authors who have abandoned their text at the first panel (i.e. they have switch at the first step) and could return to continue their story later, in a large majority they did not (69%). In other words, once an idea is discarded, it is for good and reconsidering it is less likely to happen. This result is consistent with the commitment effect described earlier which suppose a consistency from previous choices and a difficulty to change opinion or judgement, particularly when the choice was voluntary and not constraint. Moreover, we can see that this effect is more important when the delay between the first switch and the return is longer, because when the delay is one panel long (between first and third step or between second and fourth step), we have a constant return rate of 15%, while only 5% when it is two panel long (between first and fourth step). These results suggest that the feedback provided by the votes of the other participants are not enough to compensate the “anti-change” bias.

3.5 Conclusion and future work

The data analysis of the Comic Strip Game has given us an insight on the creative process. Our results highlight that the potential impact of implicit feedback from other participants and objectivity in self-evaluation, even if encouraged, are lessened by a bias “against change”. Such a bias probably stems from a combination of selfenhancing bias and of a commitment effect. We could also highlight consistent and stable strategies for content creation which, interestingly, are not related to gender, age and spoken languages.

Future work may focus on the “against-change bias”, for example to test whether it resist to within group social pressure, and to explicit, external or internal feedback. It may be also interesting to design a protocol investigating the motivations of the bias, in order to distinguish between the self-serving illusion and the commitment effect.
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Abstract

To which extent peer feedback can affect the quality of a music composition? How does musical experience influence the quality of a feedback during the song composition process? To answer these questions we designed and conducted an experiment in which participants compose short songs using an online lead sheet editor, are given the possibility to feedback on other participant’s songs and can either accept or reject feedback on their compositions. This experiments aim at collecting quantitative data relating the intrinsic quality of songs (estimated by peer evaluation) with the nature of feedback. Preliminary results show that peer feedback can indeed improve both the quality of a song composition and the composer’ satisfaction about it. Also, composers tend to prefer compositions from other musicians with similar musical experience level.

1 Introduction

Peer feedback has become an ubiquitous feature of online education systems. Peer feedback consists in letting students or participants in a class revise, assess and more generally comment on the work of other students. This model is opposed to the traditional one in which students’ works are evaluated only by a teacher. Peer feedback is acknowledged to bring many benefits [Rollinson, 2005] such as saving teachers’ time as well as other pedagogical positive effects [Sadler and Good, 2006]. With the increase of online learning communities and MOOCS [September, 2013], peer feedback is becoming more and more popular.

Peer feedback is not only useful in pedagogical contexts, it can be also used in creative tasks. In music composition, collaborative composition has been addressed in several studies [Donin, forthcoming 2016]. There are online creative communities in which music is composed collaboratively by several users [Settles and Dow, 2013].

In those creative contexts, the following questions are legitimate: to which extent peer-feedback can affect the quality of a musical composition? What is the influence of the musical experience of the composers involved in this process? To address these questions we have designed a music composition experiment based on anonymous one-way feedback with no dialogue. Such a scenario differs from typical collaborative composition contexts in which composers work together hand by hand in a composition. The experiment is not aimed at being realistic or to propose a new tool for collaboration composition, but specifically to collect quantitative data regarding the relation between feedback, skills and song quality.

We focus on the role of peer feedback in music composition, specifically in lead sheet composition. A lead sheet is a representation of a simple song consisting of a melody and a corresponding chord grid. We propose an experiment in which peer feedback consists in suggestions of changes of certain parts of the lead sheet: specific notes or groups of notes or chords. These musical suggestions can be accompanied by a text explanation. Once a feedback is posted by a participant, it can be reviewed by the composer, who then decides to either accept it (and modify the lead sheet accordingly) or discard it.

Additionally to the sheer effect of feedbacks, we also examine the characteristics of the composer, commentator or judge of the participants. Indeed, having an extended experience in music composition might be seen as a prerequisite to write a nice song or to give useful suggestions. However, previous research showed that expertise might not be as critical as we could expect [Frese et al., 1999].

2 Description of the experiment

Participants are instructed to write a short composition using an on-line lead sheet editor [Martín et al., 2015]. Then they are asked to give feedback to another participant’s composition, and finally they are asked to improve their own original composition using feedback posted on their composition. Participants are divided randomly in two groups: participants in the control group (G1) do not receive any feedback, and try to improve the song by themselves, whereas participants from the experimental group (G2) may use the feedback received to improve their own song. The existence of these two groups is ignored by the users so that the results are not biased.

As we are trying to assess the impact of feedback on the quality of a music composition, we need to estimate the quality of all compositions as well as their various variations during the experiment. To do so we use social consensus to de-
termine the quality of a song: participants listen and are given the possibility to "like" other participants' compositions. The quality of a song is then simply determined by the number of likes obtained for that song. In the next section we describe in detail each phase of the experiment:

2.1 Questionnaire
Participants start the experiment by answering 15 questions about their experience in music, and more specifically in music composition. For example, they are asked how many years they have studied music theory, how many years they have been playing in a band, which style of music they like more, how often do they compose... etc.

2.2 Original composition
Participants then write a short composition using the online lead sheet editor. A lead sheet is a particular type of music score widely used in jazz, bossa-nova and song-writing, consisting on a monophonic melody and a chord grid. All compositions have a fixed length of 8 bars; participants are not able to add or delete bars, but they can choose the tempo and the time signature of the song. Participants fill the 8 bars with a melody and chord labels (e.g. Dmaj7, Em7...etc.). Figure 1 shows a screen-shot of the lead sheet editor.

Figure 1: Screenshot of a composition being entered with the lead sheet editor.

Participants can listen to their composition with a basic MIDI player. When they are done they click on "Save and Finish". Next, they answer a questionnaire about their confidence in the quality, complexity and satisfaction on their composition.

2.3 Feedback Posting
Once they have finished their composition they are asked to give feedback to another participant by suggesting improvements in another participants' composition. Each suggestion can be at the most, two bars long. Participants can make as many suggestions as they want as long as they do not overlap. So, each participant can make a maximum of 8 suggestions (one per bar). To make a suggestion, participants must choose the bar(s) to modify, then they can change the notes and the chord symbols. Optionally, they can also leave a text comment explaining their changes. Figure 2 shows a composition in which a participant is entering suggestions with an explanation. When they are finished, they answer a short questionnaire about their confidence on the suggestions they just made as well as their opinion on the original song they modified.

Figure 2: Screenshot showing a participant entering an explanation of the suggestion.

2.4 Improvement: Final composition
Next, participants are asked to reconsider their own composition and are asked to try to improve it. Participants from G1 (control group) are told that they unfortunately did not receive suggestions and are encouraged to try to improve their own composition by themselves. Participants from G2 see the suggestions they received from two other participants. They can listen to all the suggestions. If they like a suggestion they can accept it, so that it is kept and the song is automatically updated accordingly. In addition to integrating suggestions, they can modify freely their composition. Once they are finished, they answer a questionnaire about their confidence on their own improvement and on their opinion on the suggestions received.

2.5 Evaluation phase
The last step of the experiment is to evaluate pairs of compositions from other participants. Each pair of songs consist on the original song and the improved song. Participants are asked to evaluate each song by place it in a vertical display with a legend from 0 ("I don’t like it") to 100 ("I like it very much"). Participants do not know which is the original and the improved song when they are evaluating. One of the versions is presented as song A and the other as song B and this assignment is performed randomly. Participants have to evaluate at least 5 pairs of songs in order to finish the experiment.

3 Results
In this section we describe in detail the results obtained from each phase of the experiment.

3.1 Population
The experiment was conducted between February and July 2015. 66 participants completed the experiment (68% men and 32% women). Mean age was 29.2 years, ranging from 19 to 61. Musical experience was measured through a questionnaire with 7 items. The scale has a satisfactory sensibility with an observed range from 7 to 41 (out of 0 to 42) and we observed a mean of 28.7 with a Standard Deviation (SD)
of 8.9. The intern consistency is satisfactory (Cronbach’s alpha=.82).

Composition experience was measured through a questionnaire with 5 items. The results show an overall low level of experience concerning composition in our sample with a mean 6.9 (SD=6.1) on a scale ranging from 0 to 30. The intern consistency is satisfactory (Cronbach’s alpha=.85).

3.2 Composition effects

Each participant was randomly assigned to either the control group (G1) or the experimental group (G2). No significant differences were observed between the two groups in relation to age, gender, musical experience or composition experience.

Composition evaluations

During the evaluation step, we checked if participants had listened to the songs before evaluating them. On the 1195 evaluations made, 219 were made without listening to the song. We removed those evaluations.

The songs were evaluated by an average of 8.8 different judges. The mean score of the evaluations made during the evaluation phase is 53.25 (SD = 13.26) on a scale ranging from 0 to 100. However, judges might be more or less strict, and some songs might have been evaluated by a particularly strict or generous participant. To take into account the severity of the judges, we have standardized the evaluations to get z-scores where the mean and standard deviation used are based on all the evaluations made by a given participant. As a result, the mean of the standard scores is approximately equal to zero, and a standard deviation of approximately .50. It should be noted that this final score correlates strongly with the raw score (r=.84). This result indicates that we had enough evaluations for each songs to avoid any severity bias.

Original Composition

The questionnaire that participants were asked to complete after finishing the original composition included self-estimation questions about the quality, complexity and satisfaction for their composition on scales ranging from very bad/simple/unsatisfied (0) to very good/complex/satisfied (6). We also asked them to evaluate the time they spent to make their composition and if they used an instrument to help them in their composition. Results show a mean quality of 2.8 (SD=1.5), a mean complexity of 1.9 (SD=1.6) and a mean satisfaction of 3.2 (SD=1.6). Only the complexity is significantly different to the center of the scales which is 3 (T(65)=-5.27 ; p<.0001). This means that the participants tend to judge their work as rather simple (low complexity). We also observed positive and significant correlations between these three measures, ranging from r=-.41 to r=.80.

During the suggestion step, we asked the participants to also rate the quality and complexity of the songs they had to comment. Each composition from the experimental group (G2) was commented by two different participants. In the end we obtained the score from the author and two other scores from two different commentators. Interestingly, there was no correlation between the scores from the original composer and the ones from the commentators (r<.10), but the two commentators did agree together on the quality (r=.80) and on the complexity (r=.70).

Moreover, from the judgments done during the evaluation phase (in which participants evaluate pairs of songs from other participants), the measurement of the quality of each original song (standardized to z-scores) allows us to estimate the composition skills level of its author. Surprisingly, we observed that the quality of the original song is only marginally related to the composition experience (r=.18, p=.15) or to the musical experience (r=.19, p=.12).

We also asked the participants whether they used an instrument to help them in their composition. Results show a marginally significant effect in favor of the use of an instrument on the mean quality score (T(64)=-0.87, p=.38).

The mean duration of the composition time of the song as evaluated by the participants is 30 minutes (SD=32 min) ranging from 1 minute to 240 minutes. This evaluation is largely underestimated by the participants because the real duration calculated from the time spent on the composition software is significantly longer (m=67 min; T(65)=4.20, p<.001). The correlation between these two durations is not very high, but significant (r=.46, p<.001) indicating that the error of duration estimation is not exactly the same for everyone. Interestingly, we observed that the quality of the original songs (from the evaluation phase) is not linked with the time spent to compose, whether it is subjective (r=.04) or objective (r=.03). This result suggests that in a situation where there is no time constraint, the amount of time devoted to compose has no effect on its quality.

Finally, there is a difference in the consensual quality of the original song, obtained from the evaluation of several participants (0.07 in G1 vs. -0.15 in G2). This could be due to differences in the group of judges evaluating each song.

Suggestions

In the questionnaire filled after making the suggestions, participants were asked how much do they think the song they are revising will be improved due to their modifications (on a 7 points Likert scale ranging from 0 "very little", to 6 "very much").

The participants from G2, the experimental group (N=30), received two suggestions for their final composition. Once they finished, we asked them if the suggestions received were interesting (on a 7 points Likert scale ranging from 0 "very little", to 6 "very much"). Additionally, we recorded the number of suggestions they received and the number of texts comments received.

We ran a series of correlations between these measures and the improvement effect (the difference between the original song and the final song on the quality judgment score). None were significant, suggesting that neither the number of suggestions received nor the number of explanations for that suggestions have an impact on the improvement of a song.

Final composition

Overall, we can see that the control group, G1, does not improve significantly between the original song (m=.07) and the final song (m=.12) (improvement effect = .05, T(35)=0.94, p=.35). However, we do see a significant improvement for
the experimental group, G2, between the original song (m=-.15) and the final song (m=.08) (improvement effect = .23, T(29)=2.47, p=.02). See Figure 3.

Figure 3: Difference between the original song and the final song on the quality judgment score for the group without feedbacks (G1) and the group with feedbacks (G2).

We also examined the subjective evaluation of the participants concerning the improvement of their song. We constructed two composite scores. One from the self-evaluation scales of the original song (quality, complexity and satisfaction), one from the self-evaluation scales of the final song (quality, complexity and satisfaction). The intern consistency of those composite scores are satisfactory (the two Cronbach' alphas are above .81). We then conducted a mixed between participants (control and experimental groups) x within participants (original and final song) analysis of variance. We observed a significant interaction between groups and songs (F(1,64) = 7.07, p=.01). To explore this interaction, we used a post-hoc analysis with Tuckey HSD tests. Results show that participants who received suggestions had a significant improvement between the original and final song (p<.001) while the control group had no improvement (p=.49) See Figure 4.

When evaluating songs, users did not know which song was the original and which one was the final, as the order of the songs was determined randomly. This was a design decision to avoid the fact that participants could tend to rate better the final song, as it is supposed to be improved. Additionally we wanted to ensure that songs were not better rated just because they had more modifications. To check this point, we used and melodic similarity algorithm [Urbano et al., 2011] to estimate the similarity between each original and final songs. The correlation between the percent of similarity and the improvement effect based both on the composer’s subjective opinion and on the scores from the judges are low (r=.36, p=.003 and r=-.19, p=.13), which suggests that the improvement is not linked to the dissimilarity between the two versions.

4 Conclusion

The aim of this experiment was primarily to examine quantitatively the impact of peer feedback in music composition and secondly to assess how important is the experience of the participants as musicians or composers in the whole process. Before any improvement or suggestions, participants had to write their first song. Interestingly, results show that participants’ previous experience in composition did not impact the quality of their song. The same pattern was also found for the participants’ previous experience as a musician. These two results suggest that the quality of a song (based on social consensus) does not really tap in musicality but in something
else, presumably creativity. As before, creativity might play an important role [Frese et al., 1999].

Results show that composers who received feedback (G2) clearly evaluated better the improved song than the original, meaning that they were satisfied with the improvement they made. Further, the evaluation based on social consensus had a longer improvement also for G2. Hence, participants who received feedbacks not only felt that they had composed a better song after the improvement step, but they actually did. This basic finding suggests that improvements in music may be achieved even without real collaboration with dialogues and active interactions, but by simple suggestions on a single occasion.

Since there is a difference on the evaluation of the original songs between G1 and G2, we wanted to verify whether experience can make a difference when evaluating songs and we found out that participants tend to like more songs that are composed by other participants with similar musical experience.

Future work may be done by going deeper in determining the influence of the participants’ experience. For example, by checking when are songs more improved, taking into account the experience of composers, commentators and judges. Further, we could assess more precisely which suggestions were actually used (or accepted) by the original composer to obtain a ranking of commentators whose suggestions are most accepted, as a measure of how good commentators they are. We could check also if suggestions from experienced commentators are more likely to be used from inexperienced composers, or whether experienced composers usually accept suggestions of other composers, and how does this affects the improvement of the song.
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Abstract
Existing models of the writing task from a cognitive viewpoint agree on the importance of draft revision in the overall process. This is generally assumed to focus on reviewing intermediate drafts in search for feedback on how to modify them to match the driving constraints. However, in literary creativity it is often the case that the feedback leads not to a revision of the current draft but to a redefinition of the constraints that are driving the process. This phenomenon is explicitly described in Sharples' model of writing as a creative task. Yet existing computational models of literary creativity do not contemplate it. The present paper describes a computational model of the creative processes in literary creativity that contemplates the explicit representation of the constraints driving the process, and allows for the feedback from the validation to modify not just the ongoing draft but also the constraints that it is expected to satisfy. This allows the model to represent cases of serendipitous discovery of interesting features.

1 Introduction
Creative processes as carried out by humans are known to involve a significant amount of trial and error. Writers, musicians, painters, poets... rely on a succession of drafts that get polished over many iterations, each one involving feedback from the previous version, and resulting from a process of revision or regeneration of it. Yet computational models developed in AI over the years to emulate these same processes very rarely capture this type of dynamic operation. Sometimes they do, in a limited fashion, when an AI program includes an evaluation function that defines the desired form for outcomes, and this is run over the results of a generative process that produces candidate artefacts of the desired type. However, the dynamics of the creative process in humans are known to be more complex than this, possibly differing significantly across different domains.

This paper has been partially supported by the project WHIM 611560 funded by the European Commission, Framework Program 7, the ICT theme, and the Future Emerging Technologies FET program.

2 Previous Work
The present paper puts forward a proposal that captures in computational terms the operations described in two existing cognitive models of the writing tasks. This section reviews these two models and two competing computational models also based them.

2.1 Cognitive Models of the Writing Task
Flower and Hayes [Flower and Hayes, 1981] define a cognitive model of writing in terms of three basic processes: planning, translating these ideas into text, and reviewing the result with a view to improving it. These three processes are said to operate interactively, guided by a monitor that activates one or the other as needed. The planning process involves generating ideas, but also setting goals that can later be taken into account by all the other processes. The translating process involves putting ideas into words, and implies dealing with the restrictions and resources presented by the language to be employed. The reviewing process involves evaluating the text produced so far and revising it in accordance to the result of the evaluation. Flower and Hayes’ model is oriented towards models of communicative composition (such as writing essays or functional texts), and it has little to say about literary creativity in particular. Nevertheless, a computational model of literary creativity would be better if it can be understood in terms compatible with this cognitive model. An important feature to be considered is that the complete model is framed by what Flower and Hayes consider “the rhetorical problem”, constituted by the rhetorical situation, the audience and the writer’s goals.

Sharples [Sharples, 1996] presents a description of writing understood as a problem-solving process where the writer is both a creative thinker and a designer of text. For Sharples, the universe of concepts to be explored in the domain of writing could be established in a generative way by exhaustively applying the rules of grammar that define the set of well-formed sentences. The conceptual space on which a writer operates is a subset of this universe identified by a set of constraints which define what is appropriate to the task at hand.
Sharples explains that the use of a conceptual space “eases the burden of writing by limiting the scope of search through long term memory to those concepts and schemas that are appropriate to the task” [Sharples, 1996, p. 3]. To Sharples, the imposition of these constraints enables creativity in the sense that he identifies creativity in writing (in contrast with simple novelty) with the application of processes that manipulate these constraints, thereby exploring and transforming the conceptual space that they define. Sharples provides a specification of what he envisages these constraints to be. Constraints on the writing task are described as “a combination of the given task, external resources, and the writer’s knowledge and experience” [Sharples, 1996, p. 1]. He also mentions they can be external (essay topic, previously written material, a set of publishers guidelines…) or internal (schemas, inter-related concepts, genres, and knowledge of language that form the writer’s conceptual spaces).

Sharples also provides a description of how the typical writer alternates between the simple task of exploring the conceptual space defined by a given set of constraints and the more complex task of modifying such constraints to transform the conceptual space. Sharples proposes a cyclic process moving through two different phases: engagement and reflection. During the engagement phase the constraints are taken as given and the conceptual space defined by them is simply explored, progressively generating new material. During the reflection phase, the generated material is revised and constraints may be transformed as a result of this revision. Sharples also provides a model of how the reflection phase may be analysed in terms of specific operations on the various elements. A three step process of reviewing, contemplating and planning the result is suggested as a description of the reflection phase. During reviewing the result is read; minor edits may be carried out, but most important it is interpreted to represent “the procedures enacted during composition as explicit knowledge which can then be integrated with an existing conceptual space”. Contemplation involves the process of operating on the results of this interpretation, which are likely to be explicit representations of specific constraints. Planning uses the results of contemplation to create plans or intentions to guide the next phase of engagement.

Sharples also provides an account of how the explicit representation of constraints as elements susceptible of modification is fundamental to achieve this type of cyclic operation. People produce grammatically correct linguistic utterances without being aware of the rules of grammar, but to explore and transform conceptual spaces one needs to call up constraints and schemas as explicit entities, and work on them in a deliberate fashion. For the mind to be able to manipulate the constraints, they have to be subjected to a process of “representational redescription” [Karmiloff-Smith, 1995], re-representing knowledge that was previously embedded in effective procedures as elements susceptible of manipulation.

The problem is that beginners addressing such a cognitive task do not have a vocabulary to describe mental processes to themselves. To learn, they must develop “a coherent mental framework of plans, operators, genres and text types that can guide the process of knowledge integration and transformation” [Sharples, 1996, p. 5]. Experts tend to have such a mental framework that underlies and supports their writing efforts. For beginners, the problem must be addressed with the aid of general knowledge about how to design artefacts, how to transform mental structures and how to solve problems. Because this is difficult to do in the head, some writers resort to capturing the ideas involved in paper, as sketches, lists, plans, notes etc. These external representations stand for mental structures, and they are easier to manipulate. The writer can then explore different ways of structuring the content, apply systematic transformations, establish priorities, and reorder or cluster items. The task of writing addressed in these terms is much closer to recognised design tasks.

The arguments outlined above with respect to how Sharples models the differences between beginners and experts suggest further consideration of the role of the evolution of representation in the progressive acquisition of expertise. In this respect, Karmiloff-Smith [Karmiloff-Smith, 1995] proposes a model of evolving representation called Representational Redescription model.

This model analyses the development of behavioural mastery in a given domain – meaning consistently successful performance in the domain – in terms of how knowledge about the domain is represented internally by the individual. The model considers three phases of learning. During the first phase the individual focuses on his interaction with the environment, and represents these in the form of raw data received from outside. This may lead to an initial achievement of behavioural mastery. Over the second phase, internal representations are abstracted from the raw data, and processing may start to focus on them. As a result of this introspection, features of the environment may temporarily be disregarded and, as a result, observed behaviour may deteriorate. However, this leads to a recuperation of a more flexible achievement of behavioural mastery, by then based on having achieved reconciliation between internal representation and external data.

This model describes four different levels of cognitive representation: implicit, focused on the process itself; explicit level one in which basic aggregation of raw data present in the implicit level is performed in terms of data storage but may not yet be accessible to the cognitive system for manipulation operations; explicit level two, in which structures from the first explicit level are converted into schemas and thereby become available; and explicit level three, a final and “cross-system” representation of concepts that can be verbalized and are fully integrated in a more general cognitive system.

### 2.2 Existing Implementations of Sharples’ Model

MEXICA [Pérez y Pérez, 1999] was a computer model designed to study the creative process in writing in terms of the cycle of engagement and reflection [Sharples, 1999]. It was designed to generate short stories about the MEXICAS (also wrongly known as Aztecs). MEXICA is a flexible tool where the user can set the value of different parameters to constrain the writing process and explore different aspects of story generation. It takes into account emotional links and tensions between the characters as means for driving and evaluating ongoing stories.

MEXICA relies on certain structures to represent its knowledge: a set of story actions (defined in terms of pre-
conditions and post-conditions) and a set of previous stories (stated in terms of story actions). MEXICA stands out from other systems in that it actually builds its own set of schemas from the set of previous stories. A single type of knowledge structure, known as a Story-World Context (SWC), is used to represent these schemas. Story-World Contexts represent instances of contexts (described in terms of emotional links and tensions between existing characters) in which an action has appeared in a previous story, and they act like rules during the engagement phase: an action is added to the plot if a Story-World Context for that action can be found that matches the plot so far.¹ The reflection phase revises the plot so far, mainly checking it for coherence, novelty and interest. The checks for novelty and interest involve comparing the plot so far with that of previous stories. If the story is too similar to some previous one, or if its measure of interest compares badly to previous stories, the system takes action by setting a guideline to be obeyed during engagement. These guidelines can be considered as a basic implementation of Sharples’ constraints, driving which types of action can be chosen from the set of possible candidates.

In MEXICA, the system is actually aware of the emotions of all the characters (and the emotional tensions between them) and uses these to drive and structure the story. But these emotions and tensions are often not mentioned in the final text of the story.

### 2.3 The ICTIVS Model

![Figure 1: The original ICTIVS model. This version of the model does not take feedback into account.](image)

The ICTIVS model [Gervás and León, 2014] arose as an initial attempt to construct a theoretical model based on an abstract analysis of the task of story construction in the context of a basic communication situation. Figure 1 shows a graphical representation of the ICTIVS model. The communication takes place as an exchange of a linear sequence of text that encodes a complex set of data that correspond to a set of events that take place over a volume of space time, possibly in simultaneous manner at more than one location. To convey this complexity as a linear sequence and recover it again at the other end of the communication process requires a process of condensing it first into a message and then expanding it again into a representation as close as possible to the original. There is a composer, in charge of composing a linear discourse from a conceptual source that may also have been produced by himself, and an interpreter, faced with the task of reconstructing a selected subset of the material in the conceptual source as an interpretation of the received narrative discourse. In real life, the role of the composer is usually played by a writer and the role of interpreter by a reader, but in the present case a more generic formulation has been preferred for generality.

This overarching act of communication is fundamental because it allows the definition of the purpose of the task in terms of the expected impact of the constructed story on the interpreter. Whatever is produced by the composer will have to be processed by the interpreter, and the impact on the interpreter cannot in truth be considered without taking into account what this process of interpretation involves. With this premise in mind, the ICTIVS model [Gervás and León, 2014] started from a linear description of the complete act of communication from an original purpose in the mind of the composer to a final impression in the mind of the interpreter. This act of communication involves processes of invention of a message and composition of an appropriate form meant to be carried out by the composer. It also involves processes of interpretation and validation carried out by the interpreter. From the point of view of the communicative act, the measure of success of such an act of needs to be established in terms of whether the interpretation by the interpreter matches the message constructed by the composer – success in terms of information transfer – and whether the impression in the mind of the interpreter matches the original purpose of the composer – success in terms of expected impact. As a first approximation, the impression in the mind of the interpreter could be correlated to the results of the validation applied to the message. In order to capture this intuition, the ICTIVS model defines the task of story composition as an iterative cycle of revisions in which the composer progressively generates drafts of his message, and then applies to them an internal process of interpretation and validation intended to match the one that the interpreter will be applying. At each iteration, the results of this estimated interpretation/validation are compared with the original purpose. If mismatches are detected, another cycle is started, and only when a successful match has been found does the resulting version of the message get communicated to the intended audience.

Five specific stages are included in the model: INVENTION – coming up with content for the narrative, possibly starting from scratch but often from some specification of

---

¹ It is important to note that Story-World Contexts (and not the definitions of action in terms of their pre-conditions) are used to find the next action to extend the plot.
purpose; a composer task –, COMPOSITION – establishing a
form to express the desired content; a composer task –, IN-
TERPRETATION – given a story, fill in the gaps, connect
the dots, make assumptions on possible background implied,
and extend it into a full picture of what the author wants you
to “see in your mind”; an interpreter task that the composer
needs to model to generate informative feedback for the
construction process –, VALIDATION – identify the impact that
the story, and/or the material interpreted from it, has on the
interpreter; as above, an interpreter task but one that the com-
poser needs to model to provide feedback –, and TRANSMIS-
SION – passing over the result of the other processes to an au-
dience; this stage establishes the link between the composer
and the interpreter. Of these five stages, the first four may
take place in an iterative cycle, and the final stage occurs only
once after the iterations have lead to a successful draft with
potential for achieving the expected impact on the interpreter
according to the composer’s purpose.

3 Reflective Feedback and Goal Revision in
Computational Models of Literary
Creativity

The computational models reviewed in section 2.2 and 2.3
capture the essence of the cognitive models described in sec-
tion 2.1, but they both fail to capture the particular features
that concern feedback and goal revision. The model of en-
gagement and reflection in MEXICA has very limited ex-
plicit representation of the constraints driving the process,
in the form of guidelines set during reflection. The ICTIVS
model as originally described was formulated at a more ab-
tract level, but focuses more on the constructive approach to
the creative process, with no explicit modelling of the task
of revising an already existing draft. It did include the repre-
sentation of a seed idea or meaning that the composer wants
to convey, but no representation of the possibility of this idea
being modified as part of the creative process. A refinement
on these models is required that can integrate a specification
of the purpose for the generation task as an input, that can
allow for revision of this specification as part of the process,
and that at the same time can take advantage of the existing
body of work on narrative generation.

Three relevant insights arise from the consideration of the
original ICTIVS model in this enriched context of purpose-
driven communication.

First, there will probably be a significant difference in com-
putational terms between the initial iteration, where at each
stage new material is generated from the corresponding in-
put, and subsequent iterations, where two different processes
may need to be employed: further generation of new mate-
rial from the specification, and revision of the material gen-
erated in previous iterations - where the revision needs to be
informed by the initial specification, the earlier drafts, and the
identified mismatches. This is important because the comput-
tational mechanisms involved in each case may be different,
and also because outputs from these two different processes
may need to be combined into an integrated output for the
corresponding stage.

Second, at the point of deciding whether a given draft is
successful in terms of how it matches the original purpose, a
truly creative process may consider not only revision of the
draft but also revision of the purpose. This may arise when-
ever the estimated impact of a given draft on the interpreter is
considered valuable by the composer beyond his original pur-
pose. By means of this extension, the model can capture the
role of serendipity in the creative process [Pease et al., 2013;
Corneli et al., 2014].

Third, although computational models of the creative task
are traditionally formulated as a cycle, in an ideal creative
process cross-fertilization across the type of stages defined
would be very positive. This is evident in Flower and Hayes
description of the process as a set of transitions between three
processes governed by an overall monitoring process that al-
locates effort to each one of them, and in Sharples’ phrasing
of his model as a dual cycle between two stages that oper-
ate on different data – the text and the constraints. A similar
abstraction will need to be considered in our model.

The present section analyses these important concepts in
more detail and attempts an initial formulation of such a re-
finement to take them into account in a manner that better
reflects the intuitions arising from the cognitive models.

3.1 Analysing the Tasks Involved in Creative
Production

In order to identify the core features that the desired model
needs, the tasks involved in generation must be examined ex-
plicitly and compared to what the models can currently repre-
sent. Following this, we proposed a categorization of gener-
ative system according to their capabilities in terms of feed-
back.

Regarding their internal process, four types of systems can
be identified:

- those that take no input and generate outputs determined
  exclusively by decisions taken during the construction
  of the system (mere generation)
- those that take as input some kind of specification that
determines in some way the type of output that is to be
obtained (specification)
- those that include a module that quantifies in some way
  the degree to which the outputs obtained satisfy the re-
  quirements specified as input (diagnostic)
- those that can benefit from the results of a diagnostic
  module to modify the specification and self correct their
  output (reflective)

Taking into account the kind of input that the systems ac-
cept, a parallel axis of classification may be whether the sys-
tem can generate outputs only by constructing them from
scratch (construction) or by applying transformations to an
initial version of the desired artefacts (revision).

When these two axes are combined with the issues de-
scribed previously, the following set of possible modes of op-
eration arise:

- mere construction: the system generates outputs of a
given form as determined by its construction
- construction to a specification: the system generates out-
puts conforming to a given specification
present paper: the system generates outputs and can provide some quantification of their quality

- reflective construction: the system generates outputs conforming to a given specification and can provide some quantification of their degree of satisfaction, and modify it accordingly.

- mere revision: the system receives an instance of the desired artefact and revises it towards a given goal determined by its construction

- revision to a specification: the system receives an instance of the desired artefact and a given specification and revises the instance of the desired artefact towards the given specification

- revision with diagnostic: the system receives an instance of the desired artefact and a given specification, revises the instance of the desired artefact towards the given specification, and can provide some quantification of the quality of the revised artefact

- reflective revision: the system receives an instance of the desired artefact and a given specification, revises the instance of the desired artefact towards the given specification, and can provide some quantification of their degree of satisfaction of the specification, and modify it accordingly.

3.2 Summarising the Features of a Creative Process from a Computational Point of View

The cognitive models reviewed in section 2.1 show a number of distinctive features that are relevant for the purpose of the present paper:

1. the creative process is iterative in nature
2. the creative process is driven by a set of constraints that restrict the desired outputs in some way; these constraints may be considered an input to the process
3. a cycle may involve processes of construction and/or processes of revision of prior results
4. at the end of each cycle a diagnostic procedure is applied to the result obtained so far
5. part of the diagnostic may involve quantifying degree of satisfaction of the given constraints
6. subsequent cycles take into account the diagnostic to attempt to improve the results of subsequent cycles
7. consideration of the diagnostic may take the form of planning further operations either on the artefact so far or on the set of constraints
8. the process as a whole includes a stage of meta-level reasoning which decides among the various available operational options applicable to the task at hand, such as, for instance, whether to iterate further or to stop, or, for a given iteration, whether to construct or to revise, whether to act upon the artefact itself or upon the set of constraints, or whether to apply the chosen operation to the whole element or to specific parts of it

3.3 Integrating the Reviewed Tasks and Features into a Computational Model

After having analysed both the tasks and the features involved in the creative process from a computational perspective, we propose the following three extensions for the refined model of the computations involved in literary creativity:

- to consider the explicit representation of constraints as part of the draft itself, so that they can be subject to the same operations as the rest of the draft
- to consider a range of operations that includes both construction and revision
- to consider the possibility of focusing system operation on particular subsets of the draft

The representation on which the creative process operates would therefore need to include at least two different parts:

- the set of constraints to be used to drive the construction process and/or to validate any resulting drafts, known as the brief
- the actual draft at each point of the creative process

Both the brief and the draft should be represented in such a way that different parts of them may be operated upon in isolation of the rest.

This representation that includes both a brief and a draft will be referred to henceforth as the work in progress. Any references to operations upon the work in progress can refer to both operations on the draft or on its specification.

The set of operations to consider would be:

- reject: eliminate from the work in progress a particular item for the next cycle
- generate: generate anew a particular item of the work in progress during the next cycle
- revise: modify a particular item of the work in progress during the next cycle
- keep: leave a particular item of the work in progress as it resulted from the previous cycle

Based on this terminology, a computational model for the tasks involved in literary creativity can now be rephrased at a lower level of detail. The same set of general steps can be seen, but each one of them now operates over a representation of the work in progress that includes both a brief and a draft, and at each stage the four types of operation (reject, generate, revise or keep) may be applied to any subset of the work in progress.

The computational model that we propose may now start from a hybrid representation of work in progress. Input may be provided to a creative system either in terms of a brief - a set of constraints that the output should satisfy – or a partial sample of the desired artefact, or as a combination of both modes.

This initial representation of the work in progress would undergo a process of reflection. In this initial reflection process, each of the sections of the work in progress is considered. If only a brief is available, the brief is marked as to be retained for the following construction cycle, and the empty
draft is tagged to be generated. If a brief and a partial draft are available, the partial draft is analysed in the light of the brief. The result of this analysis will be a diagnostic. Based on this diagnostic, the available draft is partitioned into sections, and each of these sections is marked as either to be left as it is (keep), to be regenerated (generate), to be revised (revise) or to be rejected (reject). Additionally, if the brief suggests sections should be added to the partial draft, place holders for them are added to the partial draft tagged as to be generated. If only a draft is available, an interpretation process is run on it to reverse engineer a brief. Based on the resulting brief, the available draft is processed as above. If neither brief nor draft are available, the creative system may follow different procedures, depending on whether a brief or a partial draft is constructed first.

Once the initial reflection phase is over, the system would enter a phase of construction. In spite of the similarities, we do not refer to this stage as engagement, because engagement in the sense used by Sharples applies very specifically to a process of production of new material, and the construction envisaged here may cover other processes such as revision, editing, or omission. During this phase, each of the sections into which the draft has been partitioned will undergo the operation for which it has been tagged. The draft will therefore be edited by the application of the four basic operations described above. Any sections of the draft that are rejected at this point are stored in a log of fruitless paths.

At the end of the construction phase, the system would enter another phase of reflection. The first aim of this phase would be to ascertain whether the creative process has been concluded satisfactorily. This would arise if the draft matches the brief to perfection.

If the draft does not match the brief, the system would proceed with the rest of the reflection phase as described above, and iterated over another reflection/construction cycle. During reflection cycles other than the first one, the system may also consider modifications to the brief. These may arise from three possible situations. First, if part of the brief has proven impossible to satisfy during the prior cycle, the system may consider abandoning it. This would be plausible behaviour for human creators and should therefore be considered a possibility for artificial models. It would also constitute a very useful addition to allow creative system to steer themselves out of unproductive regions of a conceptual space when the current brief constrains them to restrict the search so. Second, if the reverse engineered brief shows positive features that were not included in the original brief, the system may decide to include them in the brief for the next iteration. This would allow such systems to incorporate the concept of serendipity into their computational models. Third, if the exploration of the conceptual space during a prior construction phase has included an excessive number of choices between possible candidate results, the system may decide to extend the brief to restrict the search to a subset of the conceptual space in question. Extensions to the brief should be compatible with the rest of it, and may take into account information about prior attempts that have failed.

Figure 2 depicts the reflective process in the proposed computational model for the tasks involved in literary creativity, as compared to the classic version that does not address feedback (depicted in Figure 1).

![Figure 2: Graphical representation of the ICTIVS model as described in this paper, taking feedback into account. The feedback can trigger modifications of the brief (describing the constraints). The diagram represents draft generation in clockwise direction, and feedback revision in counterclockwise direction.](image)

4 Discussion

The planning process that Flower and Hayes has a dual purpose of generating ideas – which could correspond to additions to the ongoing draft – and of generating goals for the other processes. While the model that Flower and Hayes propose is not necessarily focused on creative writing, we consider it to be fundamental for describing narrative composition from the point of view of feedback. The ability to generate additions to the ongoing draft would correspond to Sharples process of engagement, with the slight refinement that the ideas generated in that case are restricted to the conceptual space defined by the initial constraints – which would correspond to our definition of the brief. These processes are covered by the generate option of our construction phase. The ability to set goals for other processes as established during the planning process that Flower and Hayes describe in their model corresponds to the establishment of constraints as described by Sharples. These processes are covered in our model by the part of the reflection stage where modifications to the brief are considered – in cycles beyond the initial one.

The translating process described by Flower and Hayes is described as a process of transforming ideas into text. According to our definitions, this would correspond to the task of generating a new instance of a particular section of the draft according to the corresponding brief, as carried out during a construction stage.
Our reflection process combines features of the reviewing process as described by Flower and Hayes – in as much as it involves evaluating the material produced so far and determining which parts of it can stand and which ones need further operations performed upon them – and the reflection stage of Sharples’ model in the case of cycles beyond the initial one – where diagnostic leads not to revision of the draft but of the brief, which corresponds closely to Sharples’ constraints. These constraints may then affect subsequent processes of revision but also of further construction or reconstruction of material already in the draft. The detailed description of the reflection stage as described by Sharples can be revisited using the proposed new terminology, which allows for finer consideration from a computational point of view of the actual operations involved at each point. The step that Sharples names reviewing involves a process of representational redefinition – following Karmiloff-Smith – which clearly goes beyond comparing the results obtained with the original brief. Sharples specifically describes how the results obtained are processed to make available for reasoning within the system knowledge about “the procedures enacted during composition”. Following Karmiloff-Smith, the raw data received from the generation processes are interpreted and internal representations are constructed describing valuable properties of these data at a more abstract level. This may take several forms, but a simple solution is to consider attempts to reverse engineer from the resulting draft a hypothetical brief that may have lead to it. This might be a reasonable match for the “explicit representations of specific constraints” that Sharples describes as likely outcomes of the process. The task of comparing such a reverse-engineered brief with the one actually used to drive the construction process would match Sharples step of contemplation, which operates on the results of the reviewing step. Sharples includes in the reflection stage an additional step of planning, where the results of contemplation lead to the creation of plans or intentions to guide the next phase of engagement. To fully capture the subtleties of Sharples analysis we have considered that the validation stage may result in the application of the four operations we have described – reject, generate, revise, keep – to the pair of briefs under consideration: the one used to generate the draft under revision and the one reverse engineered from the actual draft obtained. From this process a new brief will emerge, which can inherit constraints from the original brief, or delete them.

The reflection stage as we have described, in as much as it includes procedures for deciding which operations are to be carried out next on which parts of the work in progress, integrates the task of monitoring the creative process to guide the interaction and alternation between its constituent subprocesses – as described in Flower and Hayes model. The description provided in the present paper, given that it starts from a more fine-grained representation of both the data and the operations under consideration – allows for a more detailed and expressive description. This should allow for easier implementation of instances of creative systems that consider this type of behaviour.

With respect to the ICTIVS model, the model proposed in this paper may be seen as a refinement at a lower level of detail regarding the types of data involved and the types of operation carried out on them, but phrased at a higher level of abstraction with respect to the type of artefact being considered. The ICTIVS model was designed for the specific domain of narrative, and because of this it included separate stages for the ideation of plot or fabula and the composition of such plots or fabulae into sequential discourses. This would correspond to having different narrative levels of representation – fabula and discourse – for the material within the draft, and contemplating a specific process of conversion from one to the other. When we abstract away from these features specific to narrative, we can consider that the stages of INVENTION and COMPOSITION of the ICTIVS model would correspond to the construction phase that we have described in the current model, the INTERPRETATION and VALIDATION stage would correspond to the reflection stage, and the TRANSMISSION stage would correspond to the actual action of publishing or sending the final draft to an audience, which would correspond to the fulfilling the stopping condition implicit in our current phrasing of the reflection stage. With respect to the low level details described above, the task of reverse engineering a brief from a partial draft would match closely the processing that is considered during the interpretation phase of the ICTIVS model. The task of comparing such a reverse-engineered brief with the one actually used to drive the construction process would match the ICTIVS stage of validation.

The main advantage of this proposal is that two new sources of additional constraints are now included in the model of the creative process. First, the reverse-engineered brief may contain valuable constraints that were not in the original brief. This would correspond to the occurrence of serendipity: the constructive process employed leads to valuable features that were not in the original brief but which may be noticed during contemplation/interpretation of the result, and from then on added explicitly to the brief for subsequent iterations of the process. Second, the model allows for an explicit process for the generation of new constraints. This allows for the design of systems that can autonomously search for their own constraints, which would allow for a broader range of creative process. With respect to Boden’s well known taxonomy of creative system [Boden, 2003], as the constraints being considered define the conceptual space that is being explored, a system capable of modifying the constraints that drive it might be capable of achieving transformational creativity. In this way the proposed models allows for a more fine-grained representation of data and processes that may lead to the development of more expressive solutions.

The importance of making the system able to reject selected parts of its original brief should not be underestimated. The ability of human creators to depart – sometimes in very radical ways – from their original intentions in search for new aesthetics experiences has long been considered a critical ingredient of creativity of the highest order. It ties in very closely with the concept of transformational creativity, and the implicit ability to shift into new paradigms rather than just explore the old ones. Although all such issues are currently beyond the state of the art of creative systems, it is important to enable our computational models to represent
the types of behaviour that may one lead to implementation of similar behaviours. This would correspond to building explicitly into our computational models the idea of creativity at the metalevel [Wiggins, 2006]. The issue of how such operations might be profitably controlled is beyond the scope of the present paper and will need to be addressed in further work. Overall, a large proportion of the success of a creative system as described in the present proposal will depend on the implementation of suitable strategies for the partitioning of the draft into sections requiring the different operations available, and on the procedures for modifying the brief. These should be the focus of further work along the lines described in this paper.

5 Conclusions

The processes of literary creativity involve a complex web of interacting procedures (generation from a brief, evaluating how a draft matches a given brief, revision of an intermediate draft to fit a given brief, editing a brief to optimise the search for creative results, . . .) and strategies for navigating between them. Existing cognitive models cover this space of solutions, but tend to remain at a high level of abstraction that leaves many of the features relevant for computation underspecified. The existing computational models of the writing task that have tried to take the cognitive models into account have focused on specific features of the process as their engineering mainstays, without trying to address the full complexity of the problem as a whole. The present paper proposes a computational model of the writing task that considers a broader set of ingredients than had been considered before, represented at a lower level of granularity in terms of their computational nature, both in terms of data and in terms of operations. The resulting model shows a strong potential for capturing significant phenomena in the field of creativity not often modelled computationally in the past, such as revision of drafts, working to a given brief, serendipity, and transformational creativity.

A valuable contribution of the proposed model is that it opens for exploration a significant number of lines of research to explore how these various phenomena might be addressed either in terms of working implementations of the proposed computational model or refinements of its basic formulation.
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Abstract
Consider an evaluator, or an assessor, who needs to assess a large amount of information. For instance, think of a tutor in a massive open online course with thousands of enrolled students, a senior program committee member in a large peer review process who needs to decide what are the final marks of reviewed papers, or a user in an e-commerce scenario where the user needs to build up its opinion about products evaluated by others. When assessing a large number of objects, sometimes it is simply unfeasible to evaluate them all and often one may need to rely on the opinions of others. In this paper we provide a model that uses peer assessments to generate expected assessments and tune them for a particular assessor. Furthermore, we are able to provide a measure of the uncertainty of our computed assessments and a ranking of the objects that should be assessed next in order to decrease the overall uncertainty of the calculated assessments.

1 Introduction
Consider an assessor who needs to assess a large amount of information. For instance, think of a tutor in a massive open online course with thousands of enrolled students, a senior program committee member in a large peer review process who needs to decide what are the final marks of reviewed papers, or a user in an e-commerce scenario where the user needs to build up its opinion about products evaluated by others. When assessing a large number of objects, sometimes it is simply unfeasible to evaluate them all and often one may need to rely on the opinions of others. In the process of building up our opinion, some questions need to be answered, such as: How much should I trust the opinion of a peer? What should I believe given a peer’s opinion? What should I believe when many peers give their different opinions? Which objects should be assessed next, such that the certainty of my belief improves?

This paper addresses these questions through the Personalised Automated ASsessment model (PAAS). PAAS uses peer assessment to calculate and predict assessments. However, what is fundamentally different from many previous works [Piech et al., 2013; de Alfaro and Shavlovsky, 2013; Walsh, 2014; Wu et al., 2015] is that the computed peer-based assessment is tuned to the perspective of a specific community member. PAAS aggregates peer assessments giving more weight to those peers that are trusted by the specific community member whom the automated assessments are computed for. How much this specific member trusts a peer is then based on the similarity or evaluation rate between his (past) assessments and the peer’s (past) assessments over the same assignments. To compute such a trust measure, we build a trust network conformed of direct and indirect trust values among community members. Direct trust values are derived from common assessments while indirect trust is based in the notion of transitivity. We clarify that our target is not consensus building, but to accurately estimate unknown assessments from a specific member’s point of view, based on the peers’ assessments and reliability.

Finally, we are also able to provide a measure of the uncertainty of our calculated assessments and a ranking of the objects that should be assessed next in order to decrease the overall uncertainty of those calculated assessments.

2 The PAAS Model
2.1 Notation and Problem Definition
Let ε represent an assessor who needs to assess a large set of objects I, and let P be a set of peers that are able to assess objects in I.

We understand assessments as probability distributions over an evaluation space E at a given moment in time. For example, one can define a set of elements for the evaluation space for the quality of an English classroom homework as E = {poor, good, excellent}. The assessment {poor \mapsto 0, good \mapsto 0, excellent \mapsto 1} would represent the highest assessment possible, whereas the assessment {poor \mapsto 0, good \mapsto \frac{1}{2}, excellent \mapsto \frac{1}{2}} would represent that the quality of the homework is most probably between good and excellent, and so on.

We define an assessment e_i^\alpha (also referred to as evaluation or opinion) as a probability distribution over the evaluation space E, where \alpha \in I is the object being evaluated and i \in \{\epsilon \cup P\} is the evaluator. We say e_i^\alpha = \{x_1 \mapsto v_1, \ldots, x_n \mapsto v_n\}, where \{x_1, \ldots, x_n\} = E and vi \in [0, 1] represents the value assigned to each element xi \in E, with the condition
that \( \sum_{i \in \mathcal{L}} v_i = 1. \)

Finally, we define \( \mathcal{L} \) as the history of all assessments performed, and \( \mathcal{O}_\alpha \subset \mathcal{L} \) as the set of past peer assessments over the object \( \alpha \).

The ultimate goal of our work is to compute the probability distribution of \( \epsilon \)'s evaluation over a certain object \( \alpha \), given the evaluations of several peers over that same object \( \alpha \). In other words, what is the probability that \( \epsilon \)'s evaluation is \( x \) given the set of peers' evaluations \( \mathcal{O}_\alpha \)? Such expectation can be formalized with the conditional probability as follows:

\[
p(X=x \mid \mathcal{O}_\alpha)
\]

To calculate the above conditional probability, we take into account every particular evaluation in \( \mathcal{O}_\alpha \). In other words, expectations (or probabilities) are calculated for each individual evaluation in \( \mathcal{O}_\alpha \), before those expectations are aggregated into \( p(X=x \mid \mathcal{O}_\alpha) \). The probability that \( \epsilon \)'s assessment is \( x \) given a particular evaluation \( e^\alpha_\mu \in \mathcal{O}_\alpha \) is formalized as follows:

\[
p(X=x \mid e^\alpha_\mu)
\]

The more general probability \( p(X=x \mid \mathcal{O}_\alpha) \) is then defined as an aggregation of the individual probabilities:

\[
p(X=x \mid \mathcal{O}_\alpha) = p(X=x \mid e^\alpha_\mu)
\]

where the exact definition of the aggregation is presented later on in Section 2.4.

We strongly base the intuition behind the computation of the individual conditional probabilities on the notion of trust between peers based on previous experiences, where trust is understood in this context as the expected similarity between the assessments given by those peers. In other words, our intuition is that we expect \( \epsilon \) will tend to agree with \( \mu \)'s assessments if his trust on \( \mu \) is high. Otherwise, \( \epsilon \)'s evaluation will probably be different. We perform then a sort of analogical reasoning: if in the past \( \mu \) gave opinions that were a certain degree dissimilar from \( \epsilon \)'s opinions, then this will probably happen again now.

The remainder of this section is divided accordingly. We first describe in detail how the measure of trust between peers is calculated (Section 2.2). Then, we illustrate how to calculate \( \epsilon \)'s assessment on an object \( \alpha \) given \( \mu \)'s assessment over \( \alpha \) and \( \epsilon \)'s trust in \( \mu \)'s assessments (Section 2.3). In other words, we present an approach for calculating the individual probability \( p(X=x \mid e^\alpha_\mu) \). We then illustrate how to combine those probabilities to build the probability distribution of \( \epsilon \)'s assessments given the assessments of several peers (Section 2.4). In other words, we present an approach for calculating the probability \( p(X=x \mid \mathcal{O}_\alpha) \). Finally, we provide a measure of the uncertainty of the computed assessments and a ranking of the objects that should be assessed next by \( \epsilon \) in order to decrease that uncertainty (Section 2.5).

2.2 Step 1. How much should I trust a peer?

\( \epsilon \) needs to decide how much can he or she trust the assessment of a peer \( \mu \). We define this trust measure based on the following two intuitions. Our first intuition states that if \( \epsilon \) and \( \mu \) have both assessed the same object, then the similarity of their assessments can give a hint of how close their judgments are. However, cases may arise where there are simply no objects evaluated by both \( \epsilon \) and \( \mu \). In such a case, one may think of simply neglecting \( \mu \)'s assessment, as \( \epsilon \) would not know how much to trust \( \mu \)'s assessment. Our second intuition, however, proposes an alternative approach for such cases, where we approximate that unknown trust between \( \epsilon \) and \( \mu \) by looking into a chain of trust between \( \epsilon \) and \( \mu \) through other peers. Roughly speaking, we rely on the transitive notion: “if \( \epsilon \) trusts \( \mu \), and \( \mu \) trusts \( \mu' \), then \( \epsilon \) will likely trust \( \mu' \)”. In the following, we define these two intuitions through two different types of trust relations: direct trust and indirect trust.

Direct Trust

Direct trust is the trust relation that emerges between evaluators that have assessed one or more objects in common. One possible approach is to measure such relation as aggregations of their evaluations’ similarity over those objects assessed in common. For instance, let the set \( A_{i,j} = \{ \alpha \mid e^\alpha_i, e^\alpha_j \in \mathcal{L} \} \) be the set of objects that have been assessed by both evaluators \( i \) and \( j \). Then different definitions for the direct trust between \( i \) and \( j \) based on the similarity between two assessments \( (\text{sim}(e^\alpha_i, e^\alpha_j)) \) may be adopted, such as:

- The average of the similarities for all commonly assessed objects:

\[
T_D(i, j) = \frac{\sum_{\alpha \in A_{i,j}} \text{sim}(e^\alpha_i, e^\alpha_j)}{|A_{i,j}|}
\]

- The conjunction of the similarities for all commonly assessed objects:

\[
T_D(i, j) = \bigwedge_{\alpha \in A_{i,j}} \text{sim}(e^\alpha_i, e^\alpha_j)
\]

- The Pearson coefficient [Upton and Cook, 2008], or linear correlation between \( i \) and \( j \), for all commonly assessed objects:

\[
T_D(i, j) = \frac{\sum_{\alpha \in A_{i,j}} \text{sim}(e^\alpha_i, \bar{e}_i) \cdot \text{sim}(e^\alpha_j, \bar{e}_j)}{\sqrt{\sum_{\alpha \in A_{i,j}} \text{sim}(e^\alpha_i, \bar{e}_i)^2} \sqrt{\sum_{\alpha \in A_{i,j}} \text{sim}(e^\alpha_j, \bar{e}_j)^2}}
\]

where \( \bar{e}_i, \bar{e}_j \) are the means of the evaluations performed over the set \( A_{i,j} \) by \( i \) and \( j \) respectively.

However when we calculate such aggregations we lose relevant information. For instance, we are not able to tell if \( j \) usually under rates with respect to \( i \), if it usually over rates, or neither. We are also not able to tell if the dissimilarities between \( i \) and \( j \)'s evaluations are highly variable or not.

To cope with such loss of information, we define the direct trust between two peers \( i \) and \( j \) as a probability distribution
Trust distribution \( T_{D_{i,j}} : [0, 1] \rightarrow [0, 1] \) built from the historical data of previous evaluations performed by \( i \) and \( j \). This probability distribution describes, as we will explain shortly, the expected similarity or the expected evaluation rate between \( i \) and \( j \)'s assessments. The support of the distribution is \([0, 1]\) since both the expected similarity and the expected evaluation rate are in the range \([0, 1]\), as we will see shortly, and the range of the distribution is \([0, 1]\) as this is a probability distribution and the range of any probability is \([0, 1]\). Note that we do not consider here any summarizing measure for trust that would translate that distribution into a single value, although a number of measures could be used, such as the average similarity (as the center of gravity of the distribution) or entropy (as a measure of the uncertainty of the distribution).

When defining \( T_{D_{i,j}} \) we distinguish two cases: (1) a first case with a non-ordered evaluation space, such as \( E = \{ \text{visionary, original, sound} \} \); and (2) a second case with an ordered evaluation space, such as \( \{ \text{bad, good, excellent} \} \). In the second case, we are interested in maintaining information about whether a peer under rates or over rates with respect to another peer, therefore we are interested in the expected evaluation rate between \( i \) and \( j \). In the first case, this is not an issue as assessments cannot be ordered and therefore the notion of under/over rating does not exist, therefore we are rather interested in the expected similarity between \( i \) and \( j \)'s assessments. Next we detail the trust probability distributions \( T_{D_{i,j}} \) built for both cases.

**Non-Ordered Case.**

In the non-ordered case, we are interested in the similarity between \( i \) and \( j \)'s assessments. As such, the support of the distribution representing \( i \)'s direct trust on \( j \) (i.e. the x-axis of \( T_{D_{i,j}} \)) consists of the possible degrees of similarity between \( i \) and \( j \)'s assessments.

Trust distribution \( T_{D_{i,j}}(x) \) then describes the probability that peers \( i \) and \( j \) evaluate an object with a similarity \( x \) (or the probability that the similarity of their evaluations is \( x \)).

**Ordered Case.**

In the ordered case, we are interested in the evaluation rate \( e_{j|i} \), between evaluations made by peers \( i \) and \( j \). If \( e_{j|i} = 1 \), this means that \( i \) and \( j \) provide the same evaluation. If \( e_{j|i} > 1 \), this means that \( j \) under rates with respect to \( i \). If \( e_{j|i} < 1 \), this means that \( j \) under rates with respect to \( i \).

We normalize the evaluation rate to values between 0 and 1. To do so, we require a non decreasing function \( r : R \rightarrow [0, 1] \) such that \( \lim_{x \rightarrow -\infty} r(x) = 1 \), and for convenience we constraint \( r(1) = 0.5 \). We adopt the following normalized evaluation rate function that satisfies these properties:

\[
r(x) = e^{\ln 2/2x}
\]

As such, the support of the distribution representing \( i \)'s direct trust on \( j \) (i.e. the x-axis of \( T_{D_{i,j}} \)) consists of the possible normalized evaluation rates between \( i \) and \( j \). Trust distribution \( T_{D_{i,j}}(x) \) then describes the probability that \( i \) and \( j \) would assess an object with a normalized evaluation rate \( x \).

In what follows, we explain how we build direct trust distributions computationally, based on previous experiences.

Initially, the direct trust distribution between any two peers is the uniform distribution \( F = \{1/n, \ldots, 1/n\} \) (describing ignorance), where \( n \) is the size of the distribution's support.

Every new assessment made would then update the trust distributions accordingly. Consider a new assessment \( e_{ij}^{n} \). The distribution \( T_{D_{i,j}} \) s.t. \( A_{i,j} \neq \emptyset \) is updated as follows:

1. We find the element \( x \) in \( T_{D_{i,j}}'s \) support whose probability needs to be adjusted. So we calculate \( e^{\text{sim}}(e_{ij}^{n}, e_{ij}^{n}) \) in the ordered case (where the definition of \( \text{sim} \) is domain dependent and outside the scope of this paper), although we do note that several approaches may be adopted, such as using semantic similarity measures [Li et al., 2003]), or \( x = r(e_{ij}^{n}/e_{ij}^{n}) \) in the non-ordered case (Equation 1).

2. We update the probability of the single expectation \( x \) in \( T_{D_{i,j}} \) accordingly:

\[
p(X=x) = p(X=x) + \gamma \cdot (1 - p(X=x))
\]

The update is based on increasing the latest probability \( p(X=x) \) by a fraction \( \gamma \in [0, 1] \) of the total potential increase \((1 - p(X=x)) \). For instance, if the probability of \( x \) is 0.6 and \( \gamma \) is 0.1, then the new probability of \( x \) becomes 0.6 + 0.1 \cdot (1 - 0.6) = 0.64. We note that the ideal value of \( \gamma \) should be closer to 0 than to 1 so that one single experience does not result in considerable changes in the distribution. In other words, a single assessment cannot result in considerable change in the probability distribution. Considerable changes can only be the result of information learned from the accumulation of many assessments.

3. We normalize \( T_{D_{i,j}} \) by updating several expectations following the entropy based approach of [Sierra and Debenham, 2005]. The entropy-based approach updates \( T_{D_{i,j}} \) such that: (1) the value \( p(X=x) \) is maintained and (2) the resulting distribution has a minimal relative entropy with respect to the previous one. In other words, we look for a distribution that contains the updated probability value \( p(X=x) \) and that is at a minimal distance from the original \( T_{D_{i,j}} \) (as the relative entropy is a measure of the difference between two probability distributions). Following this approach, we update \( T_{D_{i,j}}(X) \) as follows:

\[
T_{D_{i,j}}(X) = \arg \min_{p' \in \mathcal{P}} \text{argmin} \sum_{x'} p(X=x') \log \frac{p(X=x')}{p'(X=x')}
\]

such that \( \{p(X=x) = p'(X=x)\} \) specifies the constraint that needs to be satisfied by the resulting distribution.

**Indirect Trust**

Given a direct trust relation between peers \( i \) and \( j \) and between peers \( j \) and \( k \), the question now is: What can we say about the indirect trust between peers \( i \) and \( k \) when \( i \) and \( k \)
have no objects assessed in common? In other words, given the direct trust distributions $T_{Di,j}$ and $T_{Dj,k}$, what can we say about the indirect trust distribution $T_{Di,k}$?

As with direct trust distributions, we distinguish two cases: a first case where assessments cannot be ordered and thus trust is based on a similarity measure $sim$; and a second case where assessments can be ordered and thus trust is based on a normalized evaluation rate function $r(x)=e^{\ln(x)/\epsilon}$.

- **Non-Ordered Case.**

In this case, we want to preserve the fundamental triangular inequality property of similarity functions that says that: $T\text{-norm}(sim(a,b), sim(b,c)) \leq sim(a,c)$. As with $T_{Di,k}$, the support (or the x-axis) of $T_{i,k}$ consists of the possible degrees of similarity between $i$ and $k$’s assessments. But since these degrees of similarity should satisfy the $T$-norm, the support is defined as the set:

$$\text{supp}(T_{i,k}) = \{x_{ik} = T\text{-norm}(x_{ij}, x_{jk}) \mid x_{ij} \in \text{supp}(T_{Di,j}) \wedge x_{jk} \in \text{supp}(T_{Dj,k})\}$$

where supp represents the support of a distribution.

We then compute the probabilities of the expectations of $T_{i,k}$ as follows:

$$p(X=x_{ik}=T\text{-norm}(x_{ij}, x_{jk})) = T_{Di,j}(x_{ij}) \ast T_{Dj,k}(x_{jk}) x_{ij} \in \text{supp}(T_{Di,j}) \wedge x_{jk} \in \text{supp}(T_{Dj,k})$$

(4)

This could result in more than one probability computed for the same expectation $x_{ik}$. As such, we then add up all the probabilities that correspond to the same expectation $x_{ik}$.

We note that we follow a conservative approach by adopting the product operator (Equation 4), which is a $T$-norm that gives the smallest possible values, as we prefer not to overrate indirect trust values since they are not inferred directly from historical data. Of course, other operators could also be used, such as the min function.

- **Ordered Case.**

In this case, we want to preserve the property: $e_i/e_i \ast e_i/e_i = e_i/e_i$, with respect to the evaluations performed by $i$, $j$, and $k$. For instance, if the evaluation rate between $e_j$ and $e_i$ is 0.5 ($j$ under rates a 50% with respect to $i$) and the evaluation rate between $e_k$ and $e_j$ is 0.5 ($k$ under rates a 50% with respect to $j$) then the evaluation rate between $e_k$ and $e_i$ should be 0.25 (then $k$ under rates a 75% with respect to $i$).

As above, the support (or the x-axis) of $T_{i,k}$ consists of the possible degrees of similarity between $i$ and $k$’s assessments. The support us then defined as the set:

$$\text{supp}(T_{i,k}) = \{x_{ik} = x_{ij} \ast x_{jk} \mid x_{ij} \in \text{supp}(T_{Di,j}) \wedge x_{jk} \in \text{supp}(T_{Dj,k})\}$$

We then compute the probabilities of the expectations of $T_{i,k}$ as follows:

$$p(X=x_{ik}=x_{ij} \ast x_{jk}) = T_{Di,j}(x_{ij}) \ast T_{Dj,k}(x_{jk}) x_{ij} \in \text{supp}(T_{Di,j}) \wedge x_{jk} \in \text{supp}(T_{Dj,k})$$

(5)

Again, this could result in more than one probability computed for the same expectation $x_{ik}$. As such, we then add up all the probabilities that correspond to the same expectation $x_{ik}$.

The calculations presented above provide an approach for calculating indirect trust between two peers $i$ and $k$ when those peers are linked through a direct trust chain passing through only one intermediate peer $j$. For direct trust chains of increasing length between $i$ and $k$, the previous process is iterated. For instance, if there is a direct trust chain linking $i$ to $j$, $j$ to $m$, and $m$ to $k$, then we first compute the indirect trust distribution $T_{ii,m}$ from the direct trust distributions $T_{Di,j}$ and $T_{Dj,m}$, and then we compute the indirect trust distribution $T_{ii,k}$ from the direct/indirect trust distributions $T_{ii,m}$ and $T_{Dj,m,k}$, following the same approach as above.

When multiple chains of direct trust connect two peers (e.g. say a chain linking $i$ to $j$ and $j$ to $k$, and another chain linking $i$ to $m$ and $m$ to $k$), we obtain multiple indirect trust distributions (one from every chain). In those cases, we pick the resulting distribution which is most optimistic. In other words, while our approach to calculate the indirect trust follows the pessimistic approach (through our choice of the product operator in Equations 4 and 5), we now choose the most optimistic of the pessimistic outcomes. To do that, we choose the distribution that is closest to the equivalence distribution, which is a distribution that describes that the evaluations of two peers are equivalent. In the non-ordered case, the equivalence distribution is $P_G(1)=1$; that is, the similarity between two peers is maximum. In the non-ordered case, the equivalence distribution is $P_G(0.5) = 1$; that is, the normalized evaluation rate between two peers is 0.5, which implies that they always provide the same evaluation.

The distance between an indirect trust distribution $T_{i,k}$ and the equivalence distribution $P_G$ can be calculated as:

$$\text{emd}(T_{i,k}, P_G)$$

(6)

where $\text{emd}$ is the earth mover’s distance which calculates the distance between two probability distributions [Rubner et al., 1998]. We note that the range of $\text{emd}$ is $[0,1]$, where 0 represents the minimum distance and 1 represents the maximum possible distance.

In the remainder of this paper, when we refer explicitly to a direct or indirect trust distribution between peers $i$ and $j$, we refer to such distribution as $T_{Di,j}$ or $T_{ii,j}$, respectively. Whereas when we refer generically to a trust distribution that could either be the direct or indirect trust distribution, we refer to such a distribution as $T_{ii,j}$.

**Trust Graph**

Direct and indirect trust relations in a community can be represented by a weighted directed graph. We define a community’s trust graph as:

$$G=(N, E, w)$$

---

1 If probability distributions are viewed as piles of dirt, then the earth mover’s distance measures the minimum cost for transforming one pile into the other. This cost is equivalent to the ‘amount of dirt’ times the distance by which it is moved, or the distance between elements of the probability distribution’s support.
where the set of nodes $N$ is the set of evaluators in $\{e \cup P\}$, $E \subseteq N \times N$ are edges between evaluators with direct or indirect trust relations, and $w : E \rightarrow [0, 1]^n$ is the weight of an edge, described as a trust probability distribution.

$D \subseteq E$ is the set of edges that link evaluators with direct trust relations: $D = \{(i, j) \in E \mid T_{D_{i,j}} \neq \perp\}$. Similarly, $I \subseteq E$ is the set of edges that connect evaluators with indirect trust relations: $I = \{(i, j) \in E \mid T_{I_{i,j}} \neq \perp\} \setminus D$. We note that the set of edges $E$ is then composed of the union of the set of direct and indirect edges: $E = D \cup I$. Weights in $w$ describe direct and indirect trust probability distributions and are defined as follows:

$$w(i, j) = \begin{cases} T_{D_{i,j}}, & \text{if } (i, j) \in D \\ T_{I_{i,j}}, & \text{if } (i, j) \in I \end{cases}$$

Our goal is to determine how much a particular evaluator $e$ can trust a peer $\mu$. So the trust graph is constructed with respect to $e$’s point of view only. Therefore, we maintain a trust graph of the whole community containing all the direct edges between peers (as they are needed to calculate indirect trust relations), but we only maintain the indirect edges that connect $e$ with the rest of the peers.

**Information Decay**

An important notion in our proposal is the notion of the decay of information. We say the integrity of information decreases as the decay limit distribution $\mathbb{D}$. For instance, $\mathbb{D}$ may be the uniform distribution, which describes that trust information learned from past experiences tends to ignorance over time.

To implement such a decay mechanism, we need to:

1. Record all evaluations $e_{t}^{\alpha} \in \mathcal{L}$ made at time $t$ with a timestamp $t$, noted $e_{t}^{\alpha}$.
2. Record all direct trust distributions $T_{D_{i,j}}$ with a timestamp $t$, noted $T_{D_{i,j}}^{t}$, where $t$ is the timestamp of the latest evaluation that modified the trust distribution. The first time $T_{D_{i,j}}$ is calculated, $t$ is the timestamp of the latest evaluation amongst the two evaluations leading to this calculation. (Recall that it is the similarity between two evaluations or the evaluation rate that updates the probability distribution.) Then, every time a new evaluation with timestamp $t' > t$ is considered to update $T_{D_{i,j}}^{t}$, $T_{D_{i,j}}^{t'}$ is first decayed from $t$ to $t'$ before the distribution is updated.
3. Record all indirect trust distributions $T_{I_{i,j}}$ with a timestamp $t$, noted $T_{I_{i,j}}^{t}$, where $t$ is the time the distribution is calculated. Every time $T_{I_{i,j}}$ is calculated, all probability distributions involved in this calculation will first need to be decayed to the time of calculation $t$. The time of calculation is usually the latest timestamp amongst the timestamps of the distributions involved in this calculation.

Information in a trust probability distribution $T_{i,j}$ decays from $t$ to $t'$ (where $t' > t$) as follows:

$$T_{i,j}^{t \rightarrow t'} = \Lambda(\mathbb{D}, T_{i,j}^{t})$$

where $\Lambda$ is the decay function satisfying the property:

$$\lim_{t' \rightarrow \infty} T_{i,j}^{t \rightarrow t'} = \mathbb{D}.$$ One possible definition for $\Lambda$ could be:

$$T_{i,j}^{t \rightarrow t'} = \nu^{\Delta_{t,t'}} \cdot T_{i,j}^{t} + (1 - \nu^{\Delta_{t,t'}}) \mathbb{D}$$

where $\nu$ is the decay rate, and:

$$\Delta_{t,t'} = \begin{cases} 0 & \text{if } t' - t < \omega \\ 1 + \frac{t' - t}{t_{max}} & \text{otherwise} \end{cases}$$

The definition of $\Delta_{t,t'}$ above serves the purpose of establishing a minimum grace period, determined by the parameter $\omega$, during which the information does not decay, and that once reached the information starts decaying. The parameter $t_{max}$, which may be defined in terms of multiples of $\omega$, controls the pace of decay. The main idea behind this is that after the grace period, the decay happens very slowly; in other words, $\Delta_{t,t'}$ decreases very slowly.

2.3 Step 2: What to believe when a peer gives an opinion?

Given a peer assessment $e_{t}^{\alpha}$, the question now is how to compute the probability distribution of $e$’s evaluation. In other words, what is the probability that $e$’s evaluation of $\alpha$ is $x$ given that $\mu$ evaluated $\alpha$ with $e_{t}^{\alpha}$. As illustrated earlier, this is expressed as the conditional probability:

$$P(X=x \mid e_{t}^{\alpha})$$

To calculate this conditional probability, the intuition is that $e$ would tend to agree with $\mu$’s evaluation if his trust on $\mu$ (that is, the expected similarity between their assessments or the expected evaluation rate between their assessments) is high. Otherwise, $e$’s evaluation would probably be different. We perform then a sort of analogical reasoning: if in the past $\mu$ gave assessments that were a certain degree dissimilar from $e$’s opinions, or with a certain evaluation rate with respect to $e$, then this will probably happen again now.

We then calculate the above conditional probability based on the following desired properties:

- If $T_{e_{t},\mu}$ is a flat distribution (i.e., a distribution representing ignorance), then $P(X=x \mid e_{t}^{\alpha})$ should also be a flat distribution. That is, the closer $e$’s trust on $\mu$ is to ignorance, the less information $\mu$ is giving to $e$ with his/her assessment.
- The degree of belief $e_{t}^{\alpha} = x$ should increase for those points $x$ whose similarity (or evaluation rate, in the case of the ordered case) to $e_{t}^{\alpha}$ is high (i.e., for higher values of $T_{e_{t},\mu}$).
- The degree of belief $e_{t}^{\alpha} = x$ should decrease for those points $x$ whose similarity (or evaluation rate, in the case of the ordered case) to $e_{t}^{\alpha}$ is low trust (i.e., for lower values of $T_{e_{t},\mu}$).

Formally, these properties are achieved by defining the probabilities accordingly (where the denominator of the following two equations, Equations 9 and 10, is used for normalisation to ensure that the resulting distribution is a probability distribution):

$$P(X=x \mid e_{t}^{\alpha}) = \frac{\sum_{x} T_{e_{t},\mu}(x)}{\sum_{x} T_{e_{t},\mu}(x)}$$

$$P(X=x \mid e_{t}^{\alpha}) = \frac{\sum_{x} T_{e_{t},\mu}(x)}{\sum_{x} T_{e_{t},\mu}(x)}$$
Finally, to translate the final assessment from a probability distribution \( P(X \mid O_\alpha) \) into a single value, we calculate the mean (average) of the distribution and select the closest mark to that mean.

### 2.5 Step 4: What should be evaluated next?

The previous three steps have provided a model to calculate automated assessments of objects that have not been assessed by \( \epsilon \), based on peers opinions. The level of uncertainty of the automated assessments generated by our model can be calculated as the uncertainty of the probability distribution of \( \epsilon \)’s expected evaluation based on those peers opinions \( P(X \mid O_\alpha) \). This level of uncertainty is measured by the distribution’s entropy:

\[
\mathbb{H}(P(X \mid O_\alpha))
\]

The question that naturally arises then is what objects can be assessed next by \( \epsilon \) to decrease such uncertainties? For example, how many more assignments should a tutor evaluate so that the uncertainty of the calculated assessments becomes acceptable. We suggest \( \epsilon \) to evaluate objects with maximum uncertainty, or maximum entropic value. The ranking of objects with respect to their entropic value is then defined as follows:

\[
\text{Rank}(\alpha) = 1 - \mathbb{H}(P(X \mid O_\alpha)) = 1 + \sum_{x \in X} p(X=x \mid O_\alpha) \ln p(x \mid O_\alpha)
\]

\( \epsilon \) can then continue to evaluate objects one by one until the uncertainty of the automated assessments becomes less than some predefined acceptable uncertainty threshold.

### 3 Conclusions and Future Work

In this paper we have presented the personalised automated assessments model (PAAS), a trust-based assessment service that helps compute group assessments from the perspective of a specific community member. This computation essentially aggregates peer assessments, giving more weight to those peers that are trusted by the specific community member whom the automated assessments are computed for. How much this specific member trusts a peer is then based on the similarity or evaluation rate between his (past) assessments and the peer’s (past) assessments over the same assignments.

The proposed work is an extension of the work carried out in [Gutierrez et al., submitted for publication]. In fact, the COMAS model is a much more simplified model of the non-ordered case. It is much more simplified as it assumes that the probability of the similarity between two assessors is 1 for the aggregation of the similarities of past evaluations over the same objects. PAAS’ use of probability distribution makes it a richer and more informative model as much more information is preserved in the calculations. Furthermore, PAAS computes the uncertainty of the automated assessments, helping suggesting which objects should be evaluated next in order to decrease the overall uncertainty of PAAS’ calculations.

In COMAS, experimental results were conducted on a real classroom datasets as well as simulated data that considers different social network topologies (where we say students
assess some assignments of socially connected students). Results show that the COMAS method 1) is sound, i.e. the error of the suggested assessments decreases for increasing numbers of tutor assessments; and 2) scales for large numbers of students.

Future work on PAAS should follow a similar approach for evaluation, where the same real classroom datasets can be used as the groundtruth of marks, and we can then compare PAAS’ automated assessments to that groundtruth.

Additionally, we could also test the ranking of marks (Section 2.5) by running experiments in a real classroom where we ask the tutor to evaluate assignments once in a random order and another time following the suggested ranking. This could help us check whether the error decreases faster in the latter case. Also, we expect to find that for a given acceptable uncertainty threshold, the tutor should evaluate less assignments in order to reach that threshold than evaluating randomly.
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Abstract

The underlying patterns in large scale social media datasets can reveal valuable information for interaction designers and researchers, both as part of realtime interactive systems and for post-hoc analysis. Music Circle is a social media platform aimed at researching the role of community feedback in online learning environments. A large dataset was collected when the platform was used as part of a Massive Open Online Course (MOOC). We developed a novel analysis technique for observing global patterns in the behaviour of students. The technique employs network theory techniques to view student activity as an interconnected complex system, and observes the temporal dynamics of network metrics to create timelines which are clustered into groups using unsupervised learning methods. This approach highlighted global trends and groups of outliers that needed further attention or intervention.

1 Introduction

Online social activity has become a fundamental part of many interactive systems, either explicitly as part of their intended design, or implicitly as part of external and pervasive social media networks. With social activity comes large or massive scale data, which describes interactions between individuals mediated through a variety of possible formats. These datasets can reveal stories about individuals and groups that may be of high significance to stakeholders; for interaction designers, this data can show aspects of behaviour that reveal design problems, suggest design solutions and highlight directions for future iterations. For researchers, this data can give us a broad understanding of trends in behaviour within the context of specific technological environments. Large datasets also present significant challenges in analysis, with the scale of raw data often making direct human interpretation an intractable task. However, by bringing computational analysis into the loop, we can attempt to sculpt the raw data into new forms that, while not necessarily giving absolute answers, present data in a suitable format for further (human) interpretation and criticism.

Music Circle is an online social platform, aimed at exploring ways of understanding and enhancing learning through community feedback. For six weeks in the summer of 2014 it was used to support a Coursera MOOC, ’Creative Programming for Digital Media and Mobile Apps’¹. A substantial and detailed log of student interactions was collected. While there were specific questions that could be asked of the data, such a large and complex set of interactions could most likely hold some interesting and unexpected results, and it seemed pertinent to follow a bottom-up approach to data analysis, by letting patterns emerge rather than imposing them. To this purpose, a set of techniques was developed that attempted to elucidate the broad patterns and temporal dynamics of crowd behaviour that occurred during the period of the MOOC, to transform the raw data into a format that would give the research and design teams a deeper understanding of student interactions within the Music Circle environment.

A novel approach was developed, which leveraged network analysis and machine learning techniques to cluster temporal data. We outline the development of this technique and present and critique the results. The following sections address the research questions that were encountered during this development process: how can social media data be encoded into a human readable form that describes temporal patterns in actor behaviour? How can network analysis techniques enhance this encoding? What are good ways to present this data for interpretation by stakeholders?

We present this research as a technique for eliciting information from large datasets for analysis by stakeholders and domain experts, rather than as a process which will supply absolute answers concerning student behaviour. In this light, we do not attempt to provide a quantitative evaluation of the effectiveness of the findings, but try to show, through cross-checking of results in a post-hoc analysis of the Music Circle MOOC data, the potential strengths of our method for use in future projects.

2 Related Work

Our approach is rooted in a network theory perspective. Jiawei et. al [Han et al., 2012] review data mining in this context, proposing that we can extract much more valuable

¹https://www.coursera.org/course/digitalmedia
information from a database by viewing it as a heterogeneous information network rather than a homogenous data repository. We draw on techniques highlighted by Holme and Saramäki [Holme and Saramäki, 2012]; they review the emerging field of temporal networks, looking at techniques for analysing how network topology changes over time, and how temporal information flows. There have been varied approaches to social network analysis, for example, Gottron and Pickhardt [Gottron et al., 2013] explore techniques for temporal analysis of social data, Gilbert et. al. use statistical methods to analyse Pinterest [Gilbert et al., 2013], and Diya et. al. [Yang et al., 2013] look for causes of student dropouts in MOOCs using a network theory approach. Rowe et. al. [Rowe et al., 2013] outline their technique for modelling and analysing the behaviour of users in online communities. They focus on defining individual role categories, and look at how the global composition of these roles changes over time. Chao et. al [Chau et al., 2011] look at the intersection between HCI and data mining, investigating interactive machine learning approaches, and sensemaking.

3 Music Circle

Our system (pictured in figure 1) allows students to share and discuss creative work, and acts as a research platform for studying the role of social media in learning [Brenton et al., 2014]. The key feature is the Social Timeline, an online environment for annotating and discussing time-based media. The Social Timeline allows students to highlight and comment on sections of time-based media, and to further discuss these comments. The website has been used in a variety of scenarios to explore creative feedback [d’Inverno and Still, 2014] between students, including jazz piano tuition and as a rehearsal support tool for musical ensembles.

Over the course of a MOOC in the summer of 2014, the website was employed for students to discuss, share feedback on and peer assess videos of their coursework pieces. During the six week course, the students were required to submit a piece of coursework every two weeks. Each coursework brief asked them to program a software application, and to submit a video demo of their application to the Music Circle website for peer assessment. Students were also asked to peer assess three other peoples’ work for each submission. As part of the peer assessment process, they could discuss other students’ work through the website.

To give an overview of the course statistics, during a six week period, 3716 users registered with the website. Of these, 3558 viewed one or more videos, 827 made one or more comments, and 258 made one or more replies to comments. 2898 videos were submitted for three separate assessments, and were viewed a total of 112,189 times. 7370 comments were made, along with 978 replies. Detailed log data was collected, including timestamped records of all discussions and all media viewing activity.

4 Encoding Stories

Having collected the data, we needed to present it in a format that was both interpretable by humans, and cluster-able by a computer. We built networks of data relating to singular concepts, and observed several network metrics as they evolved over time. In this way, we could use network measurements that put an individual’s actions into a global interconnected context, rather than observing them in local scope.

Two sets of networks were built, that separately represented commenting and viewing activity. Each set consisted of networks that evolved in two hour windows over the period of the MOOC, giving 503 networks in each set. This two hour period was chosen as a compromise between time resolution and practical limitations in data processing capacity. The networks had directed and weighted connections; each node represented a student, with weighted links representing the numbers of comments or views made from one student to another.

In this analysis, a set of four metrics were chosen for observation from each network. The first two were simple metrics which sum the (a) incoming and (b) outgoing weights of each node. These could also be calculated without using a network. The next was (c) betweenness centrality. This metric was chosen as it provides interesting representations of each user’s importance within the global context of the network, based on how much information flows through their node. It shows the extent that the actor is positioned on the shortest path between other pairs of nodes in the network [Leydesdorff, 2007]. Betweenness centrality is calculated based on link direction and weight, thereby using the full information available in the networks we constructed. The last metric was a calculation of each node’s (d) HITS authority. This was calculated with the HITS algorithm [Kleinberg et al., 1999], which gives a measurement of the importance of a node based on link structure. More specifically the algorithm gives each node two co-dependent scores; a hub score based on the authority of nodes that link to it, and an authority score based on how the degree to which the nodes that point to it are hubs.

These four metrics were observed for each two hour iteration of the networks, giving each student a set of timelines, one for each metric. The analysis provided a rich data set for further exploration. Network analysis was carried out using iPython with the NetworkX library.

5 Discovering Themes

Having collected the sets of timelines for each user, the next step was to cluster these timelines into similar groups to reveal underlying patterns. An exploratory approach was taken, searching for interesting features in the data set by creating both clusters of single features and clusters of compound features in order to reveal correlations between groups of metrics. Useful clustering results were obtained using two methods: k-means alone, and k-means with unsupervised pre-training using Restricted Boltzmann Machines. In the latter case, RBMs were used to find sparse, low dimensional representations of the salient features in the data, before k-means clustered these features. We used the Extended RBM from the Oger toolbox [Verstraeten et al., 2012], with gaussian visible units for our continuous valued data. The RBMs were trained with guidance from [Hinton, 2010].
Figure 1: A Screen Shot of the Music Circle Website
6 Visualising Crowd Behaviour

Having calculated clusters, we visualised them in two ways. Simple graphs of means and variances for each cluster group (e.g. figure 2) gave an easily interpretable summary. A more complex view showing members of individual clusters was presented in sets of polar graphs, where each graph displayed every individual timeline in a cluster, superimposed with semi-transparent colouring to show patterns of density (e.g. figure 3). Upon identifying a cluster of interest, a set of graphs was generated to show the cluster mean for each metric, compared to the global means (e.g. figure 4).

7 Results

An exploratory approach was taken to analysing the data, visualising features separately and in combination to find clusters of possible interest. The following examples describe salient outcomes of this process.

7.1 Example A: Betweenness Centrality

![Figure 2: Mean View Betweenness Timelines, in 5 Clusters](image)

Figure 2 shows the means of 5 clusters of betweenness centrality timelines from the views network, generated by training an RBM with 503 visible units and 5 hidden units, the output of which was clustered with k-means. In this context, we could consider betweenness centrality to indicate the extent to which a student is engaged in a community of other students who are active in viewing each others’ work. A large group of low activity users is shown in cluster 2, which is what would be expected in a social network dataset. A smaller group of high activity users is highlighted in cluster 4 (shown in more detail in figure 3). This timing of this higher viewing activity correlates with an incentive being offered to students for engaging in forum activity. Cluster 3’s value is dropping while other clusters are rising, indicating that this cluster may include students who need attention in some way. Further analysis shows that the number of comments received by this group is below the global average (see figure 4), strengthening the case that this group may need some sort of help or motivation.

7.2 Example B: HITS Authority

Clusters of the HITS authority timelines for the last 40% of the course were clustered using k-means (shown in figure 5). The graph shows that the students in cluster 4 have a steadily
declining authority, which may indicate the students in this group have low activity and are therefore becoming less important community members. The concern is verified when looking at their viewing timelines; they are significantly below the global mean for betweenness centrality of views.

7.3 Example C: A Compound Feature

Figure 6 shows 10 clusters of a compound feature, made with k-means. The first half is a betweenness centrality from the views network, and the second half is the same metric from the comments network. By joining features in this way, the clustering process can pick out potentially interesting correlations or contrasts between the sources. In this example, we can see that the students in cluster 5 have a relatively high value for views but a very low value for comments. This could indicate students who are potentially active, but are part of low activity peer communities, and would perhaps benefit from being introduced to new peers.

8 Discussion

By exploring and clustering the sets of timelines describing behaviour on Music Circle, it was possible to reveal global patterns of crowd behaviour in the specific context of the network metrics we observed. The clusters also highlighted groups of outliers; understanding these small groups can be of great value in trying to understand a complex social system, both in terms of isolating problems, and understanding positive deviance [Ramalingam, 2013]. The technique can be used both post-hoc and for live analysis. Post-hoc analysis can help us to understand crowd behaviour in order to improve the design of future iterations. Live analysis has a number of possible uses in the context of our platform; outlying groups may predict students who are likely to drop out or disengage, and need some contact, reward or support from peers and teachers. Outliers may also highlight successful groups who we may try to link with new peers to strengthen the overall community of learning. A further use is to give students live feedback of their status in terms of these metrics, in order to aid their learning or motivate them. For example, a live timeline of centrality in the comments network, together with a summary based on cluster membership, could provide a good motivator to increase commenting activities.

The first two examples in particular demonstrate the potential strengths of our analysis technique. Both highlight groups of interest, which are validated by patterns in other metrics on other domains. e.g. in example A, the betweenness centrality clusters for viewing behaviour highlight a group that may need attention. Further investigation of the commenting network reveals that this group is less active at making comments, compared to the global mean. Examples A and B also demonstrate the values of analysing our data from a network perspective, viewing user activity as a complex evolving system of interconnected nodes. In example A, the clusters highlight a group whose betweenness centrality is dropping progressively. Observing non-network based metrics for this group, i.e. the number of views made and received, the timelines for this group do not differ greatly from the global average, so this group would not show up in any clusters. However, the highlighting of the group is validated by their inactivity in commenting. In example B, a group is revealed whose HITS authority for comments is dropping. Again, this would be difficult to spot from this group’s number of comments made and received, which are close to the global average, but the choice is validated by revealing their low viewing activity. Overall, network analysis algorithms such as betweenness centrality and HITS evaluate each node in the wider context of a complex system. This means these metrics are much more sensitive to global events in the network, and can reveal dynamics that locally scoped measurements may fail to. The results show the merits of temporal analysis of these network metrics; the clusters of interest were highlighted by discovering anomalies in temporal dynamics, and reveal more detailed information compared to instantaneous analysis.

A challenge of using this system is in interpretation. To fully interpret a graph of clusters, it is necessary to understand the network analysis metric being presented, along with its meaning in the context of the network and in the wider context of the source domain of the data. For example, to understand betweenness centrality of commenting activity, we need to understand the concept of this measurement along with the network theory that supports it, and we also need to understand how people are connected by comments on Music Circle and the affordances of the interface that allow activity to propagate though the network of students. It’s also a challenge to present the clusters in an optimal way. The means and variance give a good idea of general trends but miss some details. The graphs of superimposed timelines can become dense and difficult to compare, but do give much more detail. Conducting analysis with both of these perspectives seems a good compromise, but ideally an interactive tool would be very useful.

9 Conclusions

The motivation for this project was to reveal patterns of global crowd behaviour based on a large scale database of social and educational activity. Our approach was to look at simple information through the perspective of network analysis. We observed how a variety of network analysis measurements vary over time, and then undertook an exploratory analysis of these timelines though clustering. The clusters highlighted interesting global behaviours of groups of users, and also re-
revealed smaller groups of outliers that may need some sort of intervention or attention. The strength of this technique is demonstrated in examples where the highlighted clusters were shown to need attention though cross checking with other data sources. The possibilities of our technique were demonstrated through post-hoc analysis of forum data. The next step would be to apply this technique on a live forum, and observe the effects of any pedagogical interventions that are made based on the analysis of the resulting data.

10 Future Work

The analysis highlights two areas which could benefit from further development. Firstly, the development of presentation tools to aid human analysis of the clusters. Secondly, the network analysis algorithms employed here have been successful in highlighting clusters but also add an extra layer of interpretation. It would be interesting to investigate the development of domain specific networks measurements, whose output is closely matched to the semantics of the forum behaviour being observed.
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