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Abstract. Factored gated restricted Boltzmann machine is a generative
model, which capable to extract the transformation from an image pair.
We extend this model by adding discriminative component, which allows
directly use this model as a classifier, instead of using the hidden unit
responses as features for another learning algorithm. To evaluate the
capabilities of this model, we have created a synthetically transformed
image pairs and demonstrated that the model is able to determine the
velocity of object presented on two consecutive images.
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1 Introduction

The gated Boltzmann machine is one of the models that uses multiplicative in-
teractions [8] for learning the representation, which can be useful to extract the
transformation between pairs of temporally coherent video frames [12]. Factor-
ized version of this model is presented in [9], where authors train the model on
shifts of random dot images and demonstrate that the model is able to identify
the different directions correctly. We continue this research by studying the pos-
sibility to predict not only directions, but also a shift value. From all types of
motion, we chose only translational motion, because it gives a great opportunity
to use this model in many vision tasks, such as object tracking or visual odom-
etry [4]. Therefore, the main objective of this work is to create a model that is
trained to identify velocity vector in the image coordinate.

Instead of using additional model on top of the mapping units, we are adding
discriminative component directly to the model. This technique was first applied
for restricted Boltzmann machine [6] and since that has become widely used for
similar models [11, 10]. In this paper, we are focused on the model that extracts
transformation from two consecutive images. Without considering the additional
discriminative component, there are several approaches of three-way structure
model training [9, 13]. We propose a simple learning algorithm and show that
it is not inferior to the existing. Moreover, our learning algorithm takes into
account additional label variables and we demonstrate how it effects the training
discriminative features. We refer to our model variants as classification factored
gated restricted Boltzmann machine (cfgRBM).
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Fig. 1. Left shows the schematic representation of the cfgRBM model. Factorized form
of the multiplicative interactions between two visible x, y and hidden h vectors de-
picted by triangles. The discriminative component is presented as one-hot encoded
label vector z. Right shows specially chosen four filter pairs learned on horizontally
shifted handwritten digits.

2 The Model

We propose a model (Fig. 1) in which the hidden units h not only captures
the relationship between two images x and y, but also interacts with associated
label z. The model is defined in the terms of its energy function and the function
consists of two basic parts. The first of these is the factored three-way Boltzmann
machine [13] and the second is classification restricted Boltzmann machine [5].
Combining these two models we defined expression for the energy function as
follows:
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where matrices W x,W y,Wh has size I×F, J×F and K×F respectively, I and
J are equal size of visible units, F - number of factors, K - number of hidden
units. The discriminative component is weight matrix V with size K × L and
one-hot encoded label vector z with L classes. Bias terms a, b, c and d associated
with two visible, hidden and label vectors respectively. We will assume that the
visible vectors are binary, but the model can be defined with real-valued units
[1]. Every column W x

·f and W y
·f can be consider as filter pairs (Fig. 1).

To train the model, we also need to define the joint probability distribution
over three vectors:

p(x, y, z) =

∑
h exp(−E(x, y, z, h))∑

x,y,z,h exp(−E(x, y, z, h))
, (2)

where the numerator is summing over all possible hidden vectors and denomi-
nator is partition function which cannot be efficiently approximated.
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2.1 Inference

The inference task of proposed model is defined as the problem of classifying
the motion between two related images. In order to choose the most probable
label under this model, we must compute conditional distribution p(z|x, y). We
have adapted the calculations from the case of single input units [5] for the case
of three-way interaction. As a result, for reasonable numbers of labels L, this
conditional distribution can be also computed exactly and efficiently, by writing
it as follows:

p(zl = 1 | x,y) =
exp(dl)

∏
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is an input to k hidden unit received from images x, y and estimated label l.

2.2 Learning

In order to train a cfgRBM to solve a classification problem, we need to learn the
model parameters Θ = (W x,W y,Wh, V, a, b, c, d). Given a training set Dtrain =
{(xα, yα, zα)} and a predefined joint distribution (2) between three variables,
the model can be trained by minimizing the negative log-likelihood:

Lgen(Dtrain) = −
|Dtrain|∑
a=1

log p(xα, yα, zα) . (5)

In order to minimize this function the gradient for any cfgRBM parameters
θ ∈ Θ can be written as follows:

−Eh|xα,yα,zα

[
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+ Ex,y,z,h

[
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]
, (6)

where subscript of the expectation denotes the distribution for variables. There
exists a learning rule [2], called “Contrastive Divergence”, which can be used
to approximate this gradient. Taking this rule into consideration we proposed
the Algorithm 1 for the training of cfgRBM model. The main difference from
the other approaches for training three-way interaction is in symmetrically sam-
ple vectors x,y in the negative phase. Detailed information about the partial
derivatives with respect to the model parameters can be obtained from [9, 5].

In case of factored three-way interactions the calculation of the gradient (6)
involves numerical instabilities. Especially when using a large input vectors. To
avoid this we also use a norm constraint on columns of matrics W x and W y. It
is a common approach to stabilizing learning. For example, the same recommen-
dations are given by [3] for method “Adaptive Subspace Self-Organizing Map”
to learn invariant properties of moving input patterns.
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Algorithm 1 Symmetric training update of the cfgRBM model

Require: training triplet (xα, yα, zα) and learning rate λ
# Notation
# a← b means a is set to value b
# a ∼ p means a is sampled from p

# Positive phase
x0 ← xα, y0 ← yα, z0 ← zα

h0
k ← sigm(okl0(x0, y0))

# Sample
ĥ ∼ p(h|x0, y0, z0)

# Negative phase
x1 ∼ p(x|y0, ĥ), y1 ∼ p(y|x0, ĥ), z1 ∼ p(z|ĥ)
h1
k ← sigm(okl1(x1,y1))

# Update
for θ ∈ Θ do

θ ← θ − λ
(
∂E(x0,y0,z0,h0)

∂θ
− ∂E(x1,y1,z1,h1)

∂θ

)
end for

3 Experiments

The main goal of this research is to build a model that is capable to extract
translational motion from two related images. Therefore, we created a synthetic
data consisting of image pairs in which the second image is horizontally and rel-
atively shifted towards the first. We take MNIST dataset1 and randomly choose
a shift value in the range [-3 3] for each image. As a result we get 7 possible
labels for 60, 000 training and 10, 000 test image pairs of relatively shifted hand-
written digits. All the models in the following experiments have 200 factors and
100 hidden units. For detailed information about learning parameters we refer
to our implementation2 of the models.

In the first experiment (Fig. 2), we compare different learning strategies for
the cfgRBM model. The first learning method is taken from [9], where authors
described a conditional model. The second method is proposed in [13], where
authors define the joint distribution for an image pair. The results show that
Algorithm 1 in the end of learning has the lowest classification and reconstruction
test error. It is also interesting to note that there are different delays before filters
become specialized in their frequency and phase-shift characteristics.

In the second experiment (Fig. 3), we compare hidden units activities of mod-
els with and without a discriminative component. In the first case we trained
a model completely unsupervised without any labeled information. In the sec-
ond case cfgRBM model was trained using Algorithm 1. The results show that

1 http://yann.lecun.com/exdb/mnist/
2 https://cit.ifmo.ru/~sorokin/cfgRBM/
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descriminative component has a strong effect on hidden features. In addition,
we also demonstrate an effect on the hidden units in the case with wrong label
information.

Fig. 2. Three learning stratagies for cfgRBM model. The reconstruction was calculated
only for y visible units. In both graphs the error value obtained on test set and the
ordinate is scaled logarithmically. Best view in color.

Fig. 3. Hidden units activations. For every test sample, activation of 100 hidden units
projected to 2D coordinates using t-SNE [7]. a) model trained without discriminative
component. b) model extendet with additional labeled units. c) exactly the same model
as in the case (b), but labels of classes {-3,-2} and {2,3} are deliberetly combined.
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4 Conclusion

In this paper, we incorporate supervision learning for factored gated restricted
Boltzmann machine model. Our results show that proposed model is capable to
identify the velocity of the object presented on two consecutive images. In the
future work we plan to apply this model for videos which may be represented
as a temporally ordered sequence of images. Particularly, the ability to extract
translational motion will be useful for tracking tasks.
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