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Abstract This paper proposes to define the field currently known as AIED 
not in terms of the technology used, but in terms of system behavior. Specifical-
ly, it is proposed that AIED is the science and engineering of systems that adapt 
to learners, so as to help bring about effective, efficient, and enjoyable learning 
experiences. But what, in general, is adaptivity? Intuitively, being adaptive 
means that the system adjusts the course of instruction in nuanced and effective 
ways based on learner differences, for example the goals and needs of individu-
al learners and group of learners. It is difficult to state necessary and sufficient 
conditions for the concept of adaptivity. Instead, I stipulate that a system is 
more adaptive to the degree that: (a) its design is grounded in a thorough (em-
pirical) understanding of learners in the given task domain, (b) it is appropriate-
ly interactive, and (c) it takes into account, in its pedagogical decision making, 
how individual learners measure up along different psychological dimensions. 
These factors help in comparing systems in terms of their degree of adaptivity. 
They imply that the presence of Artificial Intelligence technology is not a defin-
ing factor, even if it can be (and often is) instrumental in bringing about adap-
tivity.  

Introduction 

How we define our field (currently called AIED) influences how we position it vis-
à-vis other efforts to create learning technologies. This positioning is not merely aca-
demic. It may influence public perception and acceptance of our technologies. For 
example, it may influence how MOOC developers see the need for AIED technology 
in their courses, and may influence how the technology is accepted and spreads. Ex-
perts do not agree about how to define AIED or (relatedly) intelligent tutoring sys-
tems [25, p. 21], so the issue is not straightforward. How can we define our field in a 
way that is inclusive and honors its interdisciplinary nature, while also honoring the 
range of technologies that are typically being applied, whether AI technologies or 
not? 
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As with all educational technology, the goal of our field is to develop a science and 
practice for the design and implementation of technologies that can support effective, 
efficient, and pleasurable learning experiences for learners, groups of learners, in-
structors, and other stakeholders in the educational process. What sets our field apart 
is that we strive to make our systems  “intelligent” or “adaptive,” so as to be highly 
effective with a very wide range of learners. But what do these terms mean? Although 
the notion of intelligent and adaptive educational technologies is ill-defined, a shared 
intuition among researchers and practitioners may be that in order to be considered 
adaptive, a system must be sensitive to important learner differences; a system must 
have a nuanced way of deciding what, for a given learner or team of learners in a 
given situation, might be the best way of supporting them, given their learning history 
and learning goals. Such systems “understand learners” or, more broadly, “care,” as 
John Self famously argued [18]. 

Artificial Intelligence (AI) can often contribute to creating such systems. It has 
brought to our field a focus on representation and reasoning, and has highlighted 
modeling and investigations into the nature of knowledge as a key emphasis in the 
early days of AIED and intelligent tutoring systems (e.g., [19, 24]). Nonetheless, in 
my opinion, our field cannot and should not be defined in terms of whether the system 
has AI or not. One problem is that AI is an ill-defined concept – so it would merely be 
replacing one ill-defined concept (“adaptive learning technologies”) with another. 
More importantly, AI is neither necessary nor sufficient in order for learning technol-
ogies to be adaptive. The use of AI does not in and of itself make a system adaptive in 
a manner that supports learners effectively. Conversely, not all systems that are adap-
tive use AI. Also, defining our technologies in terms of the underlying technology 
seems fundamentally to be barking up the wrong tree. What matters is how learning is 
supported and whether learning is supported effectively. This viewpoint implies a 
focus on the behavior of systems [22] much more so than the underlying technology. 
The question whether AI to stay married to Ed is an interesting one. Perhaps this mar-
riage, which started out so interestingly, needs to now become an open marriage. 
Better yet, perhaps it needs to be reconceptualized, replaced with a broader, more 
productive vision, with a renewal of the vows! Definitely, AI should and will remain 
a central aspect of what we do but it should not be the defining characteristic. 

Intuitively, What is Adaptivity? 

Proposing that adaptivity should be the defining characteristic of AIED system 
begs the question, what is adaptivity? Intuitively, we assume that learners differ along 
(possibly) many dimensions (e.g., prior knowledge, affect, self-regulated learning 
skills) and that, all else being equal, instruction that takes these differences into ac-
count tends to be more effective than instruction that treats all learners as the same. 
Adaptivity is not binary, something a learning environment either has or does not 
have. Adaptivity is a matter of degree. Below I offer a more formal definition of adap-
tivity, first presented in Aleven, Beal, and Graesser [4]. The discussion in the current 
paper discussion in a paper currently under review [6], although it also broadens and 
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elaborates that discussion. Before I do so, perhaps it helps to get some obvious exam-
ples and non-examples on the table. We can then look at more borderline cases and 
offer a general definition for what it means for a system to be adaptive.  

Obvious (i.e., non-controversial) non-examples of adaptive learning technologies 
are for example textbook problems with final answers to each problem in the back of 
the book, especially when every student in the same class is assigned the same prob-
lems. Other examples that are probably not controversial are online text, lectures with 
Powerpoint slides, video lectures of famous professors, and documentaries. I am not 
claiming that these types of instructional material have no place in the educational 
process [14, 17]. They very well may but they seem to lack adaptivity. 

An obvious example of an adaptive learning technology may be an intelligent tu-
toring system, but what is it that makes it adaptive?  A typical answer from our field 
may be, a rich student model with many student-related variables (knowledge, affect, 
metacognition, motivation, social factors), updated in real-time, in a sophisticated 
manner, inferring the unobservable from the observable, and used in sophisticated 
pedagogical decision making at multiple levels. Each learner or team of learners gets 
the instruction that is most effective, efficient, or pleasurable for them. Instructional 
decisions are always based on nuanced, fully up-to-date information.  

It may be relevant also to point out that in many discussions about MOOCs and e-
learning, a very low bar is used when talking about personalization or adaptivity.  For 
example, Daphne Koller, one of the Coursera co-founders, in her Ted Talk 
(https://www.youtube.com/watch?v=U6FvJ6jMGHU), hails the ability to provide an 
error-specific feedback message (on an error discovered through data mining) as an 
important aspect of personalization of instruction in MOOCs. Further, in a widely-
used learning management system such as Moodle (https://moodle.org/) [16], even 
simple branching structures are considered to be adaptive forms of instruction, in 
contrast to the intuitions of many ITS researchers.  

A Somewhat Unsatisfactory Way to Define Adaptivity? 

Let me now examine a prior proposed definition of our concept of interest. The ar-
gument has been put forward that a key criterion for adaptivity in learning technolo-
gies is that the system has an inner loop [22], meaning that it provides step-level 
guidance during complex, multi-step problem solving or dialogues. This form of 
guidance is to be contrasted with answer-level guidance, in which feedback is provid-
ed only at the end of each problem. In his 2006 paper, VanLehn views the presence of 
an inner loop as a defining criterion for intelligent tutoring systems: “Systems that 
lack an inner loop are generally called Computer-Aided Instruction (CAI), Computer-
Based Training (CBT) or Web-Based Homework (WBH).  Systems that do have an 
inner loop are called Intelligent Tutoring Systems (ITS)” [22, p. 233]. In a later article 
[21], however, he seemed to back off: “Most intelligent tutoring systems have step-
based or substep-based granularities of interaction, whereas most other tutoring sys-
tems [emphasis added] (often called CAI, CBT, or CAL systems) have answer-based 
user interfaces.” Importantly, he points out that systems that provide step-based tutor-
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ing tend to have a stronger positive effect on student learning outcomes, compared to 
no tutoring conditions (i.e., a greater effect size) than systems that provide answer-
based tutoring (i.e., do not have an inner loop). VanLehn’s definition is attractive in 
many ways: It emphasizes adaptive behavior as a hallmark of intelligence, which 
seems right to us. It avoids debates about system architectures or about the thorny 
question, what is AI? It aligns with key empirical evidence. On the other hand, it is 
not without its shortcomings, reason perhaps that VanLehn seems to have backed off. 
Step-based guidance may not be very adaptive if the tutor can only recognize one 
particular set of steps through each problem. Also, certain desirable forms of adaptiv-
ity may not easily be viewed as step-level support (e.g., reacting to student affect or 
adaptive selection of problems in the system’s outer loop). Also, some systems that 
are commonly considered intelligent or adaptive have rather minimal inner loops such 
as ASSISTments [12], Wayang Outpost/Mathsprings [9], and Hint Factory tutors 
[20]. These systems all have a legitimate claim to being adaptive and intelligent. AS-
SISTments and Wayang Outpost/Mathsprings may not have an elaborate inner loop, 
but they have other features, such as being designed with a fundamental and sound 
understanding of student learning. Also, Wayang Outpost in its outer loop adapts to 
student metacognition and affect in certain ways. Similarly, Hint Factory tutors do not 
have on-board intelligence, yet behave like an intelligent tutor because of the next-
step hint capability.   

In this discussion, it is interesting to consider the degree to which specific forms of 
adaptivity are supported by empirical investigations (e.g., task analysis) and/or rigor-
ous research. For example, step-level feedback and cognitive mastery are strongly 
supported in the empirical ITS literature, as enhancing student learning [7, 8, 11, 15]. 
Although the ability to support multiple student strategies within a given problem is 
widely viewed as desirable, the only study I know that tested this assumption did not 
find evidence to support it [23].  

Adaptivity: A Proposed Definition 

Given these considerations, let me now highlight an alternative definition of adap-
tivity, first presented in a recent article by Aleven, Beal, and Graesser [4], who listed 
three key elements of advanced learning technologies.  For purposes of the current 
discussion, we can take this term to be synonymous with AIED; the key elements can 
therefore be viewed of key elements of the kind of adaptivity or intelligence we 
would like to see in our smart systems for education. 

   “Although defining ALTs (advanced learning technologies) is dif-
ficult, ALTs have 3 key elements to varying degrees: 

• First, these technologies are created by designers who have 
a substantial theoretical and empirical understanding of 
learners, learning, and the targeted subject matter. 

• Second, these systems provide a high degree of interactivi-
ty, reflecting a view of learning as a complex, constructive 
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activity on the part of learners that can be enhanced with de-
tailed, adaptive guidance. 

• Third, the system is capable of assessing learners, while 
they use the system, along different psychological dimen-
sions, such as mastery of the targeted domain knowledge, 
application of learning strategies, and experiences of affec-
tive states. On the basis of these assessments, the systems 
make pedagogical decisions that attempt to adapt to the 
needs of individual learners.” 

This definition lists factors, rather than necessary and sufficient conditions, thus 
acknowledging that adaptivity is an open-textured concept, that is, a concept whose 
meaning needs to be interpreted as we go, perhaps on a case-by-case basis, and per-
haps with a shift in meaning over time, as our field evolves and develops new and 
innovative forms of instructional support. Listing factors helps with defining the con-
cept flexibly in a way that enables us to talk about degrees of adaptivity, rather than 
view it as binary. It is interesting to point out, further, that these elements are technol-
ogy-agnostic; no specific technologies are mentioned or assumed. It is reasonable to 
think that the second and third key elements (interactivity with detailed guidance 
based on learner variables assessed by the system) will often involve AI technology. 
AI might be a particularly good match, given its emphasis on knowledge representa-
tion, reasoning, and problem solving, its concerns with diagnostic processes needed to 
infer and update learner models, and its concern with the nature of knowledge to be 
learned (e.g., [24]). Nonetheless, AI cannot be the one defining ingredient of what 
makes our systems adaptive. 

On a personal note, this definition marks an expected return to a central theme of 
my dissertation, which dealt with a tutoring system, CATO, for case-based legal ar-
gumentation, a quintessential ill-defined task domain [1, 2, 3]. CATO was designed to 
help beginning law students learn skills of argument by analogy, a common form of 
argument in the legal domain. That is, this work addresses debates about whether a 
given new case (a problem situation about which a legal claim has arisen) properly 
belongs to an open-textured category, which, as in our current discussion, was defined 
by factors, rather than necessary and sufficient conditions. A key mode of analyzing, 
exploring, and arguing is to compare the new case to carefully selected past cases 
with favorable and unfavorable decisions [10], with the factors functioning as key 
dimensions of comparison. In the legal domain, comparisons with past cases that have 
been authoritatively classified often bring substantial clarity, although not often prov-
ably correct answers. And so it is with our question of what it means for a learning 
environment to be adaptive, although with an interesting twist: Our own domain lacks 
authoritative classifications; we do not have a supreme arbiter of whether systems are 
officially AIED systems or not (nor, of course, should we strive to have such an arbi-
ter). We do have paradigm cases, however, landmark intelligent tutoring systems and 
even the hypothetical intelligent tutoring system sketched above. These systems can 
play an important role as anchors in enlightened discussions about the foundations of 
our field. 
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Element 1: Design Based on an Empirically-Grounded 
Understanding of Learners 

Perhaps it helps to elaborate on each of the three key elements (or factors). Inter-
estingly, the first element (i.e., the requirement that the designers have “a substantial 
theoretical and empirical understanding of learners, learning, and the targeted subject 
matter”) relates to the design of the system, not to system features or tech-
niques/methods/algorithms under the hood. (The discussion of this factor is informed 
by debates I have had with my colleague Ken Koedinger.) This requirement could be 
met in many different ways. Specific to the concerns of the field of AIED, the first 
part of this definition emphasizes (implicitly) the use of cognitive task analysis and 
educational data mining to guide system design or redesign, development, and cycli-
cal improvement.  A particularly attractive scenario is that the designers carry out 
cognitive task analysis activities up front to study learners’ ways of thinking in the 
given domain including their strategies and informal shortcuts, but also including the 
specific conceptual and procedural difficulties they experience. This scenario contin-
ues with the data-driven refinement of the system, preferably in ways in which the 
overall effectiveness of the system, in terms of out-of-system transfer of learning 
outcomes, preparation for future learning, learner (and instructor) satisfaction, and so 
forth, is continuously assessed, so that improvement from cycle to cycle is clearly 
visible. It may be clear that this vision fits particularly well with the current emphasis 
of big data in education. The fields of EDM and AIED can be at the forefront of this 
movement (see, e.g., [5]). 

A somewhat different way of thinking about this requirement may be that the pro-
ject team has specialists in a variety of fields, not just technology experts but also 
researchers in relevant branches of psychology, in education in the given subject area 
(e.g., math education, science education, legal reasoning, and so forth), as well practi-
tioners. 

This first factor implies a substantial broadening of how we think about adaptivity, 
compared for example to the intuitive notion discussed above and more generally, 
compared to how we, as a field, have construed the notion of adaptivity up until now. 
It raises the possibility of considering the design of systems, including even the 
choice of problems sets and detailed learning objectives, as part of what makes a sys-
tem adaptive. It may even make it possible to see a modicum of adaptivity in some of 
our prime examples of instructional materials previously considered as non-
controversial non-examples, such video lectures. When designed to target known 
challenges in learning, they meet the first factor, the more so when based on extensive 
empirical investigations of what is hard for learners to learn. They would however not 
be strong examples, as they would not meet the second and third factors. 

Element 2: Interactivity 

The second requirement for adaptivity is that a system supports a high degree of in-
teractivity, to provide guidance in complex and constructive learning activities. I do 
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not mean to say that more interactivity is always better; rather, in emphasizing the 
adaptive nature of the guidance that the system gives, the system is capable of provid-
ing an appropriate amount of guidance for the given learner(s) at the specific junction 
in their learning process. How much guidance is appropriate at what stages of learn-
ing is an interesting question [13].  

The second factor was included to help capture the emphasis that our field places 
on constructive learning activities and on learning by doing, rather than learning by 
(merely) reading, watching or listening. An interesting data mining study of data from 
a psychology online course suggests that learning by doing yields six times greater 
learning than reading online text in the course or watching the video lectures [14].  A 
clear cut case of the second factor would be an intelligent tutoring systems with de-
tailed guidance in their inner loop, even if we do not consider the presence of an inner 
loop as a defining characteristic. I do not mean to rule out systems or projects that 
focus on enhancing reading, watching, or listening by means of interactive support for 
comprehension or metacognitive strategies, for example. The second factor was in-
cluded partly to help rule out (or at least, help view as low on the adaptivity scale) the 
non-controversial non-examples listed above, such as fixed problem sets with only 
answer-level feedback in the back of the book, or long video lectures without interac-
tive activities 

Frankly, this second factor is the factor that I am the least sanguine about; it may 
be somewhat redundant with the third factor, and it is difficult to view interactivity 
per se as a good thing, contributing to learning. Then again, discussions around the 
notion of interactivity are interesting, as long as the discussants are mindful that it is 
not interactivity per se that matters, but how it supports learning or other desirable 
educational outcomes. Further, this factor highlights an important connection, namely, 
that of our field with the broader field of human-computer interaction. 

Element 3 –Change Instruction Depending on Learner Differences 

The third requirement, as mentioned, is that the system in its pedagogical decisions 
takes into account that learners differ and that the same learner is not the same for 
very long; learners change as they learn. For example, different learners have differ-
ent prior knowledge, may experience different affect during a given learning task, 
tend to have different goals for learning the material, and may differ in how they 
regulate their own learning. In collaborative learning situations, learners may have 
different collaboration skills and social skills; they may be a good or a poor match 
regarding prior knowledge or personality, and so forth. A system should be consid-
ered as more adaptive to the extent that it adjusts its instruction, both in the inner and 
outer loop, based on these learner variables and perhaps others.  

This requirement is consistent with Woolf’s emphasis on a system having a student 
model and using it to adapt instruction [25], traditionally viewed as a hallmark of 
“intelligent” tutoring. The system builds up and maintains a student model by contin-
uously assessing learners along various psychological dimensions (cognitive, meta-
cognitive, motivational, and so forth). This student model is then used as the basis for 
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individualization. Perhaps the requirement that it is the system doing the assessing is 
too stringent.  Perhaps the viewpoint that what is being assessed is the learner is too 
stringent as well. Alternative viewpoints would be that a group of learners is being 
assessed or perhaps that the system interprets the situation more than the learner(s) or 
group of learners, if that distinction makes sense (it may not). I do not mean to argue, 
however, that we define our field in terms of whether or not systems have a student 
model. That is, I do not mean to equate AIED with the field of UMAP. For example, 
it is conceivable that a system could be strong with respect to the first two factors but 
not the third and be generally accepted as belonging to the field of AIED. 

There are many interesting open questions regarding how systems (as well learning 
environments not strongly supported by technologies) should adapt to learners and 
which learner variables (or learner group variables) are most important in this regard. 
In my opinion, our field is uniquely positioned to extend the science of how instruc-
tion should adapt to individual differences. Of the three factors, the third reflects most 
clearly how we have traditionally viewed our field. 

Final Remarks 

In closing, it may be worth re-iterating that the proposed definition of adaptivity 
does not place emphasis on particular technologies; rather, it emphasizes the behavior 
of systems, much in line with VanLehn’s seminal 2006 article [22] and also in line 
with the Turing test as a behavioral test of intelligence. Another attractive property of 
this definition is that also honors the interdisciplinary foundations of our field. In my 
view, AIED was never only about technology (CS/AI, computational linguistics, and 
so forth); its strength has always been that it included people and methodologies from 
different fields, such as human-computer interaction, psychology (cognitive, educa-
tional, developmental, social), education, design, statistics, and so forth.  The field 
and its methodologies are interdisciplinary. Empirical evaluation of systems building 
has always been highly valued in our field, sometimes even to a fault (e.g., when in-
teresting new technology developments were not given air time at conferences before 
there are proven results). The emphasis on high-quality empirical work is enormously 
important toward the goal of creating a science for the design and implementation of 
technologies that can support effective, efficient, and pleasurable learning experiences 
for a wide range of learners. 

An implication of the proposed definition is that reviewer comments that “there is 
no AI in the system” or “the work does not push the envelop in terms of AI algo-
rithms applied to education” should be a thing of the past. Instead, reviewer feedback 
should refer to the factors listed above: systems not being designed with deep insight 
into learning and learners’ difficulties, not being interactive, and not being able to 
react in nuanced ways that make learning better. 

The way for AI to stay married to Ed is perhaps not to declare it an open marriage, 
but rather, to re-define the marriage so it is appropriately broad and open-ended, a 
way of renewing the vows. We hope that the thoughts offered in this paper can be 
helpful. 
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Finally, what’s in a name?  A lot, I would argue.  Our name reflects how we view 
ourselves, and in turn, how the rest of the world views us. Our current name honors 
AI as a central component as we do. I would much prefer that the disciplinary diversi-
ty and focus on behavior of systems be central. How about: 

 
 AIED = Adaptive Instruction:  Evaluation and Design? 
  

Or, if we are willing to tolerate AIEDD, how about: 
  
 AIEDD = Adaptive Instruction:  Evaluation, Development, and Design 
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