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Preface 
 
At its origin, the field of Artificial Intelligence in Education (AIEd) aimed to employ 
Artificial Intelligence techniques in the design of computer systems for learning.  The 
25th anniversary of the IJAIEd is a good opportunity to interrogate the aims and aspi-
rations of the field, its past and current achievements, while the AIED conference 
constitutes a timely forum for such an interrogation.  This workshop explores ques-
tions such as: 
	
  
• What is and what should be the role of AI in Education and conversely of Educa-

tion in AI?  Specifically, in the early days of AIED there seemed to be lots of AI 
in AIED, but now AI is more often a placeholder for any kind of advanced tech-
nology.  

• What is and what should be the motivation of AIEd as a field?  Supporting learn-
ing has been considered a great "challenge domain" for AI in that many of the big 
AI questions must be answered, at least to some extent, to build a sophisticated 
learning environment.  But, it seems that the ideas generated in AIED are neither 
influencing AI nor Education in any serious way.  Why not? 

• What is and what should be the balance of respective contributions to AIED from 
AI and Education as distinct fields of research and practice?  Both fields have 
well-established methodologies and practices, but the extent to which these are 
cross-fertilising under AIED is not clear. 

• A related question relates to the extent to which the results of AIEd research are 
meaningful to real educational practices?  Does the community even care?  

• What are the future directions for the field that could justify and maintain its 
unique identity? How does AIED differ from related disciplines such as Learning 
Sciences, ITS, and CSCL?  Or are these just labels for essentially the same re-
search discipline? 
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Whither or wither the AI of AIED? 

Judy Kay 

School of Information Technologies, University of Sydney, Australia 
judy.kay@sydney.edu.au 

 
Abstract. This position paper explores the relationship between the his-
toric roots of AIED and the challenges of restricting our vision to 
EdTech that has AI. It argues that the founders of AIED had a broad vi-
sion of the field, primarily driven by the goals of creating advanced 
technology for personalised learning. They were not wedded to a tech-
no-centric view, demanding use of particular techniques that are now 
thought of as “AI”. The paper argues that we have accepted work with 
no AI, notably in Open Learner Modelling. We discourage, either di-
rectly or just because of our name, work that is true to the AIED found-
ers’ vision. In doing so, we miss many exciting and promising ways to 
create better technology for education. 

1 What was the AI in the initial vision of AIED?  

So how did we come to be called AIED in the first place? In the early 
days of computing research, AI had a very broad brief.  It was driven by 
the vision that computers would one day be able to emulate the actions 
we describe as intelligent when people do them. What a bold vision this 
was --- at a time when computers were very slow, expensive and avail-
able only in research labs, military and business contexts. AI research 
stood in stark contrast to other the major areas of computing, such as 
hardware, operating systems, programming languages and numerical 
analysis.  It was AI that looked to real world applications and creating 
the visions of science fiction. 
 
AIED was born in the 1970s, with its first conferences in the 1980s 
(Self, 2015). It aspired to create applications that could help people 
learn. This was long before it was possible for most learners to even 
see, let alone use, a computer. A widely cited driver for our AIED re-
search was the vision that computers could help achieve Bloom’s fa-
mous 2-sigma learning benefits from personalized teaching by an ex-
pert teacher (Bloom, 1984).  Our community is still committed to this 
goal. But it is useful to consider what it meant. 
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The classic early work in AIED identified four key elements:  

• domain expertise;  
• teaching expertise;  
• student model; and  
• user interface.  

 
And so, the goal of researchers was to explore any or all of these archi-
tectural elements, towards building what was called an Intelligent Tu-
toring Systems (ITS) or AIED system. Overall, for both AIED and ITS, 
one key goal was to create computer systems that could provide per-
sonalised teaching, just as a knowledgeable teacher with expert teach-
ing skills could do. We still aim to do this. And another goal was to 
support excellent user interfaces --- with what we may now call natural 
user interfaces (such as natural language and speech) and rich forms of 
interaction (such as graphical user interfaces that are now the norm). 
The spirit of their vision included creating systems and interfaces that 
both mimic human expert teaching and to use other techniques that are 
better suited to machines. 
 
Since our early days, when the AIED community chose its name, a 
great deal has changed for AI, computing broadly, even for the behe-
moth of formal education and the commercial interests associated with 
those institutions and broader education. In parallel, AIED research has 
evolved in important ways. The next part of this paper explores these 
differences as a foundation for arguing that AI still has a place in AIED, 
but that it is not necessary for the still worthy and, as yet, unreached 
core vision of our founders. 

2 How has AI changed since the birth and naming of AIED?  

AI has become mainstream in the sense that it is part of the technology 
that each of us uses each day. This is well illustrated in the following 
descriptions from the EdX Introduction to AI1.   
 
Artificial intelligence is already all around you, from web search to video games. AI 
methods plan your driving directions, filter your spam, and focus your cameras on 
                                                             
1 https://www.edx.org/course/artificial-intelligence-uc-berkeleyx-cs188-1x-

0#.VQzBWUaI0k4 
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faces. AI lets you guide your phone with your voice and read foreign newspapers in 
English. Beyond today's applications, AI is at the core of many new technologies that 
will shape our future. From self-driving cars to household robots, advancements in AI 
help transform science fiction into real systems.  
 
I have added the bold font to highlight the sampler of technical areas 
alluded to: planning, filtering, vision, natural language translation. AI 
has been so successful that it has resulted in many off-the-shelf tools 
for these tasks, and for many other core AI tasks. AI has also changed 
from its focus on deep reasoning to large-scale statistical methods. This 
partly reflects the huge drop in the cost of memory and processing, 
along with the availability of networking. So, for example, an area like 
natural language translation has shifted from an early focus on user 
modeling and deep reasoning to statistical techniques for machine 
learning that makes use of large corpus data, particularly text which 
occurs naturally in online materials such as books, newspapers, social 
media sites, Wikipedia…. Where early work often involved complex 
reasoning, now it is possible, and sensible, to explore far simpler meth-
ods that harness huge amounts of data to achieve more robust and prac-
tical systems. 
 
AI has earned a place as part of a standard computing undergraduate 
degree. Similarly, some other core areas of the computing syllabus in-
clude databases, HCI, software engineering, graphics. Such areas have 
now established a substantial collection of techniques that belong in the 
computing professional’s toolkit. All of these, not just AI methods, 
should be used to achieve the core goals of AIED.  
 
AI has achieved much in its long history, often resulting in new com-
munities that are more problem-, rather than technique-focused. For 
example, robotics researchers have their own publication venues; while 
they may also publish in AI venues when they create a new contribu-
tion to the body of knowledge in AI, their core goals are to create effec-
tive robots. High impact research may be based on new ways to make 
effective use of existing software tools for AI, database, graphical, lan-
guage, vision systems…. Similarly, separate communities have 
emerged in areas that are central to the AIED vision of effective inter-
faces, notably natural language generation and understanding and sys-
tems based on vision and depth sensing to provide NUI, natural user 
interaction. This offers support for learning away from the desktop. It 
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opens possibilities for just-in-time learning, teachable moments and 
kinesthetic interaction that can be valuable for learning. 
 
In summary, AI is pervasive and it is just one, of many, software tools 
that AIED researchers should draw upon to create the future of tech-
nology to enhance learning and education. 
 

3 How has education changed since the birth and naming of 
AIED?  

Over the history of AIED, computing has changed radically. Every po-
tential learner in the developed world now has easy access to many 
forms of computers in their daily lives. And they will have many more, 
including personal devices, wearables, mobiles, portables and desktops 
and well as embedded systems such as interactive tables and walls and 
smart environments. The interface will have input modalities that in-
clude natural language, speech, gaze and gestures as well as keyboard 
and mouse. Diverse sensors will provide indirect input, such as eye-
tracking, mood detectors and activity trackers. Even in the developing 
world, there is increasing availability of personal technology, particu-
larly mobile phones. 
 
This explosion of computing devices has finally begun to have a deep 
impact on education, both formal and informal. Our educational institu-
tions make extensive use of computers. Those uses range from core 
productivity tools, through to tools for particular disciplines as well as 
personalized and collaborative learning tools. They link the formal and 
informal, for life-wide learning support.  
 
This has seen the emergence of communities that follow the AIED 
founder vision for using technology to enhance education. One recent 
example has seen the emergence of the Learning Analytics community. 
They represent the mainstream of education exploring ways to harness 
data from even administrative tools (such as those used to capture de-
tails of student demographics) and certainly for widespread learning 
tools, such as Learner Management Systems.  
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Another emerging example, this time for lifelong, life-wide learning is 
due to sensor technology. For example, wearable activity trackers can 
be viewed as a valuable data source to an AIED system. They are a 
form of the interface element, just as surely as a keyboard, drawing 
tablet or spoken input is.  Such sensors can play a key role for personal-
ized teaching, such as interfaces to help people set effective goals and 
plans, self-monitor progress on these, discover which personal strate-
gies are effective for achieving goals and to learn about new strategies.  
 
Yet another recent EdTech innovation is the MOOC. This is exciting on 
several levels. MOOCs offer the possibility for a very broad population 
of learners to have access to high quality personalised learning oppor-
tunities. MOOC platforms emerged from the elite computer science 
research world. This is striking as computer scientists, with outstanding 
expertise in diverse areas of computing, have so clearly committed to 
creating innovative teaching systems. MOOCs provide exciting green 
fields for EDM and for translating our years of AIED research into 
widely used software systems. 
 
These illustrate just three of many trends that matter for AIED. They 
are pervasive and have high impact. All are currently outside the core 
of what some members of our community see as AIED. There is a real 
risk that a paper reporting any of these would be rejected for lacking AI. 
And authors may assume this, and submit such work elsewhere. Yet all 
three do offer personalized learning, as the term is described in the 
broader community. All have data about learners and it is widely rec-
ognized that this data is important for informing the learning. Should 
we call that data a learner model? Why not? Do those communities 
consider it a learner model? Probably not. Should we object to calling 
such data a learner model representation just because it is simple by AI 
standards, rather than complex. Surely these classes of EdTech are 
within the scope of the vision of the AIED founders. 

4 How has AIED changed? And not? Personal case studies. 

The last section suggested that AIED has not changed enough to keep 
up with the dramatic shifts in the real world of education. This section 
explores some of the ways that the AIED community has already made 
steps towards accepting research that has little or no AI. There have 
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been AIED papers dealing with essentially the software engineering 
aspects of sophisticated AI systems. For example, these include the 
creation of interfaces to make it easier for non-technical users to design 
and modify the teaching in a complex AIED system; such work tackles 
the problem that an AIED system needs a better user-friendly interface.  
 
But there has also been work that has no element of AI at all. Lest I risk 
offending others, I illustrate this in terms of my own work that has been 
published in AIED and ITS venues but does not have AI. As a young 
researcher, I was excited at the AIED vision of creating personalized 
teaching system. I concluded that a key is the learner model because it 
drives the personalisation, based on its data about the learner. But I was 
also committed to treating the learner model as the personal data of the 
learner and to respect the asymmetry in the relationship that should ex-
its between a person and a machine, where the person should be able to 
maintain a sense of control. 
 
This focus led me to work on creating learner models that respected the 
learner’s right to control their own data, to help the learner to be re-
sponsible for their own learning. As a foundation for learner control, I 
concluded that it was important to create learner modeling middleware 
that was designed, from its foundations, to enable the learner to scruti-
nize the learner model and the associated personalization processes. 
Issues of personal data privacy are not mainstream AI concerns. But 
they are important for real world deployments. This is reflected in the 
2012 workshop by leaders of the MOOC community, resulting in the 
Asilomar Convention for Learning Research in Higher Education2. 
While the philosophical standpoint of learner control was a key driver 
for my research, there are also more pragmatic aspects. One relates to 
the deeply fallible process of learner modeling. Since the data about 
learners is generally noisy, unreliable and incomplete, I wanted to cre-
ate interfaces to the learner model, Open Learner Models (OLMs), that 
enabled the learner to see their model and how teaching applications 
interpret and use it. This could enable them to correct it. They could 
also alter it in other ways if they wished to introduce incorrect data. 
(The underlying representation avoids this from corrupting the model, 
and supports multiple views and interpretations of the model). That 
work was accepted by the AIED and ITS communities, as evidenced by 
                                                             
2 http://asilomar-highered.info/ 
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publications, such as Kay (2000; 2000a), Kay & Lum (2005) and 
Czarkowski et al (2005). The learner model representations in that 
work did not require, or make use of, sophisticated AI. 
 
Concerns for systems aspects led to my work on user and learner model 
servers. This is important for practical systems, but it is not AI (Kay et 
al 2002; Brusilovsky, 2003; Brusilovsky et al, 2005; Assad et al, 2007; 
Kay and Kummerfeld, 2012). Designing OLM interfaces is essentially 
HCI, with a strong focus on user-centred design, rather than AI. The 
challenge of building systems that work effectively also makes it desir-
able to create the simplest technical solution that is effective, in that it 
achieves the intended task. This is good software engineering, good 
sense and also an excellent foundation for creating OLM interfaces that 
are simple enough make the model understandable and scrutable. In 
line with the view of learning data as belonging to the user and under 
their control, even my earliest implementations of the learner model 
placed it outside any single application (Kay 1994). The move to learn-
er model servers (Kay et al, 2002) continued the move towards a cloud-
based independent learner model as a first class citizen (Kay 2008; Bull 
and Kay 2010). None of these concerns are AI. 
 
Learner models are clearly core to AIED; they are one of the four ele-
ments of personalized teaching. Papers on OLMs have been published 
in our journal and conferences, as reviewed by Desmarais and Baker 
(2012). Some have used sophisticated AIED representations, such as 
cognitive and constraint-based models and Bayesian nets. However, my 
own work, and key work by other prominent OLM researchers has typ-
ically had rather simple learner models. There was no need for complex 
AI techniques. The defining characteristic of an OLM is that it provides 
an interface onto a data structure where both were explicitly designed 
to provide a view of the learner model that would be useful to the 
learner.  
 
A foundation for designing a learner model is the definition of the do-
main ontology and the processes to transform learning data into infer-
ences about that learning ontology. In my work, it could more accurate-
ly be described as defining the curriculum in terms of the learning ob-
jectives. Then the inference is essentially a mapping from learning data 
onto that curriculum, using the simplest effective interpretation. While 
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some reviewers have criticized some of this work for the lack of AI, 
they have never explained why a more complex AI approach would be 
useful or how such modest and simple approaches are inadequate to the 
task. Nor have they argued the work is not useful. I believe that OLM 
research is true to the aspirations of the founders of the AIED commu-
nity, even if it has no element of what is currently AI. 
 
While OLM research is accepted in AIED, my other current research 
involves creating interfaces for surface computing, with large screen 
interactive tabletops and walls. This is exciting stuff. Some of it has 
made it into AIED venues (Martinez-Maldonado et al, 2011, 2012, 
2013, 2014). This work used the data from small group interaction at a 
tabletop to model the effectiveness of collaboration. This used EDM 
methods to interpret the raw data, to distinguish more, and less, effec-
tive collaboration in groups of students. We trialled that work in a lab 
setting. However, when we moved into the wild, with real classrooms 
and real teachers, the actual demands of the classroom called for far 
simpler learner models. For this real world context, we took the same 
digital footprints of the learners, but this time presented them in very 
simple OLMs (Martinez-Maldonado et al, 2012, 2014). That was what 
met the teacher’s needs; it did not have or need AI for the core of the 
research. Some of it seemed to have enough AI or OLM content to 
make to our conferences, much did not. 
 
In summary, the publications of the AIED community already include 
some research that provides innovative teaching systems but does not 
need AI and reports none. But we still exclude other interesting and 
innovative work, or authors self-exclude it. 
 

5 Summary 

This position paper has argued that the foundation vision for AIED was 
to create personalised learning systems, with highly effective interfaces, 
and that this vision is still relevant to the AIED community. There is 
much that remains to be done if we are to create the four core compo-
nents of AIED architectures. But over the last 25 years, AI has changed, 
as has education and EdTech. We run the real risk of being left behind 
some of the most exciting and novel directions if we insist on restrict-
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ing our research to systems that create or use AI, as it is understood 
today.  
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Abstract This paper proposes to define the field currently known as AIED 
not in terms of the technology used, but in terms of system behavior. Specifical-
ly, it is proposed that AIED is the science and engineering of systems that adapt 
to learners, so as to help bring about effective, efficient, and enjoyable learning 
experiences. But what, in general, is adaptivity? Intuitively, being adaptive 
means that the system adjusts the course of instruction in nuanced and effective 
ways based on learner differences, for example the goals and needs of individu-
al learners and group of learners. It is difficult to state necessary and sufficient 
conditions for the concept of adaptivity. Instead, I stipulate that a system is 
more adaptive to the degree that: (a) its design is grounded in a thorough (em-
pirical) understanding of learners in the given task domain, (b) it is appropriate-
ly interactive, and (c) it takes into account, in its pedagogical decision making, 
how individual learners measure up along different psychological dimensions. 
These factors help in comparing systems in terms of their degree of adaptivity. 
They imply that the presence of Artificial Intelligence technology is not a defin-
ing factor, even if it can be (and often is) instrumental in bringing about adap-
tivity.  

Introduction 

How we define our field (currently called AIED) influences how we position it vis-
à-vis other efforts to create learning technologies. This positioning is not merely aca-
demic. It may influence public perception and acceptance of our technologies. For 
example, it may influence how MOOC developers see the need for AIED technology 
in their courses, and may influence how the technology is accepted and spreads. Ex-
perts do not agree about how to define AIED or (relatedly) intelligent tutoring sys-
tems [25, p. 21], so the issue is not straightforward. How can we define our field in a 
way that is inclusive and honors its interdisciplinary nature, while also honoring the 
range of technologies that are typically being applied, whether AI technologies or 
not? 
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As with all educational technology, the goal of our field is to develop a science and 
practice for the design and implementation of technologies that can support effective, 
efficient, and pleasurable learning experiences for learners, groups of learners, in-
structors, and other stakeholders in the educational process. What sets our field apart 
is that we strive to make our systems  “intelligent” or “adaptive,” so as to be highly 
effective with a very wide range of learners. But what do these terms mean? Although 
the notion of intelligent and adaptive educational technologies is ill-defined, a shared 
intuition among researchers and practitioners may be that in order to be considered 
adaptive, a system must be sensitive to important learner differences; a system must 
have a nuanced way of deciding what, for a given learner or team of learners in a 
given situation, might be the best way of supporting them, given their learning history 
and learning goals. Such systems “understand learners” or, more broadly, “care,” as 
John Self famously argued [18]. 

Artificial Intelligence (AI) can often contribute to creating such systems. It has 
brought to our field a focus on representation and reasoning, and has highlighted 
modeling and investigations into the nature of knowledge as a key emphasis in the 
early days of AIED and intelligent tutoring systems (e.g., [19, 24]). Nonetheless, in 
my opinion, our field cannot and should not be defined in terms of whether the system 
has AI or not. One problem is that AI is an ill-defined concept – so it would merely be 
replacing one ill-defined concept (“adaptive learning technologies”) with another. 
More importantly, AI is neither necessary nor sufficient in order for learning technol-
ogies to be adaptive. The use of AI does not in and of itself make a system adaptive in 
a manner that supports learners effectively. Conversely, not all systems that are adap-
tive use AI. Also, defining our technologies in terms of the underlying technology 
seems fundamentally to be barking up the wrong tree. What matters is how learning is 
supported and whether learning is supported effectively. This viewpoint implies a 
focus on the behavior of systems [22] much more so than the underlying technology. 
The question whether AI to stay married to Ed is an interesting one. Perhaps this mar-
riage, which started out so interestingly, needs to now become an open marriage. 
Better yet, perhaps it needs to be reconceptualized, replaced with a broader, more 
productive vision, with a renewal of the vows! Definitely, AI should and will remain 
a central aspect of what we do but it should not be the defining characteristic. 

Intuitively, What is Adaptivity? 

Proposing that adaptivity should be the defining characteristic of AIED system 
begs the question, what is adaptivity? Intuitively, we assume that learners differ along 
(possibly) many dimensions (e.g., prior knowledge, affect, self-regulated learning 
skills) and that, all else being equal, instruction that takes these differences into ac-
count tends to be more effective than instruction that treats all learners as the same. 
Adaptivity is not binary, something a learning environment either has or does not 
have. Adaptivity is a matter of degree. Below I offer a more formal definition of adap-
tivity, first presented in Aleven, Beal, and Graesser [4]. The discussion in the current 
paper discussion in a paper currently under review [6], although it also broadens and 
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elaborates that discussion. Before I do so, perhaps it helps to get some obvious exam-
ples and non-examples on the table. We can then look at more borderline cases and 
offer a general definition for what it means for a system to be adaptive.  

Obvious (i.e., non-controversial) non-examples of adaptive learning technologies 
are for example textbook problems with final answers to each problem in the back of 
the book, especially when every student in the same class is assigned the same prob-
lems. Other examples that are probably not controversial are online text, lectures with 
Powerpoint slides, video lectures of famous professors, and documentaries. I am not 
claiming that these types of instructional material have no place in the educational 
process [14, 17]. They very well may but they seem to lack adaptivity. 

An obvious example of an adaptive learning technology may be an intelligent tu-
toring system, but what is it that makes it adaptive?  A typical answer from our field 
may be, a rich student model with many student-related variables (knowledge, affect, 
metacognition, motivation, social factors), updated in real-time, in a sophisticated 
manner, inferring the unobservable from the observable, and used in sophisticated 
pedagogical decision making at multiple levels. Each learner or team of learners gets 
the instruction that is most effective, efficient, or pleasurable for them. Instructional 
decisions are always based on nuanced, fully up-to-date information.  

It may be relevant also to point out that in many discussions about MOOCs and e-
learning, a very low bar is used when talking about personalization or adaptivity.  For 
example, Daphne Koller, one of the Coursera co-founders, in her Ted Talk 
(https://www.youtube.com/watch?v=U6FvJ6jMGHU), hails the ability to provide an 
error-specific feedback message (on an error discovered through data mining) as an 
important aspect of personalization of instruction in MOOCs. Further, in a widely-
used learning management system such as Moodle (https://moodle.org/) [16], even 
simple branching structures are considered to be adaptive forms of instruction, in 
contrast to the intuitions of many ITS researchers.  

A Somewhat Unsatisfactory Way to Define Adaptivity? 

Let me now examine a prior proposed definition of our concept of interest. The ar-
gument has been put forward that a key criterion for adaptivity in learning technolo-
gies is that the system has an inner loop [22], meaning that it provides step-level 
guidance during complex, multi-step problem solving or dialogues. This form of 
guidance is to be contrasted with answer-level guidance, in which feedback is provid-
ed only at the end of each problem. In his 2006 paper, VanLehn views the presence of 
an inner loop as a defining criterion for intelligent tutoring systems: “Systems that 
lack an inner loop are generally called Computer-Aided Instruction (CAI), Computer-
Based Training (CBT) or Web-Based Homework (WBH).  Systems that do have an 
inner loop are called Intelligent Tutoring Systems (ITS)” [22, p. 233]. In a later article 
[21], however, he seemed to back off: “Most intelligent tutoring systems have step-
based or substep-based granularities of interaction, whereas most other tutoring sys-
tems [emphasis added] (often called CAI, CBT, or CAL systems) have answer-based 
user interfaces.” Importantly, he points out that systems that provide step-based tutor-
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ing tend to have a stronger positive effect on student learning outcomes, compared to 
no tutoring conditions (i.e., a greater effect size) than systems that provide answer-
based tutoring (i.e., do not have an inner loop). VanLehn’s definition is attractive in 
many ways: It emphasizes adaptive behavior as a hallmark of intelligence, which 
seems right to us. It avoids debates about system architectures or about the thorny 
question, what is AI? It aligns with key empirical evidence. On the other hand, it is 
not without its shortcomings, reason perhaps that VanLehn seems to have backed off. 
Step-based guidance may not be very adaptive if the tutor can only recognize one 
particular set of steps through each problem. Also, certain desirable forms of adaptiv-
ity may not easily be viewed as step-level support (e.g., reacting to student affect or 
adaptive selection of problems in the system’s outer loop). Also, some systems that 
are commonly considered intelligent or adaptive have rather minimal inner loops such 
as ASSISTments [12], Wayang Outpost/Mathsprings [9], and Hint Factory tutors 
[20]. These systems all have a legitimate claim to being adaptive and intelligent. AS-
SISTments and Wayang Outpost/Mathsprings may not have an elaborate inner loop, 
but they have other features, such as being designed with a fundamental and sound 
understanding of student learning. Also, Wayang Outpost in its outer loop adapts to 
student metacognition and affect in certain ways. Similarly, Hint Factory tutors do not 
have on-board intelligence, yet behave like an intelligent tutor because of the next-
step hint capability.   

In this discussion, it is interesting to consider the degree to which specific forms of 
adaptivity are supported by empirical investigations (e.g., task analysis) and/or rigor-
ous research. For example, step-level feedback and cognitive mastery are strongly 
supported in the empirical ITS literature, as enhancing student learning [7, 8, 11, 15]. 
Although the ability to support multiple student strategies within a given problem is 
widely viewed as desirable, the only study I know that tested this assumption did not 
find evidence to support it [23].  

Adaptivity: A Proposed Definition 

Given these considerations, let me now highlight an alternative definition of adap-
tivity, first presented in a recent article by Aleven, Beal, and Graesser [4], who listed 
three key elements of advanced learning technologies.  For purposes of the current 
discussion, we can take this term to be synonymous with AIED; the key elements can 
therefore be viewed of key elements of the kind of adaptivity or intelligence we 
would like to see in our smart systems for education. 

   “Although defining ALTs (advanced learning technologies) is dif-
ficult, ALTs have 3 key elements to varying degrees: 

• First, these technologies are created by designers who have 
a substantial theoretical and empirical understanding of 
learners, learning, and the targeted subject matter. 

• Second, these systems provide a high degree of interactivi-
ty, reflecting a view of learning as a complex, constructive 
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activity on the part of learners that can be enhanced with de-
tailed, adaptive guidance. 

• Third, the system is capable of assessing learners, while 
they use the system, along different psychological dimen-
sions, such as mastery of the targeted domain knowledge, 
application of learning strategies, and experiences of affec-
tive states. On the basis of these assessments, the systems 
make pedagogical decisions that attempt to adapt to the 
needs of individual learners.” 

This definition lists factors, rather than necessary and sufficient conditions, thus 
acknowledging that adaptivity is an open-textured concept, that is, a concept whose 
meaning needs to be interpreted as we go, perhaps on a case-by-case basis, and per-
haps with a shift in meaning over time, as our field evolves and develops new and 
innovative forms of instructional support. Listing factors helps with defining the con-
cept flexibly in a way that enables us to talk about degrees of adaptivity, rather than 
view it as binary. It is interesting to point out, further, that these elements are technol-
ogy-agnostic; no specific technologies are mentioned or assumed. It is reasonable to 
think that the second and third key elements (interactivity with detailed guidance 
based on learner variables assessed by the system) will often involve AI technology. 
AI might be a particularly good match, given its emphasis on knowledge representa-
tion, reasoning, and problem solving, its concerns with diagnostic processes needed to 
infer and update learner models, and its concern with the nature of knowledge to be 
learned (e.g., [24]). Nonetheless, AI cannot be the one defining ingredient of what 
makes our systems adaptive. 

On a personal note, this definition marks an expected return to a central theme of 
my dissertation, which dealt with a tutoring system, CATO, for case-based legal ar-
gumentation, a quintessential ill-defined task domain [1, 2, 3]. CATO was designed to 
help beginning law students learn skills of argument by analogy, a common form of 
argument in the legal domain. That is, this work addresses debates about whether a 
given new case (a problem situation about which a legal claim has arisen) properly 
belongs to an open-textured category, which, as in our current discussion, was defined 
by factors, rather than necessary and sufficient conditions. A key mode of analyzing, 
exploring, and arguing is to compare the new case to carefully selected past cases 
with favorable and unfavorable decisions [10], with the factors functioning as key 
dimensions of comparison. In the legal domain, comparisons with past cases that have 
been authoritatively classified often bring substantial clarity, although not often prov-
ably correct answers. And so it is with our question of what it means for a learning 
environment to be adaptive, although with an interesting twist: Our own domain lacks 
authoritative classifications; we do not have a supreme arbiter of whether systems are 
officially AIED systems or not (nor, of course, should we strive to have such an arbi-
ter). We do have paradigm cases, however, landmark intelligent tutoring systems and 
even the hypothetical intelligent tutoring system sketched above. These systems can 
play an important role as anchors in enlightened discussions about the foundations of 
our field. 
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Element 1: Design Based on an Empirically-Grounded 
Understanding of Learners 

Perhaps it helps to elaborate on each of the three key elements (or factors). Inter-
estingly, the first element (i.e., the requirement that the designers have “a substantial 
theoretical and empirical understanding of learners, learning, and the targeted subject 
matter”) relates to the design of the system, not to system features or tech-
niques/methods/algorithms under the hood. (The discussion of this factor is informed 
by debates I have had with my colleague Ken Koedinger.) This requirement could be 
met in many different ways. Specific to the concerns of the field of AIED, the first 
part of this definition emphasizes (implicitly) the use of cognitive task analysis and 
educational data mining to guide system design or redesign, development, and cycli-
cal improvement.  A particularly attractive scenario is that the designers carry out 
cognitive task analysis activities up front to study learners’ ways of thinking in the 
given domain including their strategies and informal shortcuts, but also including the 
specific conceptual and procedural difficulties they experience. This scenario contin-
ues with the data-driven refinement of the system, preferably in ways in which the 
overall effectiveness of the system, in terms of out-of-system transfer of learning 
outcomes, preparation for future learning, learner (and instructor) satisfaction, and so 
forth, is continuously assessed, so that improvement from cycle to cycle is clearly 
visible. It may be clear that this vision fits particularly well with the current emphasis 
of big data in education. The fields of EDM and AIED can be at the forefront of this 
movement (see, e.g., [5]). 

A somewhat different way of thinking about this requirement may be that the pro-
ject team has specialists in a variety of fields, not just technology experts but also 
researchers in relevant branches of psychology, in education in the given subject area 
(e.g., math education, science education, legal reasoning, and so forth), as well practi-
tioners. 

This first factor implies a substantial broadening of how we think about adaptivity, 
compared for example to the intuitive notion discussed above and more generally, 
compared to how we, as a field, have construed the notion of adaptivity up until now. 
It raises the possibility of considering the design of systems, including even the 
choice of problems sets and detailed learning objectives, as part of what makes a sys-
tem adaptive. It may even make it possible to see a modicum of adaptivity in some of 
our prime examples of instructional materials previously considered as non-
controversial non-examples, such video lectures. When designed to target known 
challenges in learning, they meet the first factor, the more so when based on extensive 
empirical investigations of what is hard for learners to learn. They would however not 
be strong examples, as they would not meet the second and third factors. 

Element 2: Interactivity 

The second requirement for adaptivity is that a system supports a high degree of in-
teractivity, to provide guidance in complex and constructive learning activities. I do 
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not mean to say that more interactivity is always better; rather, in emphasizing the 
adaptive nature of the guidance that the system gives, the system is capable of provid-
ing an appropriate amount of guidance for the given learner(s) at the specific junction 
in their learning process. How much guidance is appropriate at what stages of learn-
ing is an interesting question [13].  

The second factor was included to help capture the emphasis that our field places 
on constructive learning activities and on learning by doing, rather than learning by 
(merely) reading, watching or listening. An interesting data mining study of data from 
a psychology online course suggests that learning by doing yields six times greater 
learning than reading online text in the course or watching the video lectures [14].  A 
clear cut case of the second factor would be an intelligent tutoring systems with de-
tailed guidance in their inner loop, even if we do not consider the presence of an inner 
loop as a defining characteristic. I do not mean to rule out systems or projects that 
focus on enhancing reading, watching, or listening by means of interactive support for 
comprehension or metacognitive strategies, for example. The second factor was in-
cluded partly to help rule out (or at least, help view as low on the adaptivity scale) the 
non-controversial non-examples listed above, such as fixed problem sets with only 
answer-level feedback in the back of the book, or long video lectures without interac-
tive activities 

Frankly, this second factor is the factor that I am the least sanguine about; it may 
be somewhat redundant with the third factor, and it is difficult to view interactivity 
per se as a good thing, contributing to learning. Then again, discussions around the 
notion of interactivity are interesting, as long as the discussants are mindful that it is 
not interactivity per se that matters, but how it supports learning or other desirable 
educational outcomes. Further, this factor highlights an important connection, namely, 
that of our field with the broader field of human-computer interaction. 

Element 3 –Change Instruction Depending on Learner Differences 

The third requirement, as mentioned, is that the system in its pedagogical decisions 
takes into account that learners differ and that the same learner is not the same for 
very long; learners change as they learn. For example, different learners have differ-
ent prior knowledge, may experience different affect during a given learning task, 
tend to have different goals for learning the material, and may differ in how they 
regulate their own learning. In collaborative learning situations, learners may have 
different collaboration skills and social skills; they may be a good or a poor match 
regarding prior knowledge or personality, and so forth. A system should be consid-
ered as more adaptive to the extent that it adjusts its instruction, both in the inner and 
outer loop, based on these learner variables and perhaps others.  

This requirement is consistent with Woolf’s emphasis on a system having a student 
model and using it to adapt instruction [25], traditionally viewed as a hallmark of 
“intelligent” tutoring. The system builds up and maintains a student model by contin-
uously assessing learners along various psychological dimensions (cognitive, meta-
cognitive, motivational, and so forth). This student model is then used as the basis for 
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individualization. Perhaps the requirement that it is the system doing the assessing is 
too stringent.  Perhaps the viewpoint that what is being assessed is the learner is too 
stringent as well. Alternative viewpoints would be that a group of learners is being 
assessed or perhaps that the system interprets the situation more than the learner(s) or 
group of learners, if that distinction makes sense (it may not). I do not mean to argue, 
however, that we define our field in terms of whether or not systems have a student 
model. That is, I do not mean to equate AIED with the field of UMAP. For example, 
it is conceivable that a system could be strong with respect to the first two factors but 
not the third and be generally accepted as belonging to the field of AIED. 

There are many interesting open questions regarding how systems (as well learning 
environments not strongly supported by technologies) should adapt to learners and 
which learner variables (or learner group variables) are most important in this regard. 
In my opinion, our field is uniquely positioned to extend the science of how instruc-
tion should adapt to individual differences. Of the three factors, the third reflects most 
clearly how we have traditionally viewed our field. 

Final Remarks 

In closing, it may be worth re-iterating that the proposed definition of adaptivity 
does not place emphasis on particular technologies; rather, it emphasizes the behavior 
of systems, much in line with VanLehn’s seminal 2006 article [22] and also in line 
with the Turing test as a behavioral test of intelligence. Another attractive property of 
this definition is that also honors the interdisciplinary foundations of our field. In my 
view, AIED was never only about technology (CS/AI, computational linguistics, and 
so forth); its strength has always been that it included people and methodologies from 
different fields, such as human-computer interaction, psychology (cognitive, educa-
tional, developmental, social), education, design, statistics, and so forth.  The field 
and its methodologies are interdisciplinary. Empirical evaluation of systems building 
has always been highly valued in our field, sometimes even to a fault (e.g., when in-
teresting new technology developments were not given air time at conferences before 
there are proven results). The emphasis on high-quality empirical work is enormously 
important toward the goal of creating a science for the design and implementation of 
technologies that can support effective, efficient, and pleasurable learning experiences 
for a wide range of learners. 

An implication of the proposed definition is that reviewer comments that “there is 
no AI in the system” or “the work does not push the envelop in terms of AI algo-
rithms applied to education” should be a thing of the past. Instead, reviewer feedback 
should refer to the factors listed above: systems not being designed with deep insight 
into learning and learners’ difficulties, not being interactive, and not being able to 
react in nuanced ways that make learning better. 

The way for AI to stay married to Ed is perhaps not to declare it an open marriage, 
but rather, to re-define the marriage so it is appropriately broad and open-ended, a 
way of renewing the vows. We hope that the thoughts offered in this paper can be 
helpful. 
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Finally, what’s in a name?  A lot, I would argue.  Our name reflects how we view 
ourselves, and in turn, how the rest of the world views us. Our current name honors 
AI as a central component as we do. I would much prefer that the disciplinary diversi-
ty and focus on behavior of systems be central. How about: 

 
 AIED = Adaptive Instruction:  Evaluation and Design? 
  

Or, if we are willing to tolerate AIEDD, how about: 
  
 AIEDD = Adaptive Instruction:  Evaluation, Development, and Design 
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Abstract. AI-ED community has hewed to rigorous evaluation of software 
tutors and their features. Most of these evaluations were done in-ovo or in-vivo. 
Can the results of these evaluations be replicated in in-natura evaluations? In 
our experience, the evidence for such replication has been mixed. We propose 
that the features of tutors that are found to be effective in-ovo/in-vivo might 
need motivational supports to also be effective in-natura. We speculate that 
some features may not transfer to in-natura use even with supports. 
Recognition of these issues might bridge the gap between AI-ED community 
and educational community at large.  

Keywords: In-ovo, in-vivo, in-natura, replication of results. 

1 Introduction 

Evaluation of software tutors may be carried out in one of three settings: 
- In-ovo: Research subjects hand-picked for the evaluation use the software tutor in 

a laboratory setting, typically under tightly controlled conditions, and under the 
supervision of the researcher. 

- In-vivo: Students enrolled in a course use the software tutor in the class room, 
typically under tightly controlled conditions and under the supervision of the re-
searcher or course instructor.  

- In-natura: Students enrolled in a course use the software tutors, typically after 
class, on their own time, and unsupervised. 

These three types of evaluation are summarized in Table 1. 
 

Type Location Subjects Conditions Supervised 
In-ovo Laboratory Recruited Controlled Yes 
In-vivo Classroom Students enrolled 

in a course 
Controlled Yes 

In-natura After-class Not controlled No 
Table 1: Types of evaluation of software tutors 

AI-ED community has reported frequently using in-ovo and in-vivo evaluations in 
its studies of the effectiveness of software tutors and their features. Researchers have 
strictly controlled the conditions of these studies – what a subject can do or not do 
during the study, whether the subject is exposed to any distractions during the study, 
etc. – so as to minimize the influence of extraneous factors.  
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However, in real-life, especially at baccalaureate level, software tutors are less 
used as in-class exercises than as after-class assignments or study aides. The reasons 
for such use are many, including: course instructors may not want to spend valuable 
class time using software tutors; and students may not have access to (sufficient num-
bers of) computers during class.  

When software tutors are used for after-class assignments, mandatory or otherwise, 
issues of intrinsic and extrinsic motivation play a much larger role in their use and 
utility. For starters, the popular aphorism If you build it, they will come does not apply 
to software tutors – unless students are required to use a software tutor, they will not 
use it (in any significant numbers). This significantly drives down participation and 
may skew evaluation results because of the self-selected nature of subjects. When 
they do use it, extrinsic motivation often plays a larger role than intrinsic motivation – 
if they are awarded course grade proportional to how well they do on the software 
tutor, they are more likely to engage seriously with the tutor. On the other hand, if 
they are given credit simply for using the software tutor, they are likely to do the least 
amount of work possible to qualify for such credit.   

Given these considerations, do the research results elicited under carefully con-
trolled conditions in-ovo or in-vivo extend to in-natura use of software tutors? In 
other words, can results obtained in-ovo or in-vivo be replicated in-natura? Our expe-
rience has been mixed. We will present results from evaluations of two features – 
reflection and self-explanation - vouched for by the AI-ED community that did not 
pan out in our in-natura evaluations.  

For our evaluations, we used software tutors for programming concepts, called 
problets (problets.org). These tutors are being used every semester by 50-60 schools, 
both undergraduate and high-school. Since problets are deployed over the web, stu-
dents have access to the software tutors anytime, anywhere. Problets are set up to 
automatically administer pre-test-practice-post-test protocol every time they are used 
[5]. They have been continually used and evaluated in-natura since fall 2004. 

2 Reflection 

The benefits of post-practice reflection have been studied by several researchers 
(e.g., [3]). In problets, we introduced reflection in the form of a multiple-choice ques-
tion presented after each problem. The question states "This problem illustrates a 
concept that I picked based on your learning needs. Identify the concept." The learner 
is provided five choices, each of which is a different concept in the domain. The 
learner must select the most appropriate concept on which the problem might be 
based, and cannot go on to the next problem until (s)/he correctly selects it. The prob-
let records the number of unique concepts selected by the learner up to and including 
the most appropriate concept. See Figure 1 for a snapshot of the reflection question 
presented after the student has solved a problem on selection statements. 
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Figure 1: Selection tutor: Problem in the left panel; Reflection question in the right 

panel 
 

 We conducted several controlled evaluations of reflection [8] using selection and 
while loop tutors in 2006-07. Control group was never presented any reflection ques-
tions. Test group was presented a reflection question after each problem during pre-
test, practice and post-test. If a student solved a problem incorrectly, the student was 
required to answer the subsequent reflection question correctly before going on to the 
next problem.  
 Practice was adaptive, and based on the student’s performance on the pre-test. The 
entire protocol was limited to 30 minutes for control group and 33 minutes for test 
group. For analysis purposes, we considered only practiced concepts [5], i.e., con-
cepts on which the student solved a problem incorrectly during pre-test, solved one or 
more problems during adaptive practice and also solved the post-test problem before 
running out of time.  
 Table 1 lists the score per problem on pre-test and post-test of all practiced con-
cepts. No significant difference was found between control and test groups, indicating 
that the two groups were comparable. However, no significant difference was found 
in their pre-post improvement either, suggesting no differential effect of reflection on 
their learning. Please see [8] for additional details of the evaluation.  
 

Score per problem Pre-Test Post-Test Pre-post p 
Control Group (Without Reflection) (N =89) 
Mean 0.118 0.736 < 0.001 
Standard-Deviation 0.177 0.353 
Test Group (With Reflection) (N =152) 
Mean 0.144 0.787 < 0.001 
Standard-Deviation 0.183 0.319 
Between groups p 0.283 0.266  
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Table 1: Both the groups improved significantly from pre-test to post-test; the dif-
ference between the two groups was not significant on either the pre-test or the post-

test 

3 Self-Explanation 

The effectiveness of providing self-explanation questions in worked examples has 
been well documented by AI-ED community (e.g., [1]).  

Selection tutor was used for this study. When the student solves a problem incor-
rectly, the tutor presents feedback including step-by-step explanation of the correct 
execution of the program in the fashion of a fully worked-out example. Self-
explanation questions were presented embedded in this step-by-step explanation, as 
shown in Figure 2. Each self-explanation question is a drop-down menu that deals 
with the semantics of the program, e.g., the value of a variable, the line to which con-
trol is transferred during execution, etc. The questions were independent of each oth-
er, but answering them required the student to closely read the step-by-step explana-
tion/worked out example and understand the behavior of the program in question.   

 

 
Figure 2. Snapshot of selection tutor with self-explanation questions displayed in 

the right panel 
  
So as not to overwhelm the student, the tutor limited the number of self-

explanation questions per problem to three. The student was allowed as many at-
tempts as needed, but had to answer each self-explanation question correctly before 
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proceeding to the next question, and had to answer all the self-explanation questions 
correctly before proceeding to the next problem. A version of the tutor was used for 
the control group that did not present any self-explanation questions. This version of 
the tutor allowed the learner to advance to the next problem as soon as it displayed 
step-by-step explanation of the current problem.   

Controlled evaluation of selection tutor was conducted in-natura over three semes-
ters: fall 2012-fall 2013 [4]. No significant difference was found in the average score 
per pre-test problem between control (N = 395) and test (N = 335) groups [F(1,729) = 
1.018, p = 0.313]. So, the two groups were equivalent. The mean number of concepts 
practiced by control group was 1.62, and by test group was 1.78. However, since con-
trol group was allowed 30 minutes to practice with the tutor and test group was al-
lowed 40 minutes, univariate analysis of the number of concepts practiced was con-
ducted with self-explanation as the fixed factor and total time spent as the covariate. 
The difference between the two groups was found to be significant [F(2,597) = 
62.207, p < 0.001]: accounting for the extra time allowed, control group practiced 
1.72 ± 0.11 concepts whereas test group practiced 1.662 ± 0.12 concepts. Therefore, 
test group practiced significantly fewer concepts than control group. No significant 
difference was found between the two groups on the pre-post change in score on prac-
ticed concepts, suggesting no differential effect of self-explanation on learning. Please 
see [4] for additional details of the evaluation. 

4 Discussion 

In both the studies – on reflection and self-explanation – we have verified that our 
implementation is behaviorally similar to, if not the same as described in at least some 
of the literature on the topic published in the AI-ED community. Even if our interpre-
tation of both reflection and self-explanation behaviors differs enough from those 
reported in literature to render our treatments ineffective, we would expect that the 
increased time-on-task due to these faux treatments would have still yielded some 
learning benefits.  

Our evaluations cannot be faulted for inadequate participation – our evaluations 
have typically involved 200-300 students, which is an order of magnitude larger than 
the number of subjects reported in typical in-ovo and in-vivo evaluations.  

We have used standard protocols for evaluation – controlled studies, pre-test-
practice-post-test protocol and partial crossover design. We have used ANOVA for 
data analysis. In our studies, we have considered only practiced concepts – concepts 
on which students solved problems during all three stages of the protocol: pre-test, 
practice and post-test, so noise is not an issue in the analyzed data.  

These practices have been effective - not all our evaluations have come up empty, 
e.g., we have found significant effect of providing error-flagging feedback on test 
performance (e.g., [6]), and significant stereotype threat (e.g., [7]).  

An explanation for the lack of results might be the difference in student motivation 
in in-ovo/in-vivo versus in-natura evaluation. Apart from issues of extrinsic motiva-
tion mentioned earlier, it may also be argued that given the lack of supervision in in-
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natura evaluation, students are less likely to experience Hawthorne effect [2]. So, the 
features of tutors that are found to be effective in in-ovo/in-vivo evaluations might 
need motivational support to also be effective in in-natura evaluations.  

Then again, even with motivational support, students may resent having to perform 
tasks (such as answering questions on reflection) that they do not perceive as directly 
contributing to their assignment at hand, and may not participate in, or may not be 
amenable to benefiting from what they view as a chore. In other words, some features 
may not be transferable from the laboratory to the field regardless of the supports 
provided. 

While we have focused on the transferability of evaluation results from lab/class-
room to after-class setting, researchers have reported similar issues transferring results 
from the lab to the classroom, e.g., in a study of politeness in intelligent tutors [9], 
researchers reported finding weaker results when the study was conducted in a class-
room rather than a laboratory. They speculated that grades, an extrinsic motivational 
factor, may be to blame. Furthermore, they wrote [9], “In the rough-and-tumble of the 
classroom, with its noise, question-asking, and social environment, students may 
simply not concentrate as much on the feedback provided by the computer tutor. The 
lab setting, on the other hand, is a quiet environment where subjects work on their 
own with few distractions, and certainly none from classmates and a teacher” (italics 
not in the original). The noise, distractions and lack of structure used to describe a 
classroom as compared to laboratory setting are the very same terms, magnified, that 
could be used to describe an after-class setting as compared to a classroom. In other 
words, when it comes to noise, distractions and lack of structure, laboratory and after-
class setting are at opposite ends of a spectrum, with the classroom situated in be-
tween.  That students may not concentrate as much on the feedback provided by the 
tutor may explain why reflection and self-explanation, both provided as part of feed-
back, failed to live up to expectation in our in-natura evaluations.  

It appears that in-natura use of software tutors entails more than just large-
scale/unsupervised deployment of in-vivo results and in-vivo use entails more than 
just live-classroom deployment of in-ovo results. Motivational supports may be need-
ed to transition results from the laboratory to the field and some results found in the 
laboratory may fail to transfer to the field even with motivational supports. Treating 
in-natura use of software tutors as being distinct from in-ovo/in-vivo uses is reminis-
cent of the outgrowth of Chemical Engineering as a discipline of the field from 
Chemistry as a discipline of the laboratory. While Chemistry is the study of properties 
of materials, Chemical Engineering is the study of the production of materials on an 
industrial scale, albeit with its basics firmly rooted in Chemistry. In the early years, 
chemists refused to accept Chemical Engineering as anything more than Chemistry, 
and engineers refused to recognize Chemical Engineering as an engineering discipline 
[10], but not so any more. May be AI-ED community should treat in-natura, in-vivo 
and in-ovo as three independent, necessary and valuable stages in the evaluation of 
any treatment. May be, in-natura evaluation is what is needed for educational com-
munity at large (especially higher-education community) to recognize and incorporate 
the important pedagogical insights being offered by AI-ED community. 

 

AIED 2015 Workshop Proceedings - Vol 4 26



Acknowledgments. Partial support for this work was provided by the National Sci-
ence Foundation under grants DUE-0817187 and DUE-1432190.  

5 References 

1. Conati, C. and VanLehn, K. (1999) Teaching meta-cognitive skills: implementation and 
evaluation of a tutoring system to guide self-explanation while learning from examples. 
Proc. AI-ED 99, 297-304. 

2. Franke, R.H. and Kaul, J.D. The Hawthorne experiments: First statistical interpretation. 
American Sociological Review. Vol 43. 1978. 623-643. 

3. Katz, S., O'Donnell, G., Kay, H. (2000) An Approach to Analyzing the Role and Structure 
of Reflective Dialogue. International Journal of Artificial Intelligence in Education, 11, 
320-343. 

4. Kumar, A.N. An Evaluation of Self-Explanation in a Programming Tutor. In Proc. Of ITS 
2014, Hawaii, June 2014. 248-253. 

5. Kumar, A.N. A Model for Deploying Software Tutors. IEEE 6th International Conference 
on Technology for Education (T4E). Amritapuri, India, 12/18-21/2014, 3-9. 

6. Kumar, A.N. Limiting the Number of Revisions While Providing Error-Flagging Support 
During Tests. Proc. Intelligent Tutoring Systems (ITS 2012), LNCS 7315, Chania, Crete, 
6/14-18/2012, 524-530. 

7. Kumar, A.N. A Study of Stereotype Threat in Computer Science. Proceedings of Innova-
tion and Technology in Computer Science Education (ITiCSE 2012). Haifa, Israel, 7/3-
5/2012, 273-278. 

8. Kumar, A.N. Promoting Reflection and its Effect on Learning in a Programming Tutor. 
Proceedings of 22nd International FLAIRS conference on Artificial Intelligence (FLAIRS 
2009) Special Track on Intelligent Tutoring Systems, Sanibel Island, FL, May 19-21, 
2009, 454-459. 

9. McLaren, B.M., DeLeeuw, K.E., and Mayer, R.E. Polite web-based intelligent tutors: Can 
they improve learning in classrooms? Computers and Education. 56(3): 574-584, 2011. 

10. Reynolds, Terry S. Engineering, Chemical, in Rothenberg, Marc, History of Science in 
United States: An Encyclopedia, New York City: Garland Publishing, 2001. ISBN 0-8153-
0762-4 
 
 

 

AIED 2015 Workshop Proceedings - Vol 4 27



Why AIED Needs Marriage Counselling by Cognitive 
Science (to Live Happily Ever After) 

Björn Sjödén 

Lund University Cognitive Science, Sweden 
Bjorn.Sjoden@lucs.lu.se 

Abstract. In this position paper, I reflect upon the question “Should AI stay 
married to Ed?”, specifically referring to how research in AI and Education 
should cross-fertilize to define AIED as an independent practice, beyond its 
composite fields. In my view, a mix of approaches, inspired by cognitive sci-
ence, should serve to formulate characteristic research questions for the AIED 
community. Such questions may be derived from considering the social context 
of learning and how it is applied in artificial systems, as exemplified by educa-
tional games and ITS with Teachable Agents. I conclude by suggesting two dis-
cussion points of emergent interest to AIED research: (1) How can we formu-
late scientifically based guidelines for the use and evaluation of educational 
software? (2) Is there anything such as “unique AIED competence” and, if so, 
what does this imply for the AIED identity? 

Keywords: AIED, marriage, multidisciplinary research, educational games, 
ITS, Teachable Agents. 

1 Introduction 

What is and what should be the role of AI in Education and conversely of Education 
in AI?  

For all its successes, the very need to reassert AIED’s position as a research field 
after 25 years may reflect two critical shortcomings: a failure to appreciate its relative 
independence from both AI and education, on the one hand, and an underused and 
conservative application of AI for educational purposes that has not been fully em-
braced by educators, on the other. One might compare to fields like HCI or interaction 
design, which have successfully defined and built research communities around cross-
disciplinary domains that focus on people’s use of technology.  

A stumbling-block to AIED practitioners might be that the field has no obvious 
“core”, that is, it has no clearly defined subject of investigation, such as “computers” 
or “interactive systems” or even an abstract topic like “instructional strategies”. The 
most concise, official description of the field appears in operational terms, with re-
spect to the scope of the AIED journal, as “the application of artificial intelligence 
techniques and concepts to the design of systems that support learning” (from 
ijaied.org). This leaves room for a great variety of research and different approaches – 
which is good – but the field seems to lack a common conceptual framework for relat-
ing advances in AI to advances in education research that would inform characteristic 
AIED research questions. Is it at all clear for the field’s different practitioners what 
the common denominator of AIED research is?  
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I posit that it means something to be knowledgeable in AIED and being skilled in 
AIED research as such, beyond having expertise in AI and Education as distinct fields. 
The identity of the AIED field is then formed by the content of this “AIED compe-
tence”, its unique contributions and necessary limitations to other areas. In effect, 
other considerations become important for AIED than in traditional AI research that 
does not necessarily apply to education. For example, the AIED researcher with an AI 
background might be more concerned with “weak AI” as a means to make students 
learn better or pay more effort, while having to take into account what can be realisti-
cally implemented and evaluated in a school or classroom setting, on different tech-
nical platforms (tablets, smart phones, laptops etc.) and for different groups of stu-
dents. Likewise, an AIED researcher with an education or pedagogy background 
would look to how the use of technology can add to present pedagogical strategies 
and teaching methods as a means to achieve the same goals. Eventually, as research 
from both ends cross-fertilize, they may transform educational practices by setting 
new learning goals defined by the use of technology (e.g. “21st century skills”) [1]. 

In this text, I present a view of AIED that develops from practical considerations 
for a functioning relationship between AI and Ed, but also forms a new area of re-
search for educational purposes. The educational context both constrains and opens 
up a largely unexplored scene for novel applications of AI techniques that further 
motivates the growth of AIED as an independent field. As such, I argue that AIED 
should aspire to achieve two overarching goals: (1) Improve human learning, and (2) 
Inform and expand the scientific basis of education. (Notably, the AIED Society has 
set as its aims to promote knowledge and research in AIED but does not explicate the 
aims of the field itself.) 

As a field of empirical, scientific inquiry (and not just the pragmatic “application 
of AI techniques”), AIED may be fruitfully compared to Cognitive science. The suc-
cess of cognitive science as an academic discipline shows how intrinsically different 
fields – among those psychology, biology, computer science, anthropology and phi-
losophy – have found a common identity in the pursuit of certain well-recognized 
research questions under the multidisciplinary banner of “cognition”. Notably, one 
does not have to be an expert in all these fields to become an expert cognitive scientist, 
and it is possible to work within any of these fields without doing research of intrinsic 
interest to cognitive science. Thus, cognitive science found an identity of its own from 
combining perspectives and methods from various disciplines, in principle not differ-
ent from how AIED can develop from merging aspects of AI and education research. 

The first question then becomes how the multidisciplinary AIED field should be 
conceptualized in relation to its history and previous accounts. Second, we need to 
know what the content of the practice is – the research outcomes and applications – 
that motivates AI and Ed’s relationship. By setting the example, cognitive science 
might be just the marriage counsellor that AI and Ed need to develop their common 
interests and secure the future well-being of AIED. 

2 Reconceptualizing AIED as a multidisciplinary field 

Looking back, Cumming and McDougall [2] already in 2000 speculated how AIED 
might be “mainstreaming into education” in the (then) future of 2010. They argued 

AIED 2015 Workshop Proceedings - Vol 4 29



both for relabeling the field (“especially the ‘AI’”, p. 204, which they considered does 
not communicate the field well) and its crucial need for “AI expertise of the highest 
order” in order to “keep at the forefront of all of the contributing disciplines” (p. 205). 
This appears, to express it mildly, as a tall order for AIED to take. Above all, it seems 
to indicate that the field has long had an unclear identity, particularly when it comes 
to defining the kind of AI expertise needed for being an AIED, rather than an AI or 
educational, researcher.  

I will not propose a new label for AIED research, but perhaps its identity should 
not be formed on basis of its historical, composite fields, but rather from what moti-
vates AIED research as a multidisciplinary practice in the present and for the future. 
As to the topics of research, there is a vast array of educational technologies available 
today that did not exist at the field’s inception 25 years ago. In short, things have 
changed, and besides emerging new technologies, there is an emerging new genera-
tion of AIED researchers. 

Looking forward, I approach this question from the perspective of a beginning re-
searcher in the field, who needs to define his future area of expertise. While being 
actively involved in the AIED community [e.g. 3, 4, 5, 6], I do not see myself as be-
longing either to the “AI field” or the “Education field” or at least not exclusively so. 
Rather, and for reasons outlined in the introduction, I would attest to Cumming and 
McDougall’s [2] observation that “Many AIED researchers would be happy to be 
described as cognitive scientists.” (p. 198) and their suggestion that AIED “should 
overlap with cognitive science” (p. 205).  

Like cognitive science, albeit on a smaller scale, AIED may play a crucial role for 
bringing computer science-oriented (AI) and psychology/pedagogy-oriented (Educa-
tion) research together. Figure 1 illustrates how this view of an emerging AIED field 
differs from previous conceptions of bringing AI and Ed together.  

 
 
 
 
 
 
 
 

Fig. 1. Two alternative conceptions of AI + Ed: (left) AIED as the combinatory interests of AI 
and Education research; (right) AIED as an independent, multidisciplinary field, defining its 

own aims and scope in between the respective fields of AI and Education. 

The emancipation of AIED research from its surrounding disciplinary boundaries 
(Fig. 1, left) would make room for its own defining research questions (Fig. 1, right). 
Whereas AI puts machine learning and human-like intelligence in focus, Education 
focuses on fostering human learning and intelligence. AIED knowledge should then 
serve to bridge this gap by informing techniques to promote more efficient and intel-
ligent interactions with humans that improve educational outcomes (rather than, say, 
aiming to reproduce human abilities or solving computational problems that do not 
feed back to students). A combination of methodological approaches is likely needed, 
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as every method carries with it implicit assumptions about what knowledge it can 
produce (from an AI as well as an education perspective). 

Often multidisciplinary knowledge is needed to appreciate the educational applica-
tions of different technologies. A classic example would be how computers in school 
are most often used as word processing and communication tools, whereas the sophis-
tication of the underlying technology would make the computer the obvious arena for 
students to learn from and by AI technologies in any school subject. However, just 
like book not read, the computer becomes meaningless as an educational tool unless it 
is engaging enough for students to actually use it. Student engagement puts the inter-
active qualities of the system in the forefront, not in terms of superficial “usability”, 
but rather as to “learnability” and “teachability”. This poses an array of non-trivial 
AIED research questions as to how the technology functions in the educational con-
text and how AI may serve to improve the scientific basis of education. Next, I con-
sider some of these challenges in greater detail and how they are dealt with in two 
types of AIED applications that exemplify the present and future potential of the field. 

3 What AIED Brings to Artificial intelligence for Authentic 
Learning 

Education is a social process characterized by learning in interaction: between teach-
ers and students, among students, and, if AIED has a say, between “intelligent” arte-
facts and both teachers and students. As extensively demonstrated by Reeves and 
Nass’ “media equation” [7], adding interactivity to a system naturally invites social 
behavior. Accordingly, as computerized learning environments become increasingly 
interactive and adaptive, they can be said to expand upon the social dimension that 
affects the learning process. This has important implications for AIED, first for dis-
tinguishing AIED applications from other, “static” learning material such as text 
books; second, for which methods should be used to study learning outcomes (e.g. 
some would take this as an argument for a situated perspective on learning, or against 
“media comparison studies” that undervalue the instructional process as such [e.g. 8, 
9]). Stressing the interactivity aspect also brings forth the “social intelligence” of the 
system as an important consideration for new AI techniques. 

With the more advanced interactivity that comes with technical development, it 
makes sense for a field like AIED to take social motivations for learning with artifi-
cial systems to the core of its interest. Considering that students may vary as much in 
what keeps them motivated and engaged as they do in cognitive abilities, AI tech-
niques devoted to exercise social influence (e.g. by virtual agents and feedback) that 
adapt to the individual student would allow for unique educational arrangements. 
More specifically, AIED may serve to dissolve previous conceptions of “education”, 
noted also by Cumming and McDougall, as something that takes place in groups (e.g. 
in schools and classes) versus “learning” as something that happens in an individual 
(sometimes with a book or a computer).  

Schwartz and colleagues [10] argue for a specific form of computer interactivity 
that generates a “learning sweet spot” of both high motivation and high learning from 
students’ social motivations. This “sweet spot” is achieved through designing an envi-
ronment that encourages shared initiative and engagement in interaction, in their case 
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with a teachable pedagogical agent. The researchers make the important point that the 
technology is not used with the goal to “perfectly” model human traits, conversation 
or intelligence, but only to be sufficient to elicit the social schemas (e.g. that of teach-
er/student) that engage students in productive interactions for learning.  

Notably, the research question and goal of making a human-like functioning, artifi-
cial system (e.g. “How can we model human intelligence and learning?”) are essen-
tially different from those of making a system designed to help students organize and 
reason with their own concepts (e.g. “How can we visualize students’ knowledge?”, 
“What level of prompting from the system is optimal for triggering students to con-
tribute with their own knowledge?”). One can also say that the goal of the former is to 
produce an autonomously intelligent system, whereas the goal of the latter is to pro-
duce a jointly (with the student and to the advantage of the student) intelligent system.  

The perspective on “joint intelligence” takes more of the social context into ac-
count, which brings AIED closer to traditional educational research, drawing from 
established pedagogical strategies such as peer tutoring and learning-by-teaching. 
However, what makes AIED unique as a research field is that it deals with variables 
known to have an impact on learning but that have never before been possible to ma-
nipulate independently and systematically, such as social roles (including altering 
avatar representations of gender or ethnicity), others’ skills or knowledge level (using 
virtual peers), and parameters for individually adapting material for teaching in 
groups. The educational impact of such manipulations makes a prominent subject for 
AIED research. 

In sum, the social nature of interaction points to a range of issues crucial to under-
standing the impact of AI techniques when employed in real-world educational set-
tings, which AIED should serve to make explicit for both the AI and education com-
munity: 

First, it is essential to understand which social factors drive students’ learning, 
since technical functions, even when used, may turn out to be used in unintended 
ways that diverge from the original pedagogical principles [6].  

Second, it is important to realize that employing AI techniques may bring “added 
value” to traditional teaching but possibly also “reduced value”, if it takes time and 
resources from educational needs that are better met by human teachers or other 
means [11]. It should be a concern of educators to determine when and for what pur-
pose to use AI-based systems for students’ learning, and it should be a primary con-
cern of AIED research to distinguish between the “added” and the “reduced” values 
for different knowledge needs. 

Third, and arguably the most crucial point for positioning the AIED research field, 
the shortcomings of technology, as well as the shortcomings of educational practices 
for predicting successful learning, leave space for new and original research on what 
forms students’ learning experience in their interaction with technology. I take two 
examples to show how our expectations of how AI techniques “should” work can be 
as important for the outcome of the interaction as the underlying technology itself. 
This also shows that even if the social context cannot be fully controlled or predicted, 
a careful design can devote AI techniques to create certain “illusions” of intelligent 
behavior that promote students’ learning.  
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3.1 Example 1: “Educational” games 

Many computer games make use of some AI; however, AI techniques appear striking-
ly underused in the subcategory of so-called “educational games”. However, there is 
an ambiguity in the term “educational games” that both confuses researchers and 
confounds educational practices. This confusion is mirrored in the debate of whether 
or not “computer games” as such are effective for learning (for contrasting accounts, 
see [12, 13]).  

In short, the “educational” in games might refer to the educational subject content 
in terms of topics relevant to the curriculum (such as “a math game training frac-
tions”1 or “a political strategy game that models the global economy”2), or it might 
refer to the (intended) educational use of the game in a school context (such as play-
ing a commercial game in the Halo or Assassin’s Creed series that employ AI tech-
niques and that some teachers may use for training “strategy thinking” or “problem-
solving” skills, though these are not explicit aims of the game). Games with subject-
relevant content typically include explicit exercises or “game tasks” for the intended 
skill (e.g. counting, spelling tasks) whereas the educational use of other games typi-
cally assumes that relevant skills are learned implicitly, through the practice of other 
kinds of overarching “game goals”. 

As to the vast offer of games that claim educational content, there is rarely any ad-
vanced AI to direct or scaffold the learning process. For example, several AIED-
relevant review- and development articles have remarked that the vast majority of 
math games in the open market (e.g. in AppStore) do not adhere to even basic, cogni-
tive design principles and they seem to contain little more than simple ‘drilling’ exer-
cises with limited feedback [14, 15, 16].  

Using other, commercial computer games for educational purposes, may have great 
effects on student engagement but little or no effect on learning [13]. This is because 
game-players may utilize the affordances in a game in a relatively superficial way, 
learning only “what to press when” to achieve certain results, such that good game 
performance and progression do not necessarily require the deeper cognitive pro-
cessing wished for good education. Linderoth reaches the thought-provoking conclu-
sion that the educational appeal of computer games may come from maintaining an 
“illusion of learning” (ibid, p. 59).  

The task for the educator is further complicated by the fact that some commercial 
games might indeed require great skill (e.g. for solving puzzles) but it is hard to de-
termine how much of these abilities are trained by the game itself and, if so, to what 
extent they transfer to school-relevant tasks (e.g. solving physics problems or mathe-
matical equations). 

Nevertheless, it seems safe to say that the education industry has failed to take on 
board the creative application of the relatively sophisticated “game AI” techniques 
used in the commercial gaming industry. Rather than the “illusion of learning” on 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

1  http://www.mathsgames.com/fraction-games.html 

2  http://www.positech.co.uk/democracy3/index.php 

AIED 2015 Workshop Proceedings - Vol 4 33



behalf of the student, an alternative and productive use of “game AI” (or “weak AI”) 
would be to maintain an “illusion of intelligence” [17] on behalf of the software that 
keeps the student engaged in  intellectual activities for actual learning, just like the 
game-player is kept engaged in playing for entertainment. In other words, a game 
might not need cognition-like computational power to have educational value in terms 
of meaningful learning, but the resources it does use should be dedicated to educa-
tionally relevant goals. It is to the latter point commercial games often cut short.  

Whereas the above may be bad news to educational games, it is good news to the 
AIED research field, because it shows that there are both potentially effective AI 
techniques already in place and an enormous interest from the education community 
to employ them (e.g. Education apps being the second largest category in AppStore 
after Games, both in numbers of 100.000+). Games appear as a domain where AI and 
Educational interests merge but where AI techniques have been underemployed for 
learning. This makes “educational games” a primary topic for AIED research, a brain 
child still in its infancy, which calls for more attention and better interdisciplinary 
upbringing by AI and Ed.  

3.2 Example 2: ITS including Teachable Agents 

Intelligent Tutoring Systems (ITS) might represent the most dedicated and successful 
use of AI for student-centered learning, since it actively employs AI techniques not 
only to structure and present material but also for communication purposes that (more 
or less) model that of a human teacher. I chose this example (and to include Teacha-
ble Agents, or TA, as a “reversed” model of tutoring) because it clearly illuminates 
how AI-based system can make use of familiar social schemas [e.g. 18, 19].  

ITS and TA exploit and benefit from social learning mechanisms (most visibly so 
when represented by a visual character on screen although the system could be entire-
ly text-based) derived from the student-teacher relationship. As these systems become 
increasingly advanced, the knowledge needs about people’s social motivations and 
social psychology in general become of greater importance to the AIED field.  

But is it a realistic, or even wanted aspiration, for AIED purposes (i.e. for use in 
teaching and learning) to develop virtual agents that are as life-like or sociable as a 
real person? This is an important question for the future of AIED because it poses 
where resources are better spent; for instance, how should the overwhelming task of 
producing human-like AI be balanced against working out effective instructional 
strategies that can be formalized and computed? 

Importantly, artificial systems can invoke social responses to improve learning 
without having to employ AI. For example, Okita et al [20] showed that the mere 
belief in “real” social interaction when interacting with a computer agent had positive 
effects on learning, again an effect exploited in the TA metaphor [18]. Some of my 
own AIED research [3, 4] suggests that social effects of interacting with a Teachable 
Agents might also transfer from the learning situation to being tested on one’s 
knowledge; students took on harder problems and performed better on those problems 
if tested “in company” with the TA they had previously worked with in a learning 
game. In short, remarkably simple social stimuli may trigger complex and beneficial 
learning behaviors. 
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As an interesting contrasting example, some researchers have employed AI tech-
niques to create an “illusion of teachability”, by making an agent appear more socially 
sensitive to the student’s input than it actually is [21]. In this case, the system con-
strues a mental model of the human student that informs the agent’s responses so it 
appears as “teachable”, though it actually only reflects the kind of knowledge gaps 
and mistakes that the student has displayed. In effect, the student has to “teach” exact-
ly the things needed to improve his/her own shortcomings (and not necessarily those 
of a third-party agent). This adds to the power of the social schema by showing that 
not only the intentional belief of teaching drives the effect, but also the belief in how 
the tutee (the agent) responds. 

My point here is that an important topic of AIED research is to disentangle the so-
cial and cognitive mechanisms underlying the effects of ITS and TA, both for the 
general understanding of such systems and for developing resource-effective systems. 
For example, the “teachability” features of a TA may be theoretically divided into the 
underlying (AI-governed) mechanisms that direct the information processing, and its 
social appearance, as constituted by its visual looks, the things it says, and the types 
of choices it offers. A key contribution of technology is to offer means to control and 
regulate these factors through digitalized and personalized "social" responses that can 
avoid the pitfalls of human socializing (such as distraction from the task and negative 
stereotyping) while maintaining and even adding to the benefits (such as constructive 
feedback and active engagement). 

In sum, ITS and TA represent a case of true cross-fertilization of the AI and Educa-
tion domains that produce some unique results, never before seen in human history: 
semi-independent, virtual beings whose sociable qualities place them somewhere in 
between artificial and human agents, more like active “educational peers” than pas-
sive information systems. In this sense, AIED breaks up the traditional teacher/student 
dichotomy and includes a third party in the educational design. Students’ social moti-
vations to engage in interaction with this party might be more a matter of the effective 
representation of social features as learned and recognized from the outside world, 
than how its knowledge is represented inside the system. For use in the social context 
of a classroom, this makes a strong argument for bringing in more of the educator’s 
experience of “what works” into the design of AI systems. 

4 Moving On 

Taking the example of cognitive science, I aimed to illustrate AIED as a multidisci-
plinary practice that forms its identity in relation to technical development as well as 
pedagogical methods and social learning theories. To the extent that “AI” and “Edu-
cation” hold separate identities as distinct fields that do not seamlessly combine or 
“marry”, it might be more productive to focus on what they can form together, as a 
common theme for their future. Educational games and ITS with TA provide example 
domains that cannot be said to be either “AI” or “Ed” but very much AIED. Relating 
to those examples, I conclude by suggesting two further discussion points that AIED 
should take into consideration when moving on together: 
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1. As to educational software (including games, ITS, simulations and other digital 
learning environments), AIED still seems predominantly concerned with develop-
ment and design aspects, whereas little has been done to serve educators’ need for 
sound evaluation and scientifically based, qualitative assessment of existing appli-
cations. How do design criteria for learning-effective software translate to evalua-
tion criteria? Considering the vast selection of educational apps to date, perhaps the 
best way to guide teachers is to formulate meta-criteria that help inform their own 
selection and recognize well-designed content? How can AIED assist in making 
this judgment scientifically informed? 
 

2. Considering the range of issues an AIED researcher may have to confront, as ex-
emplified in this text, what is the essence of the “AIED competence” – what does 
an AIED researcher (need to) know that others don’t? Is there anything such as “in-
terdisciplinary expertise” in its own right and then, how does this show, and how is 
it applied, within AIED research? Is the explication of specific AIED knowledge 
areas required (or just helpful) for forming a unique identity of the field? 
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Abstract. This article describes contributions that artificial intelligence (AI) has 
made and needs to continue to make towards long-term educational goals. The 
article articulates two challenges in education that require the use of AI: 
personalizing teaching and learning 21st century skills. This article first describes 
AI and some of its history and then suggests why AI is invaluable to development 
of instructional systems. Instructional systems that use AI technology are 
described, e.g., computational tools that personalize instruction, enhance student 
experience and supply data for development of novel education theory 
development.  Additionally, some intelligent tutors supply researchers with new 
opportunities to analyze vast data sets of instructional behavior and learn how 
students behave.  
 

1 A Brief History of Artificial Intelligence in Education 
 
The field of Artificial Intelligence in Education is focused on research into, 
development of and evaluation of computer software that improves teaching and 
learning.  Several long term goals have been espoused, such as to interpret complex 
student responses and learn as they operate; to discern where and why a student’s 
understanding has gone astray, to offer hints to help students understand the material 
at hand and ultimately to simulate a human tutor’s behavior and guidance.  
Personalized tutors have been envisioned that adapt to an individual student’s needs 
or to teach to groups of students, e.g., classified by gender, achievement level, amount 
of time for lesson, etc.  Another goal is to use Artificial Intelligence (AI) techniques 
learn about teaching and learning and to contribute to the theory of learning. 
 
AI techniques are needed for almost every phrase in the definition of intelligent tutors 
above, including interpret complex student responses, learn as they operate, discern 
where and why a student’s understanding has gone astray and offer hints. The central 
problems (or goals) of AI research include reasoning, knowledge, planning, learning, 
natural language processing (communication), perception and the ability to move and 
manipulate objects [1]. AIED has been applied to complex domains, e.g. physics, 
programming, writing essays, and reading. These tutors learn about the strengths and 
weaknesses of students in these domains and also about students’ skills, and emotion. 
How effective are intelligent tutors? Several tutors have been shown to be very 
effective in the classroom. Researchers looking at student skills at end of experiments 
and also at the end of course and large scale standardized testing evaluations found 
dramatic improvement understanding and learning [2]. Intelligent online tutors are an 
AI success story [3], though researchers seek to move beyond domain dependence 
and to support learning of multiple tasks and domains.  
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To mentor effectively and support individuals or groups, intelligent tutors will assess 
learning activities and model changes that occur in learners. Estimates of a learner’s 
competence or emotional state, stored in user models, represent what learners know, 
feel, and can do. When and how was knowledge learned? What pedagogy worked 
best for this individual student? Machine learning and data mining methods, both 
derived from the field of AI, are needed to explore the unique types of data that derive 
from educational settings and use those methods to better understand students and the 
settings in which they learn (see [2, 4]). 
 
Technology cannot impact education in isolation, rather it operates as one element in 
a complex adaptive system that considers domain knowledge, pedagogy and 
environments that students, instructors and technology co-create [5]. AI and 
Education researchers need to be driven by the problems of education practice as they 
exist in school settings. The emerging forms of technology described here will 
challenge, if not threaten, existing educational practices by suggesting new ways to 
learn [6].  Policy issues that involve social and political considerations, need to be 
addressed, but are beyond the scope of this document.  

2 AI called by a different name: AI behind the scenes 
 
Many components of intelligent instructional systems have their roots in artificial 
instructional research, e.g., adaptive curriculum, modeling (student, teacher, domain), 
educational data mining, speech recognition and dialogue systems. All began by using 
artificial intelligence (AI) techniques. Yet once these algorithms and techniques begin 
to appear as parts of larger tutors, the tutors are no longer considered AI and AI 
receives little or no credit for their successes. Many of AI's greatest innovations have 
been reduced to the status of just another item in the tool chest of instructional 
designers or computer science. Nick Bostrom explains “A lot of cutting edge AI has 
filtered into general applications, often without being called AI because once 
something becomes useful enough and common enough it's not labeled AI anymore.” 
[7] “After all, all smart technologies currently in use (in the classrooms or homes), 
from tablet computers to smart phones, from Internet search engines to social 
networking sites, have a growing reliance on techniques derived from AI.” [7] The AI 
effect began in the larger AI field and “occurs when onlookers discount the behavior 
of an artificial intelligence program by arguing that it is not real intelligence.” [7]  
Pamela McCorduck writes: “It's part of the history of the field of artificial intelligence 
that every time somebody figured out how to make a computer do something—play 
good checkers, solve simple but relatively informal problems—there was chorus of 
critics to say, 'that's not thinking'.” [8]  AI researcher Rodney Brooks complains 
“Every time we figure out a piece of it, it stops being magical; we say, ‘Oh, that's just 
a computation.’” [9]. 
 
Intelligent personal assistants in classrooms or in smartphones use algorithms that 
emerged from lengthy AI research. IBM's question answering system, Watson, which 
defeated the two great Jeopardy champions by a significant margin, was derived from 
basic AI research in natural language processing, information retrieval, knowledge 
representation, automated reasoning, and machine learning technologies to the field of 
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open domain question answering [10]. In addition, the Kinect, which provides a 3D 
body–motion interface for the Xbox 360 and the Xbox One was derived from basic 
AI research [7]. 
 
AI is whatever hasn't been done yet.  Software and algorithms developed by AI 
researchers are now integrated into many applications, without really being called AI, 
e.g., speech understanding as part of online travel reservations, expert systems that 
save companies millions of dollars (US). Michael Swaine reports “AI advances are 
not trumpeted as artificial intelligence so much these days, but are often seen as 
advances in some other field.”[11]  “AI has become more important as it has become 
less conspicuous,” Patrick Winston says. “These days, it is hard to find a big system 
that does not work, in part, because of ideas developed or matured in the AI world.” 
[12].  

3 Impact on Education 
 
A related question about AIED relates to the impact of AI on education and focuses 
on the extent to which the results of AIED research are meaningful to real educational 
practice [13]. Does the education community even care? Similar to many fields 
aspiring to scientific rigor, the AIED community can showcase dozens of studies 
demonstrating the statistical significance of this or that approach or system or their 
individual components through rigorously designed studies, but it is not always clear 
how the results of many of those studies actually translate into real educational 
teaching and learning practices raising a question as to whether all this rigor may not 
be happening in a vacuum.   
 
For example, schools in the USA are not thriving.  Too many schools teach in 
traditional ways and aren’t preparing the next generation to meet new challenges. 
When today’s students graduate, they’ll be asked to fill the jobs of tomorrow—ones 
we can’t even imagine [14]. And they’ll be asked to tackle global problems like 
climate change, endemic hunger, and refugee problems.  Additionally, the current use 
of digital resources in K12 and higher education can be described as dysfunctional: 
many school stakeholders can’t find sufficient effective digital resources, while large 
collections of resources exist and sit online, waiting to be discovered. Some solutions 
have been proposed to migrate successful evidence-based digital resources into 
classrooms. One solution is to define a roadmap that moves well-tested resources 
towards publishers and software companies and ultimately into classrooms.  
 
More than 4 million USA students at the K12 level took an online course in 2011, up 
significantly from just 1 million three years earlier. During the coming decade 
education should shift from print to digital and from batch processing to personalized 
learning [15]. In addition to virtual schools, online learning is increasingly being 
incorporated into traditional settings that blend the best of online and face- to-face 
learning.  A shift to online learning is happening in K12 in the USA due in part to the 
need to implement college- and career- ready standards, the shift to next-generation 
assessments, and the prevalence of affordable devices. Online learning may move 

AIED 2015 Workshop Proceedings - Vol 4 40



standardized teaching towards more personalized instruction without increasing the 
number of teachers. 
 
The field of AIED, now nearly thirty years old, has finally achieved some of its oldest 
goals. Thirty years is calculated from the first Intelligent Tutoring Systems 
Conference, 1988, organized by Claude Frasson in Montreal, Canada.  Some long-
term goals are currently being worked on, including understanding and responding to 
student knowledge, meta-knowledge (thinking about learning), and affect [16-19]. 
Educational games and new forms of digital learning are being investigated. In many 
cases evaluation of student progress shows improvement in learning. Some of the 
success is due to increasing computer power and some due to researchers focusing on 
specific isolated problems and pursuing them with the highest standards of scientific 
accountability. The reputation of AIED, in the education world at least, is still not 
very positive, because few tutors are robust enough to work consistently in a 
classroom environment.  

4 Future directions for AIED to justify and maintain its unique 
identity    

 
AI techniques are essential to develop new representations and reasoning about 
cognitive insights, to provide a rich appreciation of how people learn and to measure 
collaborative activity. Communities of researchers offer distinct clues to further refine 
individual instruction in online environments and also require far deeper knowledge 
about human cognition, including dramatically more effective constructivist and 
active instructional strategies [20]. 

4.1 Personalize teaching 
One-to-one attention is very important for learning at any age. Research has also 
shown that students’ emotions influence achievement outcomes: confidence, 
boredom, confusion, stress, and anxiety are all strong predictors of achievement [21, 
22]. However, teachers are unable to provide attention based on intimate knowledge 
of each student.  Providing personalized teaching for every learner begins by 
providing timely and appropriate guidance for student cognition, meta-cognition and 
emotion [20]. In other words, online tutors should determine in real-time what to say, 
when to say it, and how to say it. This process grows increasingly complex as the 
topics become more difficult and the required detectors becomes more complex, e.g., 
detectors for students’ knowledge, skills, or emotion. The field of Learning Science 
has provided a wealth of knowledge about how to deliver effective feedback and how 
to teach with new methods (e.g., problem-based learning [23]. Rich, multi-faceted 
models of instruction go beyond providing simple statements about correctness and 
provide feedback appropriate to each student’s learning needs. 
 
Mentoring systems should support learners with decision-making and reasoning, 
especially in volatile and rapidly changing environments. Learners often need to make 
informed decisions and justify them with evidence, gathered through collaboration 
and communication (see [24, 25]). Students need to learn science practices, scientific 
reasoning and how to apply facts and skills they have acquired. In collaborative 
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learning, students share their experiences and perhaps persuade others to see their 
point of view, and articulate what they need to learn more about. They "mess about" 
and generate their own questions about the targeted science. Groups of students need 
to be supported as they discuss their methods and results, ask questions and make 
suggestions.  
 
Respond to student affect. Student emotion while learning is critical to 
understanding student behavior. Researchers are developing intelligent tutoring 
systems that interpret and adapt to the different student emotional states [26, 27]. 
Humans do not just use cognitive processes to learn; they also use affective processes. 
For example, learners learn better when they have a certain level of disequilibrium 
(frustration), but not enough to make the learner feel completely overwhelmed [28]. 
This has motivated researchers in affective computing to produce and creating 
intelligent tutoring systems that can interpret the affective process of students. An 
intelligent tutor can be developed to read an individual's expressions and other signs 
of affect in an attempt to find and guide the student to the optimal affective state for 
learning. There are many complications in doing this since affect is not expressed in 
just one way but in multiple ways so that for a tutor to be effective in interpreting 
affective states it may require a multimodal approach (tone, facial expression, etc.).  
One example of a tutor that addresses affect is Gaze Tutor that was developed to track 
students’ eye movements and determine whether they are bored or distracted and then 
the system attempts to reengage the student [29]. 
 
AI might be a game changer in education. It provides tools to build computational 
models of students’ skills and to scaffold learning.  AI methods can act as catalysts in 
learning environments to provide knowledge about the domain, student and teaching 
strategies through the integration of cognitive and emotional modeling, knowledge 
representation, reasoning, natural language question-answering and machine learning 
methods [30]. When such tutors work smoothly they provide flexible and adaptive 
feedback to students, enabling content to be customized to fit personal needs and 
abilities and to augment a teacher’s ability to respond. AI techniques appear to be 
essential ingredients for achieving mentors for every learner. 
 
User models are being developed that leverage advanced reasoning and inference-
making tools from AI, represent inferences about users, including their level of 
knowledge, misconceptions, goals, plans, preferences, beliefs, and relevant 
characteristics (stereotypes) along with records of their past interactions with the 
system.  They might also include information on the cultural preferences of learners 
[31] and their personal interests and learning goals. When modeling groups of 
learners, the model should make inferences to identify the group skills and behavior.  
 
Finally, providing a mentor for every learning group means improving the ability of 
intelligent tutors to provide timely and appropriate guidance. In other words, tutors 
need to determine in real-time what to say, when to say it, and how to say it. This 
grows more complicated as the skills demanded by society increase in complexity. 
The learning sciences have provided a wealth of knowledge about how to deliver 

AIED 2015 Workshop Proceedings - Vol 4 42



effective feedback, but the challenge is to incorporate 21st century skills, such as 
creativity and teamwork.  

4.2 Teach 21st Century Skills 
Citizens of the 21st century require different skills than did citizens from earlier 
centuries [20]. 21st century skills include cognitive skills (non-routine problem 
solving, systems thinking and critical thinking), interpersonal skills (ranging from 
active listening, to presentation skills, to conflict resolution) and intrapersonal skills 
(broadly clustered under adaptability and self-management /self-development 
personal qualities) [32]. We describe two AI techniques that can improve teaching for 
21st Century skills: dialogue systems and inquiry learning. 
 
Dialogue Systems. One key development for teaching 21st century skills is 
implementation of strong dialogue and communication systems. Human tutors can 
understand a student’s tone and inflection within a dialogue and interpret this to 
provide continual feedback through ongoing dialogue. Intelligent tutoring systems are 
still limited in dialogue and feedback.  Systems that begin to simulate natural 
conversations have been developed [33, 34]. However, more research is needed to 
understand student tone, inflection, body language, and facial expression and then to 
respond to these.  Dialogue modules in tutors should ask specific questions to guide 
students and elicit information while supporting them to construct their own 
knowledge [33, 34]. The development of more sophisticated dialogues between 
computers and students partially addresses the current limitations in human-computer 
communication and creates more constructivist teaching approaches. 
 
The 21st century worker needs both ‘hard’ skills (traditional domains, such as, 
history, mathematics, science) as well as ‘soft’ skills (teamwork, reasoning, 
disciplined thinking, creativity, social skills, meta-cognitive skills, computer literacy, 
ability to evaluate and analyze information). Further, working in today’s knowledge 
economy requires a high comfort with uncertainty, a willingness to take calculated 
risks, and an ability to generate novel solutions to problems that evade rigorous 
description. Unfortunately, many of today’s classrooms look exactly like 19th century 
classrooms; teachers lecture and students remain passive and work alone on 
homework problems that do not require deep understanding or the application of 
concepts to realistic problems.  Our system of education is behind and the gap grows 
wider each day. 
 
As we know, changes in educational policy, practice and administration tend to 
happen slowly. For example, in the U.S. about 25 years are required for an individual 
to receive a sufficiently well-rounded education to become a proficient educator [30, 
35]. The impact of that individual’s teaching cannot be seen in subsequent learners for 
another 20 years. Thus the total cycle time for learning improvement is on the order 
of 45 to 50 years. Very few challenges in research or social policy cover such a long 
time scale [36]. 
 
Inquiry and Collaborative Learning. What type of technology is needed to mentor 
students as they learn complex, ill-structured problems?  How can technology support 
exploratory behavior and creativity? Open-ended and exploratory inquiry-based 
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systems support learners to question and enhance their understanding about new areas 
of knowledge [37, 38]. Innovative instructional approaches, such as preparation for 
future learning, have uncovered ways to increase comfort with uncertainty and 
promote development of adaptive expertise [39]. 
 
Engagement in the information society often requires people to collaborate and 
exchange real-time responses over lengthy time periods [20]. A single individual 
working alone over time often cannot provide enough expertise to solve modern 
problems (e.g., environmental issues, sustainability, security). Technology is needed 
to support small groups, class discussions, ‘white boarding,’ and the generation of 
questions. To support learners in groups, networking tools are needed to facilitate 
individuals to learn within communities, communities to construct knowledge, and 
communities to learn from one another [40-43]. AI software is needed to support 
students in collaboration, researchers to examine learning communities and learning 
communities to morph into global communities. For example, how do learning 
communities sustain, build on, and share knowledge? Students clearly do not 
construct original knowledge in the same way as do research communities, but they 
can learn from community-based project work [44]. 
 
Support for inquiry and collaboration is needed as students become exposed to 
diverse cultures and viewpoints. What is the process by which teams generate, 
evaluate, and revise knowledge? How can we enhance learners’ communication skills 
and creative abilities? Which tools match learners with other learners and/or mentors 
taking into account learner interests? Finally research is needed to support 
exploratory, social, and ubiquitous learning. How can software both support 
collaboration and coach about content? Can technology support continuous learning 
by groups of learners in ways that enable students to communicate what they are 
working on and receive help as needed? Learning communities, networking, 
collaboration software and mobile and ubiquitous computing are being used to create 
seamless social learning [41].  Socially embedded and social driven learning is 
pervasive. 
 
In a society built on knowledge, citizens need to acquire new knowledge quickly, to 
explore alternative problem solving approaches regularly and to form new learning 
communities effectively [20]. People need to tackle knowledge challenges and 
opportunities. For educators, this requires rapid revision of what is taught and how it 
is presented to take advantage of evolving knowledge in a field where technology 
changes every few years. As an example of rapid change and unpredictability, 
consider the Internet itself. It first appeared in the mid-1990s. By 2015, 37.3% of the 
Earth’s population uses it. Internet services and applications apply to virtually every 
aspect of modern human life (e.g., research, banking, shopping, meeting people, 
health, travel, job seeking). How can education prepare students for a society that 
changes so dramatically and rapidly? In just 25 years the Internet has become a major 
factor in nearly every civilized activity and applies to virtually every aspect of human 
life.  At the minimum, students need to be taught how to search it, learn from it, 
evaluate its information, use it wisely, and contribute to it with well-vetted 
information. One answer lies in improved and expanded learner competencies. 
Learners must be more creative, more agile, and more able to learn in groups; they 
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must know how to learn. Key features include skills in critical thinking, creativity, 
collaboration, meta-cognition and motivation. 
 

5 Discussion 
 
This article described why AI is vital in Education and identified two challenges: 
personalized teaching and learning 21st century skills.  Specifically, personalized 
learning should be supported by tools that enhance student and group experience, 
reflection, analysis, and theory development. Learning 21st century skills should be 
facilitated by resources that improve human-computer interfaces (dialogue systems) 
and inquiry-based and collaborative learning.  We also expect AI technology to 
contribute to richer experiences for learners who will then be able to reflect on their 
own learning. Learning scientists with AI tools will have new opportunities to analyze 
vast data sets of instructional behavior collected from rich databases, containing 
elements of learning, affect, motivation, and social interaction. 
 
Research shows that skilled workers have more job opportunities than do less skilled 
workers [45]. As technology advances, educated workers tend to benefit more, and 
workers with less education tend to have their jobs automated. 
 
Over the next few years we expect intelligent online instruction to increasingly be a 
part of the online learning landscape [46]. Maybe in five years, children will 
increasingly be online with educational games and simulation environments; behind 
the scene will be intelligent tutoring capabilities adapting the environment. Similar to 
working with Google, people may not know what the adaptation algorithm is doing, 
but it is changing the individual search ranking in the background [46].  Algorithms 
are there and making search more effective. Similarly, students will see action like 
this in the educational material they use, with intelligence in the background. 
Intelligent tutors may provide many of the benefits of a human tutor and also provide 
real-time data to instructors and developers looking to refine teaching methods. 
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Abstract. We claim that this marriage has never been closed and exclusive. It 

started because both AI and Education share the goal of understanding the human 

process of knowing, and getting to know, i.e. learning. The difference is how the 

two areas exploit the understanding they aim to develop. AI is more focused on 

making machines that know and learn like people or better than them. AIED is 

more interested in supporting people to learn better. 

Keywords: AI in Education, AIED, AI 

1 Introduction 
AI originated from the curiosity of understanding how the human mind works and 

creating models of reasoning and machines that mimic and improve on human reason-

ing (using the capacities of computers). The early research in AI started with theoretical 

studies in reasoning and knowledge representation, metacognition, and learning of a 

single human (single agent). This research, married the area of Cognitive Psychology 

and lead to the creation of the area of Cognitive Modeling. The need for practical ap-

plications drove the formation of many “children” areas of applied AI: Expert Systems, 

Probabilistic Reasoning, User Modeling, Ontologies (and more recently, Semantic Web 

and Linked Data), and Advanced Learning Algorithms (which branched more recently 

into Data Mining, Data Analytics, Data-warehousing etc.).  

Around the mid 1990ies, the theoretical interest shifted towards situated action and 

social reasoning, and multi-agent architectures, leading to the creation of the area of 

Multi-Agent Systems. Theoretical studies in Argumentation and Negotiation followed 

with the creation of their own research areas. The area of Interactive Virtual Agents 

(IVA) emerged around the end of the 1990ies. Another “child” area of applied AI is 

Recommender Systems (RecSys), which deploys user modeling and advanced learning 

algorithms to emerging CS application areas, such as e-commerce. Around the same 

time, some AI researchers turned their sight to modeling other human psychological 

phenomena such as emotion and affect, which lead to the establishment of the Affective 

Computing area. 

2 AI and CogPsy Meet Education 
 AI in Education has been “married” to all of these children of AI.  Early ITS work 

in the 1980s and early 1990ies on pedagogical planning, domain knowledge modeling, 
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student modeling and ITS shells applied techniques from the areas of planning expert 

systems, and knowledge representation. The second half of the 1990s saw attention 

shift to agent-based tutoring systems, tutorial dialogues, animated characters, and the 

first works on modeling learner affect and adapting the interaction with the tutor. In the 

beginning of the new century the application of ontologies and semantic web technol-

ogies for learning material annotation and concept maps for domain knowledge repre-

sentation took a center stage and the first applications of recommender systems for 

learning materials considering both content based and social recommendations, and 

visualizations appeared to explain both the recommendations and the student model 

(social navigation, open learner modeling). We have seen many research topics in 

AIED evolve into its own children areas, such as CSCL (a child of AIED, the Learning 

Sciences and CSCW) and EDM (a child of Data Mining and AIED).  
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Motivation is an important factor in learning, and the first attempts to model com-

putationally motivational pedagogical strategies started around 1995. The OCC model 

of emotions triggered interest in incorporating affective factors in HCI around 2000, 

and it was very soon followed by work in the AIED area, on modeling affect in learning 

scenarios.  

The realization that students engage in off-task behaviours or “game the system” 

around 2005 lead to increased interest in learner motivation and engagement, as well 

as  educational games (and gamification) which started 10 years earlier.  Yet the inspi-

ration for this work is found often in other disciplines (Social Psychology, Persuasive 

Technology, Behaviour change and even Neuroscience), rather than in Affective Com-

puting.  

Figure: Approximate evolution of AIED research topics along with AI 

research topics and the emerging applied AI - children areas, and the in-

fluences of other areas of CS and other disciplines AI research topics and 

the emerging applied AI - children areas, and the influences of other ar-

eas of CS and other disciplines AI research topics and the emerging ap-

plied AI - children areas, and the influences of other areas of CS and 

other disciplines 
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3.  Exploration vs Rigour 

The influence of the above AI-children areas, broader computer science areas and 

other disciplines has been not just in the choice of research topics of AIED researchers, 

but also in the methods used to carry out, design and evaluate the research. In the early 

years the focus was on constructing working ITS and a typical research paper included 

a detailed design justification, description and perhaps a couple of screen-shots as 

“proof of existence”, with not much evaluation. Later on it became necessary to present 

evaluation data – even if it consisted only of the number of students who liked the 

system. With the increasing influence of Educational Psychology, evaluation methods 

from the behavioural sciences were introduced in the area. This coincided with the rapid 

development of web technologies and tools that allowed an easy design of systems and 

easier experimentation with more subjects as the ITS prototypes were now accessible 

on the web. The CMU cognitive tutors were successfully applied with thousands of 

children in the US, and they started producing a lot of data allowing to evaluate the 

learning effects on a large scale and for long term use. After 2005, statistical methods 

for evaluation became a standard, and a typical research paper in the area became much 

more like a psychology paper or a natural science paper than an engineering paper. The 

main point became studying the phenomenon of a human interacting with an “experi-

mental tool” designed based on a particular theoretical foundation, and in a way, a sig-

nificant part of the research in AIED became a branch of applied Cognitive Science. 

Researchers who were more interested in building systems than in studying human cog-

nition wandered off to other areas that focused more on the technologies, for example 

ICALT, EC-Tel, Web-Based Learning.  

Yet, there are still researchers interested in developing further the “tools”, not only 

from the point of view of the underlying cognitive theories, but also, from the available 

new technologies developed in the meantime by the Mobile & Ubiquitous Computing 

community,  new data-mining techniques that can allow to automatically learn and im-

prove pedagogical decisions (not necessarily based on theory). The AIED community 

needs the researchers interested in technology so that the field doesn’t become stagnant, 

overly constrained by methodology, making miniscule improvements based on the 

same mature AI technologies. So the marriage between AIED and the younger AI chil-

dren (such as Recommender Systems, or Affective Computing, and even “embryo” ar-

eas such as Mechanism Design, Trust, and Negotiation in AAMAS) is important.   

When we look at the complex map of how the research topics and children areas 

emerged, we can notice that in several areas the connection is bi-directional. For exam-

ple, the area of User Modeling and Personalization, which emerged as a child of AI, 

has been strongly influenced by AIED. Similarly, IVA, and Affective Computing, have 

moved ahead to a large extent due to insights and case studies in the context of educa-

tional applications.  Newly emerged areas, such as Persuasive Technologies also have 

a lot to learn from the area of AIED, and AIED has a lot to learn from them. 
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3 Conclusion 
So, in conclusion, the marriage between AI and Education and AI is in name only, 

as much as the name AI describes the inspiration of understanding how the human mind 

works and creating models (with practical use) of human mind.  In fact it has been more 

of an “open marriage” with quite a few partners – the children areas of applied AI and 

some other areas and disciplines (as shown in The Figure). Yet, AI is a good family to 

be in – a large and productive family of smart people. In many ways, it is a perfect 

marriage. 
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Abstract. Evidence based practice (EBP) is of critical importance in
Education where, increasingly, emphasis is placed on the need to equip
teachers with an ability to independently generate evidence of their best
practices in situ. Such contextualised evidence is seen as the key to in-
forming educational practices more generally. One of the key challenges
related to EBP lies in the paucity of methods that would allow educa-
tional practitioners to generate evidence of their practices at a low-level
of detail in a way that is inspectable and reproducible by others. This
position paper focuses on the utility and relevance of AI methods of
knowledge elicitation and knowledge representation as a means for sup-
porting educational evidence-based practices through action research. AI
offers methods whose service extends beyond building of ILEs and into
real-world teaching practices, whereby teachers can acquire and apply
computational design thinking needed to generate the evidence of in-
terest. This opens a new dimension for AIEd as a field, i.e. one that
demonstrates explicitly the continuing pertinence and a maturing reci-
procity of the relationship between AI and Education.

1 Introduction

AI methods of knowledge representation and knowledge elicitation can make
an important contribution to supporting educational evidence-based practices
(EBP) through Action Research (AR). EBP is of critical importance in education
where, increasingly, emphasis is placed on the need to equip teachers with an
ability to independently generate evidence of their best practices in situ [8]. Such
evidence is seen as the key to informing educational practices more generally.
One of the key challenges related to EBP lies in the lack of readily available
methods that would support the generation of evidence by practitioners at a fine-
grained level of detail and in a way that is reproducible by other practitioners.
There is also a notable lack of consensus as to what constitutes good evidence

? My colleagues Manolis Mavrikis, Karen Guldberg, Sarah Parsons, Helen Pain and
Mina Vasalou have all contributed over the years in different ways to the development
of the position presented in this paper, as have all of my students taking the Learning
and Teaching with Technologies module at the UCL Institute of Education. LeAM
and TARDIS were both funded by the European Commission (FP6-IST-2003-507826
and FP7-ICT2011-7-288578 respectively).
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in education, with randomised controlled studies being typically favoured due to
being seen as leading to measurable results similar to those in the biological and
medical sciences – currently the gold standard of scientific rigour. Unfortunately,
given the inextricable dependency of educational outcomes on the context within
which learning and teaching takes place, e.g. [1], the results of such studies
tend to have limited generalisability. Education requires a more nuanced and
transparent approach than a pill-like medical intervention approaches can offer;
they need to serve as tools for teacher reflection and experimentation in order
to provide an informed basis for effecting positive change on the learners.

2 In pursuit of a broader definition of AI in Education

AI methods used to elicit knowledge of teaching and learning processes and to
represent such knowledge computationally, offer the tools needed by teachers
to gather evidence in a systematic, detailed and incremental manner that can
be also shared with and inspected by others. Viewing the contribution of AI to
Education as a methodological one opens up an important perspective on the
possible role of AI in Education than has been adopted to date. Some important
fundaments for the adoption of such a perspective have been laid some thirty
years ago by Alan Bundy who categorised Artificial Intelligence (AI) field in
terms of three kinds of AI: (i) basic AI, aiming to explore computational tech-
niques to simulate intelligent behaviour, (ii) applied AI, concerned with using
existing AI techniques to build products for real-world use and (iii) cognitive
science, or computational psychology, focusing on the study of human or animal
intelligence through computational means [2]. In doing so, Bundy highlighted the
diversity of motivations for doing AI and, consequently, of the methodologies to
both inform and evaluate systems that are underpinned with AI. This diversity
of motivations was also noted by Mark and Greer [10] in their exploration of the
AIEd evaluations methodologies, where they highlighted the distinction between
formative and summative evaluations. Retrospectively, this distinction remains
crucial insofar as it allows for a more precise definition of AIEd within the wider
fields of AI and Education, by bringing to the fore the dependency between
the technologies engineered within AIEd and the purpose, context and design of
their use. Over the years, the role of formative evaluation has been elaborated by
AIEd researchers based on the growing aspirations of the community not only to
establish some ground truths to inform the design and implementation of AIEd
technologies, but also to connect AIEd research with educational practices.

Conlon and Pain [5], who relied on Bundy’s 3-kind definition of AI to pro-
vide their own vision of AIEd, proposed a Persistent Collaboration Methodology
(PCM) as a means of ensuring the real-world relevance and effectiveness of the
AIEd technologies and to enhance rigour of the design, implementation and
evaluation process. PCM draws equally from the key educational methodology
of Action Research (AR) [4], applied AI approaches to knowledge elicitation and
representation, and human-computer interaction (HCI) design. In contrast with
the prevalent practices at the time, PCM advocated that early and continuous
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involvement of practitioners specifically as action researchers in the design and
evaluation of AIEd technologies is essential to securing the educational validity
of such technologies, to enabling a contribution to both AI and educational the-
ories and practices, and to achieving a balance in the emerging technologies and
research between the ’technological push’ and ’educational pull’. While inspira-
tional in its effort to acknowledge and marry educational and AI methods PCM
remains firmly within the boundaries of AIEd practices offering insights as to the
best educational systems designs, but not necessarily as to the best educational
practices more generally. In the next two sections I discuss the affordances of
knowledge representation as a conceptual tool of relevance to educational prac-
tices and, using two examples, I illustrate the role of knowledge elicitation as a
means for utilising and for developing this conceptual tool further.

3 Knowledge Representation

Knowledge representation (KR) is fundamental to AI and, arguably, to any sci-
entific endeavour, because at its very basic (and most general), it is a conceptual
tool for describing and reasoning about the world we inhabit. Scientific theories
are in essence forms of knowledge representation about the world, albeit delivered
at different levels of specificity. In AI, knowledge representation is inevitably and
by definition a theory of intelligence, or more precisely – of intelligent reasoning.

Davis et al. [6] define knowledge representation in terms of five distinct roles
that it plays in AI. The first and overarching role of KR, is to serve as a surrogate
of the thing itself, i.e. the world being represented. As a surrogate, KR offers us
(or a computer system) a means for reasoning about the world without having
to take action in it, i.e. it allows us to determine consequences within the world
we describe by thinking about them rather than by enacting them. Thus, KR
provides tools for thinking about and for refining our perceptions of the world,
which are, at least conceptual and, at their most usable, computational in nature.

The second role of KR is in forcing us to make ontological commitments
that tell us how to see the world, i.e. what kind of concepts, entities, etc. and
relationships between them describe the world. Since it is impractical (and im-
possible) to represent all of the characteristics of the world, Davis et al. refer to
these ontological commitments as a ”strong pair of glasses that determine what
we can see, bringing some parts of the world into sharp focus, at the expense of
blurring other parts.”. They highlight that such focusing/blurring is the greatest
affordance of KR in that it enables decisions about what to attend to and what
to ignore in our world (Davis et al., [6], p.5). Although ontologies are language
agnostic, the choice of representation technologies1 will impact on what specific
commitments we make; logic, rules, frames, semantic nets, etc., constitute differ-
ent representation technologies, each encapsulating a specific viewpoint on what
kinds of things are important in the world. For example, frames use a prototypes
viewpoint, whereas logic focuses on individual entities and the relations between

1 This is the term is used by Davis et al. to refer to ”the familiar set of basic repre-
sentation tools like logic, rules, frames, semantic nets, etc.” (p.3)

AIED 2015 Workshop Proceedings - Vol 4 54



them. These are by no means the only representation technologies available in AI
and neither are they the only technologies that are possible or needed for some
domains. In Education and AIEd, ontologies are relatively well understood and
accepted as forms of representations of specific subject domains and of knowl-
edge about the learner. However, while they inform us about a possible view
of the world, in terms of its component parts, they do not tell us how we can
reason about the world using those parts.

The third role of KR is therefore as a theory of intelligent reasoning, which
tells us what inferences we can and should draw (sanctions vs. recommendations,
respectively), given our ontological commitments. Recommendations define what
inferences are appropriate to make and hence which ones are intelligent. A the-
ory of intelligent reasoning lies at the core of AI and, arguably, of educational
practice, because it is critically concerned with understanding intelligent action
and its relationship to the external world [7];[1]. It is this relationship that re-
sides at the heart of teachers’ adaptive capabilities and it is in capturing it that
one of the greatest challenges for AIEd (and Education) lies. This challenge is
all the more, because KR related to reasoning involves making the fundamental
choice of a theory of intelligent reasoning that must underpin a given repre-
sentation. Given many different conceptions of intelligent reasoning (e.g. logic,
psychology, biology, statistics and economics, etc.) such choice will yield very
different conclusions and hence, yet again, different views of the world. For ex-
ample, logic views reasoning as a form of calculation such as deduction, whereas a
theory derived from psychology views intelligent reasoning as a variety of human
behaviour, plausibly involving structures such as goals, plans or expectations.
Education too offers a variety of different theories of learning, each engendering
inferences that are possible and needed. The contrast between approaches which
view learning as an outcome of a pre-designed intervention or as an outcome of
a transactional experience offers one example.

The fourth role of KR is as a medium for pragmatically efficient computation.
As such KR provides an environment in which thinking can be accomplished (and
conclusions drawn). Ontological and inferential representations jointly provide
a contribution to defining such an environment and although they do not in
themselves guarantee full computational efficiency, the choice of the specific rep-
resentation technologies and of intelligent reasoning theory must act in support
of achieving such efficiency. While educational theories of learning as transac-
tional and situated experiences are abound they tend to lack specificity as to how
exactly such experiences can be captured, described and reasoned about. And
while AIEd research provides numerous accounts of such mechanisms and ex-
plicitly considers computational efficiency (both as relate to problem solving and
affect, e.g. [11]), those accounts tend to be limited in scope and in their power
to convince educational community of their applicability to wider education.

The fifth (and final) role of KR is as a medium of human expression, i.e. a
language through which we convey and ground our view of the world. As such
KR allows us to share the different representations with other people. It is pre-
cisely the affordance of being sharable and inspectable that makes KR such a

AIED 2015 Workshop Proceedings - Vol 4 55



compelling candidate as a conceptual tool for supporting evidence-based prac-
tices in education. This affordance is also of crucial relevance to AIEd practices:
at least in principle, the representations created by educational practitioners can
provide rich source of authentic data that can then be used to inform the AIEd
systems. However, how successfully the affordances of KR as a medium for ex-
pression can actually be exploited at the intersection of AIEd and Education,
hangs on an understanding that although it does not matter what language we
employ to express our world view, the language that we do employ has to be easy
to use. As Davis et al. put it ”If the representation makes things possible but
not easy, then as real users we may never know whether we have misunderstood
the representation and just do not know how to use it, or it truly cannot express
things we would like to say”. Thus, a representation has to provide a language
in which we can communicate without having to make a heroic effort (p.15).

Davis et al.’s definition of KR in AI is very useful in highlighting its role as a
tool for thinking with and as a method for understanding the complexities of our
internal and external experiences. There are at least four different ways in which
KR as a methodology can serve education. First, it forces us to make explicit our
tacit knowledge about the world and the relationships therein. Representing such
tacit knowledge enables us not only to reflect on the world that we represent,
but also to gain a better understanding of what it is that we actually know.
Such reflection is key to educational practice because it brings into focus the
strengths and weaknesses in the particular approaches to supporting learning
and the kinds of priorities that may characterise such support. Second, KR
allows us to create different knowledge representations of the same phenomenon
without having to fundamentally change the way we act in the real world. This
is important in education where any efforts to effectuate a change involve real
and potentially life long impact on real people (the learners) and wherefore
such efforts must always be based on informed choices. Third, KR allows us to
observe the possible consequences of the different representations on the world,
thus enhancing our predictive powers, without involving the actual experience
of such consequences. As with the second point, this is important to our being
granted access to different viewpoints on the same phenomenon, but this time
we also have access to various possible consequences of adopting the different
viewpoints. Fourth, KR allows us to share the different representations with
other people to generate rich critiques of the different viewpoints and to enrich,
update or change our existing viewpoints based on the perspectives of the others’
unique experiences and understandings. As well as being shareable with others,
KR can also provide a trace of our own views of the world over time and a basis
for reflection and introspection on how our ideas evolved and what influenced
them.

4 Knowledge elicitation

Knowledge elicitation (KE) is an inseparable companion of knowledge represen-
tation in that it is through KE that we engage in reflection about the world.
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KE is a process in which we can engage alone (through self questioning) or with
others, either collaboratively or as respondents to someone else’s queries and the
process can be either formal or informal, and structured or unstructured.

There are various forms of KE instruments that have been adopted, developed
and tested in the context of AIEd. For example, questionnaires or interviews,
have been borrowed directly from the social sciences, whereas methods such as
post-hoc cognitive walkthroughs, gained in power and applicability with the ad-
vent of audio and video technologies, and further through logs of man-machine
interactions. Other methods, e.g. Wizard of Oz (WoZ), have been devised as
placeholders for yet-to-be-developed fully functional learning environments or
components thereof, with the specific purpose of informing the design of tech-
nologies in a situated fine-grained level of detail way (e.g. see [12]).

Although KE is standardly employed in AIEd to inform the design of its
technologies, its role as a means of explicitly informing educational practice is
less well understood and it may be even regarded as somewhat out of AIEd’s
focus. Yet, it is precisely in examining both how KE informs the design of our
technologies and how real educational practices may be affected by KE, that the
idea of AI as a methodology, comes to life. It is through this two-way lens that we
can start to appreciate the real value of creating a more transitive relationship
between AI and Educational practices. Two research projects – LeActiveMath
(in short LeAM [13]) and TARDIS [14] – serve to illustrate these points.

LeAM is a system in which learners at different stages in their education can
engage with mathematical problems through natural language dialogue. It con-
sists of a learner model, a tutorial component, an exercise repository, a domain
reasoner and natural language dialogue capabilities. LeAM’s design is based on
the premise that the specific context of a situation along with the learner-teacher
interaction are integral to both regulating learners emotions and to being able
to recognise and act on them in pedagogically viable ways.

To inform the learner and the natural language dialogue models, studies
were conducted using WoZ design and a bespoke chat interface. Specifically,
the student-teacher communication channel was restricted to a typed interface
with no visual or audio inputs to resemble the interface of the final learning
environment. Five experienced tutors participated in the studies where they had
to tutor individual learners in real time, delivering natural language feedback.
They were asked to talk aloud about their feedback decisions as they engaged in
tutoring and to further qualify those decisions by selecting situational factors,
e.g. student confidence or difficulty of material, that they considered important
in those decisions. The tutors were asked to make their factor selections through
a purpose-built tool every time they provided feedback. To aid them in this task
some factors were predefined (based on previous research), but these were not
mandatory as the tutors could add their own factors to the existing set.

Following each completed interaction, the tutors were invited to participate
in post-task walkthroughs, which synchronised a replay of (1) the recording of
the student screen (2) the verbal protocol of the tutor and (3) the selected
situational factors for the given interaction. Walkthroughs allowed the tutors
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and the researchers to review specific interactions, to discuss them in detail, to
explain their in-the-moment choices of factors, and to indicate any change in
their assessment of the situations.

The data elicited provided a concrete basis for the implementation of LeAM’s
user and dialogue models and the corresponding knowledge representations.
However, the studies also provided important insights into the potential impact
that the KE process had on the participating tutors. Specifically, the demand
on teachers’ to report on the situational factors of importance to their feedback
decisions brought to their attention that such factors may indeed play a role and
forced them to think explicitly about them while making those decisions. Ver-
bal protocols facilitated verbalisation of those decisions while they were made
and later on provided an important tool for facilitating situated recall. Although
initially, all tutors had a clear understanding of and an ability to identify the
factors related to subject domain taught, e.g. the difficulty of the material or
correctness of student answer, they were much less willing or fluent at diagnosing
and talking about factors related to student’s affective states. However, after an
initial familiarisation period, involving up to two sessions, their willingness to
engage in situational analysis and the fluency of their reports increased, while the
tentativeness in identifying student behaviours at fine level of details decreased.
This was evidenced primarily in the increased speed at which they engaged in
the task, the fluency and quality of their verbal protocols and in the post-hoc
interviews. Another interesting outcome was the tutors’ increased attention to
giving praise in their feedback, as well as a more targeted attention to possible
relationship between the form of students’ responses and their mental states.

The use of verbal protocols during the interactions, each of which was followed
by semi-structured interviews, allowed the tutors to formulate hypotheses about
the possible meanings of the students’ different behaviours in terms of cognitive
and affective states and to evaluate those first against the appropriateness of their
feedback and then during subsequent tutoring sessions with further students.
Finally, post-task walkthroughs were used with the tutors, during which situated
recall was facilitated through replay of the video-recorded screens and verbal
protocols. The fact that the tutors were given the opportunity to inspect their
selection of situational factors and to correct them gave them an opportunity
to assess the consistency of their interpretations and further, to analyse those
situations where they did not agree with themselves, leading, in some tutors’
own words, to deep reflection and grounding of their understanding of (a) what
matters to them the most in tutoring situations and (b) the kinds of tutoring they
want to be able to deliver ideally. The appreciation of the tutors’ involvement
in the LeAM’s KE process was reflected in their request for a tutoring system
for tutors, through which they could rehearse and perfect their understanding
of the different nuances of educational interactions along with their pedagogical
feedback and which they could also use to train novice tutors.

Although the realisation of the potential value of KE methods used to in-
form an intelligent tutoring system such as LeAM was very inspirational, the
methods used, specifically, the way in which they were used, was fundamentally
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research-centric. The studies were aimed specifically and exclusively to estab-
lish some ground truths about very particular kinds of educational interactions
for the purpose of creating knowledge representations to underpin the system’s
learner modelling and natural language dialogue capabilities. As such the tutors
participating in the LeAM studies were in essence merely willing informants
for and testers of the technological design ideas. Because of the complexity of
the studies’ set up the tools and the methods used in the study did not lend
themselves readily for independent use by the tutors.

The importance of practitioner independence in generating evidence of their
practices is emphasised throughout the EBP literature, where it is often accom-
panied by the rhetoric of action research [4] and the call for practitioners as
researchers of their own practices. This rhetoric was used to underpin the de-
sign of the TARDIS system – a serious game for coaching young people in job
interview skills through interactions with intelligent conversational agents able
to react to social cues and complex mental states as detected and modelled by
TARDIS’ user modelling tools [14]. The TARDIS project took LeAM’s insights
forward, by employing KE methods throughout. Apart from the goal of inform-
ing the design of the game, the goal was also to inform the design of use of such
a game in real contexts of youth employment associations across Europe. Inde-
pendence of use by practitioners as facilitators of this game was key. In TARDIS,
KE was used as the basis for developing practitioners’ self-observation and self-
reporting skills, which were then built on in the formative evaluation studies, in
which the practitioners increasingly participated as researchers, with the sup-
port by researchers being gradually removed. The whole process was divided
into three stages, roughly corresponding to the three years of the project. The
first stage (familiarisation) involved gradual preparation and training of practi-
tioners in the application of knowledge elicitation for the purpose of knowledge
representation in the domain of job interview training.

Post-hoc walkthroughs, using video replays of practice of job interview ses-
sions between youngsters and practitioners were used to (a) access practitioners’
expert knowledge to be represented in TARDIS; (b) allow the practitioners to
make overt to themselves, and to the researchers, the types of knowledge and
interpretations that are of particular interest in the context of job interview skills
coaching and (c) allow the practitioners to reflect on their and the youngsters’
needs, leading up to the specification of the necessary and sufficient elements of
a technology-enhanced learning environment able to support those needs. This
specification was captured in the form of requirements and recommendations,
while the reflections were recorded as practitioners’ videos annotations in an
off-the-shelf tool called Elan (https://tla.mpi.nl/tools/tla-tools/elan/).

The second stage (testing, critique and design of use) involved a period of
continuous cycles of reflection, observation, design and action scaffolded by re-
searchers and guided by the Persistent Collaboration Methodology [5]. This stage
was crucial not only to the TARDIS researchers who were able to implement ever
more sophisticated prototypes, but it was also fundamental to the practitioners’
growing confidence in providing targeted critique of those prototypes, to their
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increased independence in using TARDIS and in experimenting with its different
set-ups. Crucially, the knowledge self-elicitation skills, developed in the first year,
along with their rehearsed focus on the type and form of information needed by
the researchers to create the various computational models, provided the practi-
tioners with a structure against which to report their observations and reflections
to the researchers and a common language for both. One of the key outcomes
of this was a growing sense of co-ownership of the tools and knowledge devel-
oped which was reflected in the independent curation of TARDIS tools by the
practitioners who participated in the project to other practitioners. As such the
participating practitioners became lead-practitioners in co-designing with their
colleagues the use of TARDIS in their everyday practices. This independence was
put to the test and further deepened in the third and final stage of the project,
where the practitioners engaged in summative evaluation of the system with
minimal support from the researchers (independent use and research). As well
as being able to use the system independently and to explore new ways in which
to utilise it within their existing practices, a key outcome was the practitioners’
confidently vocal involvement in the development and testing of a schema for
annotating data of youngsters engaging in job interviews. This schema was used
directly in the analysis of the TARDIS evaluation data, offering the first such
tool for examining job interview skills at the low level of detail needed to build
user models and artificial agents in this domain [3].

The practitioners’ roles and competencies have evidently changed from those
of willing informants (the beginning of the project), through advisors and co-
designers of the TARDIS system (middle of the project), to lead-practitioners
who initiate projects independently (end of the project). At the core of this
change was a gradual shift in the practitioners’ way of thinking and viewing the
world of their practice. Through engaging in KE and its eventual KR in terms of
design recommendations and fine-grained specification of the domain and infer-
ences therein (annotation schema), the practitioners’ role in applying technology
in their practices changed from that of mere consumers to its co-creators and
owners. They demonstrated an ability to think about their domain and practices
in terms that are by nature both computational (low level knowledge specifica-
tion) and design (design of the technology’s look-and-feel, functionality, as well
as pedagogical design2). In other words the practitioners have demonstrated an
emergent ability to engage in computational design thinking.

5 Conclusions

This paper argued a position that the relationship between AIEd and Educa-
tion can be strengthened through the application of AI as a methodology for
supporting educational evidence-based practices. AI offers to educational prac-
titioners specific instruments for generating evidence of their practices that are
inspectable and reproducible by the wider educational community. AI methods
of knowledge elicitation and representation can enable practitioners to engage

2 Note that some researchers in Education view teacher as a design science, e.g. [9]
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in computational design thinking and this can engender practitioners indepen-
dence in defining, creating and inspecting their real-world practices at a low-level
of representational detail. Investing in educational practitioners using AI as a
methodology is not entirely altruistic insofar as the specificity of the evidence
thus generated creates an important opportunity for AIEd to tap into situated
knowledge of educational practices in a way that supports the implementation of
AIEd systems sustainably and over long-term. Such investment carries a promise
of creating a dynamically generated knowledge infrastructure thereby reducing
the often prohibitive cost of developing AIEd systems and by lending itself more
readily to targeted mining and interpretation by the AIEd researchers and devel-
opers. Making the AI methods available to practitioners opens the AIEd research
to critical, but informed inspection by some of its end-users and it offers a much
needed opportunity to re-interrogate its approaches to connecting with existing
educational practice, along with its future goals and aspirations more generally.
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Abstract. Advanced learning technologies are reaching a new phase of their
evolution where they are finally entering mainstream educational contexts, with
persistent user bases. However, as AIED scales, it will need to follow recent
trends in service-oriented and ubiquitous computing: breaking AIED platforms
into distinct services that can be composed for different platforms (web, mobile,
etc.) and distributed across multiple systems.  This will represent a move from
learning platforms to an ecosystem of interacting learning tools. Such tools will
enable new opportunities for both user-adaptation and experimentation. Tradi-
tional macro-adaptation (problem selection) and step-based adaptation (hints
and feedback) will be extended by meta-adaptation (adaptive system selection)
and micro-adaptation (event-level optimization). The existence of persistent
and widely-used systems will also support new paradigms for experimentation
in education, allowing researchers to understand interactions and boundary
conditions for learning principles. New central research questions for the field
will also need to be answered due to these changes in the AIED landscape.

1 Introduction

Initial efforts to bring learning technology into schools faced hardware hurdles, such
as insufficient computing resources.  Later efforts encountered serious barriers related
to matching technology to teachers’ beliefs, pedagogy, and resource constraints.
While all of these barriers are still relevant, learning technology is endemic in higher
education and has made significant footholds in K-12 schools, with estimates of 25-
30% of science classes using technology as early as 2012 (Banilower, Smith, Weiss,
Malzahn, Campbell, & Weis, 2013).  Correspondingly, an influx of investment into
educational technology has occurred, with online learning doubling from a $50b in-
dustry to a $107b industry in only three years (Monsalve, 2014).

Future barriers will not be about getting learning technology into schools: they will
be about competing, integrating, and collaborating with technologies already in
schools.  This is not an idle speculation, as it is already occurring. In a recent multi-
year efficacy study to evaluate a major adaptive learning system, some teachers start-
ed using grant-purchased computers to use other math software as well (Craig, Hu,
Graesser, Bargagliotti, Sterbinsky, Cheney, & Okwumabua, 2013).  After working for
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many years to get teachers to use technology, the point may come where they are
using so many technologies that it is difficult to evaluate an intervention in isolation.

Some research-based artificial intelligence in education (AIED) technologies have
already grown significant user bases, with notable examples that include the Cogni-
tive Tutor (Ritter, Anderson, Koedinger, & Corbett, 2007), ALEKS (Falmagne, Al-
bert, Doble, Eppstein, & Hu, 2013), and ASSISTments (Heffernan, Turner, Lourenco,
Macasek, Nuzzo-Jones, & Koedinger, 2006). Traditionally non-adaptive systems
with large user bases, such as Khan Academy and EdX, have also started to add basic
adaptive learning and other intelligent features (Khan Academy, 2015; Siemens,
2013).

Large-scale online platforms are not just the future of learning, but they are also
the future of research. Traditional AIED studies have been limited to dozens to hun-
dreds of participants, sometimes just for a single session. While such studies will
remain important for isolating new learning principles and collecting rich subject data
(e.g., biometrics), large-scale platforms could be used to run continuously-randomized
trials across thousands of participants that vary dozens or even hundreds of parame-
ters (Beck and Mostow 2006; Liu, Mandel, Brunskill, & Popovic, 2014).  Even for
AIED work not based on such platforms, it is increasingly feasible to “plug in” to
another system, with certain systems serving as active testbeds for 3rd-party experi-
ments (e.g., ASSISTments and EdX).

The difference is qualitative: rather than being limited to exploring a handful of
factors independently, it will be possible to explore the relative importance of differ-
ent learning principles in different contexts and combinations.  In many respects, this
means not just a change to the systems, but to the kinds of scientific questions that can
and will be studied. These opportunities raise new research problems for the field of
AIED. A few areas related areas will reshape educational research: Distributed and
Ubiquitous Intelligent Tutoring Systems (ITS), Four-Loop User Adaptation, AI-
Controlled Experimental Sampling, and Semantic Messaging. Some new frontiers in
each of these areas will be discussed.

2 Distributed and Ubiquitous AIED

As implied by the title, AIED technologies are approaching a juncture where many
systems will be splitting up into an ecosystem of reusable infrastructure and plat-
forms. The next generation of services will be composed of these services, which may
be hosted across many different servers or institutions. More specifically, we may be
reaching the end of the traditional four-component ITS architecture with four mod-
ules: Domain, Pedagogy, Student, and Communication (Woolf, 2010).  While the
functions of all these modules will still be necessary, there is no reason to think that
any given ITS must contain all these components, in the sense of building them, con-
trolling them, or owning them.  The future for ITS may be to blow them up so that
each piece can be used as a web-service for many different learning systems.

With respect to other online technologies, learning technology is already behind.
On even a basic blog site, a user can often log in using one of five services (e.g.,
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Google, Facebook), view adaptively-selected ads delivered by cloud-based web ser-
vices that track users across multiple sites, embed media from anywhere on the inter-
net, and meaningfully interact with the site on almost any device (mobiles, tablets,
PC).  In short, most web applications integrate and interact with many other web ser-
vices, allowing them to be rapidly designed with robust functionality and data that no
single application would be able to develop and maintain.

From the standpoint of AIED, moving in this direction is an existential necessity.
Without pooling capabilities or sharing components, serious academic research into
educational technologies may be boxed out or surpassed by the capabilities of off-the-
shelf systems, many of which will have closed architectures. Unfortunately, while
industry research can offer powerful results, competing pressures can lead to under-
reporting: publishing research is costly, time-consuming, and can risk disclosing trade
secrets or unfavorable empirical findings. While some companies make the invest-
ment to generalize their research, many others do not.  By comparison, academic
institutions and research-active commercial systems should be motivated to share and
combine technologies to build more effective and widely-used learning technology.
This model of collaborative component design stands alone in making platforms that
co-exist with major commercial endeavors, such as web-browsers (FireFox), operat-
ing systems (Linux), and statistical packages (R; R Core Team, 2013). Moreover,
service-oriented computing allows for a mixture of free research development and
commercial licensing of the same underlying technologies.

The benefits of moving toward service-oriented AIED will be substantial.  First,
they should enable AIED research to deeply specialize, while remaining widely appli-
cable due to the ability to plug in to other platforms with large and sustained user
bases. In such an ecosystem, user adaptation will be free to expand beyond the ca-
nonical inner loop and outer loop model (VanLehn, 2006). Composing and coordi-
nating specialized AIED services will also demand greater standardization and focus
on data sharing between systems.  While this process may be painful initially, stand-
ards for integrating data across multiple systems would enable the development of
powerful adaptation, analytics, and reporting functionality that would greatly reduce
barriers for developing AIED technology and studying its effects on learners.

3 Four-Loops: Above Outer Loops and Under Inner Loops

One implication of scaling up AIED and moving beyond the standard four-component
ITS model is that adaptation to users may become prevalent at grain sizes larger and
smaller than traditional ITS. VanLehn (2006) framed the adaption from tutoring sys-
tems as consisting of an outer loop (selecting problems) and an inner loop (providing
help and feedback on specific problem steps). These are often referred to as “macro-
adaptivity” and “step-based adaptivity.” However, recent developments have shown
the first steps toward “meta-adaptivity,” where the system adapts to the user by shift-
ing the learner to an entirely different ITS system (which may then adapt to the user
differently). Likewise, research on “micro-adaptivity” has looked at the benefits for
using data to fine-tune interactions below the problem step level (e.g., keystroke-level
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inputs, emotion detection, presentation modes or timing of feedback). This implies a
four-loop model for user adaptation, as shown in Figure 1.

Fig. 1. Four-Loop User Adaptation

3.1 Meta-Adaptation: Handoffs Between Systems

Meta-adaptation has only become possible recently, due to increasing use and maturi-
ty of AIED technology. In the past, learning technologies such as ITS were trapped in
sandboxes with no interaction.  Due to service-oriented approaches, systems have
taken the first steps toward real-time handoffs of users between systems. For example,
in the recent Office of Naval Research STEM Grand Challenge, two out of four teams
integrated multiple established adaptive learning systems: Wayang Outpost with AS-
SISTments (Arroyo, Woolf, & Beal, 2006; Heffernan et al., 2006) and AutoTutor
with ALEKS (Nye, Windsor, Pavlik, Olney, Hajeer, Graesser, & Hu, in press).  Other
integration efforts are also underway as part of the Army Research Lab (ARL) Gener-
alized Intelligent Framework for Tutoring (GIFT) architecture, which is built to inte-
grate external systems (Sottilare, Goldberg, Brawner, & Holden, 2012) and version of
AutoTutor has also been integrated with GIFT.

These initial integrations represent the first steps toward meta-adaptation: transfer-
ring the learner between different systems based on their needs and performance.
This type of adaptation would allow learners to benefit from the complementary
strengths of multiple systems. For example, learners that benefit most from animated
agents might be sent to systems such agents (i.e., trait-based adaptation).  Alternative-
ly, different types of learning impasses or knowledge deficiencies may respond best to
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learning activities in different systems (i.e., state-based adaptation). One problem that
this approach might mitigate is the issue of wheel spinning, where an adaptive system
detects that it cannot serve the learner’s current needs (Beck & Gong, 2013). Meta-
adaptation might also mean referring the learner to a human instructor, tutor, or peer.
In general, meta-adaptation would focus on passing students and knowledge between
different adaptive learning contexts (both AI-based and human).

Meta-adaptation is the maximum possible grain size, which makes it somewhat dif-
ferent from standard adaptation because users are transferred to an entirely different
system. This type of adaptation likely requires either distributed adaptation or bro-
kered adaptation.  Distributed adaptation would involve individual systems deciding
when to refer a learner to a different system and possibly trusting the other system to
transfer the student back when appropriate. This would be analogous to doctors in a
hospital, who rely on networks of specialists who share charts and know enough to
make an appropriate referral, but may use their own judgment about when and how
they make referrals. On the converse, brokered adaptation would require a new type
of service whose purpose is to monitor student learning across all systems (i.e., a stu-
dent model integrator) and make suggestions for appropriate handoffs. This service
would be consulted by each participating AIED system, probably as part of their outer
loop. In the long term, such a broker may be an important service, because it could
help optimize handoffs and ensure that students are transferred appropriately. Such
brokers might also play a role for learners to manage their data and privacy settings.
Other models for coordinating handoffs might also emerge over time.

3.2 Micro-Adaptation: Data-Optimization and Event Streams

In addition to adaptivity at the largest grain size (selecting systems), research on the
smallest grain sizes (micro-adaptation) is also an important future area. Micro-
adaptation involves optimizing for and responding to the smallest level of interac-
tions, even those that are not associated with a traditional user input on a problem
step. For anything but simple experiments, this type of optimization and adaptation is
too fine-grained and labor-intensive to perform by hand at scale, meaning that it will
need to rely on data-driven optimizations such as reinforcement learning. Chi, Jordan
and VanLehn (2014) used reinforcement learning to optimize dialog-based ITS inter-
actions in the Cordillera system for Physics, which showed potential gains of up to 1σ
over poorly-optimized dialog or no dialog. Dragon Box has taken a related approach
by optimizing for low-level user interface and click-level data, by applying trace-
based models to find efficient paths for learning behavior and associated system re-
sponses (Andersen, Gulwani, & Popovic, 2013).

These lines of research represent the tip of the iceberg for opportunities for micro-
adaptation. A variety of low-level data streams have not yet been leveraged.  Contin-
uous sensor data, such as emotion sensors or speech input waveforms, may present
rich opportunities for exploring fine-grained user-adaptation based on algorithmic
exploration of possible response patterns. Low-level user interface optimization may
also help improve learning, such as human-computer interaction design or keystroke-
level events or mouse-over actions (i.e., self-optimizing interfaces).
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Both the strength and the drawback of micro-optimization is that it is will tightly fit
the specific user interface or content (even down to specific words in text descrip-
tions). Optimizing for a particular presentation of a problem can lead to learning effi-
ciency gains by emphasizing parts that are salient to learning from that specific case,
while skipping or downplaying other features. However, micro-level optimization
will likely suffer from versioning issues (e.g., changes to small problem elements
potentially invalidating prior data and policies) and also transferability issues (e.g., an
optimized case not transferring well from a desktop to a mobile context). Solutions to
weight the relevance of prior data will be required to address issues related to altered
problems or new contexts (e.g., mobile devices, classroom vs. home, different cultural
contexts).

4 AI-Controlled Experimental Sampling

Techniques for micro-adaptation may also reshape experimental methods. Artificial
intelligence can play a major role in the experimental process itself, which is a type of
efficient search problem. Educational data mining research has already started look-
ing at dynamically assigning subjects to different learning conditions based on multi-
armed bandit models (Liu, Mandel, Brunskill, & Popovic, 2014).  Multi-armed bandit
models assume that each treatment condition is like a slot machine with different
payout distributions (e.g., student learning gains). These models are common in medi-
cal research, where it is important to stop treatments that show harms or a consistent
lack of benefit.  They allow building intelligent systems that explore new strategies,
while pruning ineffective ones.

The field is only taking its first baby steps for these types of experimental designs.
Fundamental research is needed to frame and solve efficient-search problems present
in AIED experiments. Based on varying different parameters and interactions in the
learning experience, learning environments can search for interpretable models that
predict learning gains. In the long term, models for automated experimentation may
even allow comparing the effectiveness of different services or content modules, by
randomly selecting them from open repositories of content.

The most difficult aspect of this problem is likely to be the interpretability.  While
multi-arm bandit models can be calibrated to offer clear statistical significance levels
between conditions, models that traverse the pedagogical strategy space are often too
granular to allow for much generalization.  For example, some popular models for
large learning environment focus on efficient paths or traces of learning behavior and
associated system responses (Andersen, Gulwani, & Popovic, 2013).  Unfortunately,
these models are often not easily generalizable: they may capture issues tied to the
specific system or may tailor instruction to specific problems so tightly that it is diffi-
cult to infer theoretical implications (Chi, Jordan & VanLehn, 2014).

New techniques are needed that can automatically explore the space of pedagogical
designs, but that can also output interpretable statistics that are grounded in theories
and concepts that can be compared across systems.  This is a serious challenge that
probably lacks a general algorithmic solution. Instead, such mappings will probably
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be determined by the constraints of learning and educational processes. A second
major challenge is the issue of integrating expert knowledge with statistically-
sampled information. Commonly, expert knowledge is used to initially design a sys-
tem (e.g., human-defined knowledge prerequisites), which is later replaced by a statis-
tically-inferred model after enough data is collected. However, in an ideal world,
these types of heterogeneous data would be gracefully integrated (e.g., treating expert
knowledge as Bayesian prior weights). Future research in AIED will need to identify
where this sort of expert/statistical hybrid modeling is needed, and match these prob-
lems with techniques from fields of AI and data modeling that specialize in these
issues. Ultimately, a goal of this work should be to blur the lines between theory and
practice by building systems that can both report and consume theoretically-relevant
findings.

5 Semantic Messaging: Sharing Components and Data

To share technology effectively, AIED must move toward open standards for sharing
data both after-the-fact (i.e., repositories) and also in real-time (i.e., plug-in architec-
tures).  The first steps in these directions have already been taken.  Two notable data
repository projects with strong AIED roots exist: the Pittsburg Science for Learning
Center (PSLC) DataShop (Koedinger, Baker, Cunningham, Skogsholm, Leber, &
Stamper, 2010) and the Advanced Distributed Learning (ADL) xAPI standards for
messaging and learning record stores (Murray & Silvers, 2013). The IMS Global
Specifications are also a move in this direction (IMS Global, 2015).

Due to solid protocols in messaging technologies, the technical process of ex-
changing data between systems at runtime is not onerous.  The larger issue is for a
receiving system to actually apply that data usefully (e.g., understand what it means).
Hidden beneath this issue is a complex ontology alignment problem.  In short, each
learning technology frames its experiences differently.  When these experiences and
events are sent off to some other system, the designers of each system need to agree
about what different semantics mean.  For example, one system may say a student has
“Completed” an exercise if they viewed it.  Another might only mark it as “Complet-
ed” if the learner achieved a passing grade on it. These have very different practical
implications. Likewise, the subparts of a complex activity may be segmented differ-
ently (e.g., different theories about the number of academically-relevant emotions).
While efforts have been made to work toward standards, this seldom solves the prob-
lem: the issue with standards is that there tends to be so many of them.

So then, ontology development must play a key role for the future of ITS interop-
erability.  There are multiple ways that this might occur.  Assuming the number of
standards is countable, it would be sufficient to have an occasional up-front invest-
ment to develop and update explicit mappings between ontologies by hand.  While
this is low-tech, it works when the number of terms is fairly small.  For larger ontolo-
gies of AIED behavior and events, it may be possible to align ontologies by applying
both coding systems to a shared task (e.g., build benchmark tasks that are then marked
up with messages derived from that ontology).
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By collecting data on messages from benchmark tasks, it may be possible to auto-
mate much of the alignment between ontologies, particularly for key aspects such as
assessment. Research on Semantic Web technologies is also very active, and may
offer other effective solutions to issues of ontology matching and alignment (Shvaiko
& Euzenat, 2013). The final approach is to simply live without standards and allow
the growth of a folksonomy: common terms that are frequently used. These terms can
then become suggested labels, with tools that make their use more convenient and
prevalent.  The one approach that should not be taken is to try to develop a super-
ontology or new top-down standard for the types of information that learning systems
communicate. While there are roles for such ontologies, top-down ontologies have
never achieved much support within research or software development communities.

6 Closing Remarks

The future for AIED should be a bright one: expansion of learning software into
schools will ultimately result in unprecedented diversity and size of user bases. The
areas noted in this paper are only the first wave for new AIED opportunities. In time,
it will be possible to explore entirely new classes of questions, such as mapping out
continuous, multivariate functional relationships between student factors and peda-
gogical effectiveness of certain behaviors. Systems such as personal learning lockers
for data would allow for longitudinal study of learning over time, either in real-time
or retrospectively. A major game-changer for future learning research will probably
be data ownership and privacy issues: data will exist, but researchers will need to
foster best-practices for data sharing, protection, and archiving.

With this wealth of data, researchers will be able to connect learning to other rela-
tionships and patterns from less traditional data sources. In 20 years, the range of
commonly-available sensor data will be dizzying: geolocation, haptic/acceleration,
camera, microphone, thermal imaging, social ties, and even Internet-of-Things devic-
es such as smart thermostats or refrigerators. Moreover, the ecosystem of applications
leveraging this data will likewise be more mature: your phone might be able to tell a
student not only that their parents left them a voicemail, but that they sounded angry.
This event might then be correlated with a recent report card, and the consequences of
the interaction might be analyzed. Learning is a central facet of the human experience,
cutting across nearly every part of life. To that end, as life-long learning becomes the
norm, the relationship between life and learning will become increasingly important.
By consuming and being consumed in a distributed and service-oriented world, AIED
will be able to play a major role in shaping both education and society.
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Abstract. Motor skill learning is hardly considered in current AIED literature. 

However, there are many learning tasks that require consolidating motor tasks 

into memory through repetition towards accurate movements, such as learning 

to write, to draw, to play a musical instrument, to practice a sport technique, to 

dance, to use sign language or to train for surgery. The field of Artificial Intelli-

gence (AI) needs new sap to cope with the challenges in the Educational (ED) 

domain aimed to support psychomotor learning. This new sap can be provided 

by novel interactive technologies around the Internet of the Things that deal 

with Quantified-self wearable devices, 3D modelling, Big Data processing, etc. 

The paper aims to identify opportunities and challenges for AI + ED that can be 

discussed during the workshop. Some of the issues raised are illustrated within 

a case study instantiated in the Aikido practice, a defensive martial art that in-

volves learning skilled movements by training both the body and the mind, and 

which is not only part of extra-curricular activity in many schools, but has also 

been reported of value for teaching in STEM (Science, Technology, Engineer-

ing and Mathematics) education, in particular, some laws of mechanics. 

Keywords: motor skill learning, psychomotor domain, artificial intelligence, 

education, Internet of the Things, personalization, Aikido, STEM. 

1 Introduction 

Motor skill learning can be defined as achieving the ability to perform a function 

acquired with practice that requires body and/or limb movement to accomplish the 

goal of an action or task [1]. Although it is not a new concept [2], up to my 

knowledge (grounded by a review of the papers published in the International Journal 

of Artificial Intelligence in Education (IJAIED) and which is reported elsewhere [3]), 

the physical aspects of learning have been hardly considered in the AIED research. 

Nevertheless, consolidating specific motor tasks into memory through repetition 

(thus, creating long-term muscle memory for a given task) is very relevant in diverse 

educational scenarios that support learning processes involving not only brain activi-
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ty, but also physical activity, such as learning to write, to draw, to play a musical 

instrument, to practice a sport technique, to dance, to use sign language or to train for 

surgery that require long-term physical training, as reported in [3]. In these situations, 

learners have to train by repeating basic and very specific movements till they learn 

the best way to carry them out effectively without conscious effort. It has to be re-

marked here that learning physical skills (i.e., the proficiency of individual move-

ments, also called sensomotor habits [4]) goes beyond mere muscle memory, but 

involve blending motor skills and cognitive, meta-cognitive and affective skills. In 

fact, psychomotor skills cannot be acquired by multiple repetitions of given motor 

pattern without considering the importance of feedback between cognitive processes 

and motor actions [5]. However, the focus of the discussion that this paper aims to 

bring to the workshop is mainly on how the physical part related to the psychomotor 

learning domain (which deals with physical movement, coordination and the use of 

the motor skill areas [6]) can be supported from an AIED perspective, both in 1) the 

modelling of the learner physical interaction, and 2) the provision of the required 

personalized support during the learning. In my view, this is a new dimension that is 

worth to be explored by combining AI + ED research. The cognitive, meta-cognitive 

and affective dimensions are already being widely addressed in AIED literature.  

In addition, at this point in time, technology has evolved in such a way that it can 

monitor the movements carried out by the learners through diverse types of sensors 

(e.g., inertial, optical, position, electromyography, etc.) and timely feedback can be 

provided through diverse actuators (such as resistance, force, vibration, etc. as well as 

servo motors) to help the learner improve the performance of the corresponding 

movement. Quantified-self approaches (based on data gathered from wearable devices 

such as electronic bracelets and intelligent t-shirts) allow personal awareness and 

reflection for behavioral monitoring in many situations, such as physical exercise or 

affective support. Big Data allows processing real time data streams gathered from 

heterogeneous information sources. 3D models  of real objects can be produced with 

low-cost scanners and printers. These technologies (among others) support the so 

called Internet of the Things (IoT), that is, the connection of physical things to the 

Internet, which makes possible to access remote sensor data and to control the physi-

cal world from a distance [7]. In this context, the do-it-yourself movement supports 

non-experts in getting familiar with these novel interaction technologies and in being 

able to build ad-hoc electronic components for their own needs. Thus, AIED re-

searchers can take advantage of this supportive context so the learning curve of inte-

grating above technologies with AI techniques can be feasible for the field. 

As a result, this paper proposes to explicitly open a new research line for the AIED 

field where ED can benefit from AI techniques enriched with emerging novel interac-

tive technologies around the Internet of the Things. This new research direction, 

framed within the psychomotor learning domain, requires a shift towards supporting 

physical practice (i.e., training) rather than supporting instructional teaching. This 

implies that the physical actions carried out while practicing need to be monitored, 

modelled and, when needed, corrected, to achieve successful motor skill learning (i.e., 

skills learning at a physical level). 
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2 Opportunities and Challenges 

As discussed in [3], the synergy of Artificial Intelligence techniques with novel inter-

active technologies opens new opportunities for researching the physical (i.e., cor-

poral) aspects of learning. For instance, it seems to be possible to provide intelligent 

real time feedback to scaffold physical skill learning by using sensors, actuators, 3D 

scanning and modelling, data streams processing, etc. And in order to improve per-

formance, tangible scaffolding could be provided to guide motor skill learning in a 

personalized way through embodiment technology. A case study that illustrates some 

issues involved is outlined in Section 3.  

In any case, by integrating novel interactive technology, the foreseen goal is that 

AIED researchers can produce systems that sense the learner’s corporal behavior as 

she learns specific skilled movements, and then guide the learner on how to react in 

an optimal way (taking into account the learner’s current performance, corporal fea-

tures and the particularities of the specific movement to perform) by providing per-

sonalized feedback during the learning process (rather than just giving directions of 

what to do and how to do, as in traditional AIED intervention approaches). Procedural 

learning in terms of motor skill is usually difficult to explain by the instructor and to 

understand by the learner. In fact, this procedural tutoring support is of major rele-

vance in the case of novice learners, as they might get into a wrong habit if no timely 

feedback is provided to them while practicing by their own and, thus, they cannot 

understand why the movement is not correct.  

In order to build procedural learning systems that can personalize motor skill learn-

ing, both AI and ED research need to revise the application of their theoretical and 

methodological approaches to the particularities of the psychomotor learning domain. 

From the AI point of view, there is a need for modelling the individual functional and 

corporal features, her interaction and the accurate movement, by processing the simul-

taneously and continuously data streams produced by diverse and heterogeneous sen-

sors, and then controlling the robotics to physically deliver the intervention to the 

learner. From the ED point of view, the focus has to be put on identifying what is the 

most appropriate intervention in each case (considering cognitive, meta-cognitive, 

affective and behavioral dimensions) and when and how it should be delivered in 

order to make a positive impact in the learning process.  

Therefore, as discussed in [3], there exist challenges regarding 1) modelling and 

representing the movements of the learner by building the learner physical interaction 

model as well as the accurate movement model, and 2) providing the appropriate 

personalized physical support in the most efficient way for each learner in each train-

ing context. More specifically, regarding the modelling of movements, there seem to 

be challenges related to: i) detecting the physical interaction, ii) modelling the move-

ments to be trained, iii) error diagnosing and intervention modelling, and iv) model-

ling the learner. In turn, regarding the provision of the appropriate personalized phys-

ical support, challenges might exist in order to: i) deciding upon adaptation, ii) evalu-

ating the user activity, iii) visualization of movement performance, and iv) sharing 

progress and social learning.  

AIED 2015 Workshop Proceedings - Vol 4 74



3 A case study for AI + ED: supporting personalized 

psychomotor learning in Aikido  

In order to facilitate the discussion on existing challenges for AI + ED to support 

personalized motor learning skill learning, a case study is presented. This case study 

focuses on Aikido martial art. Since it might surprise the reader the selection of this 

domain from an ED perspective, first some of the reasons for its selection are dis-

cussed. Then, some technological advances that can help AI to provide personalized 

motor skill training within the Aikido psychomotor learning domain are presented. 

They intend to include in the AIED research agenda ideas that can be explored.  

3.1 Aikido & ED: more than just a psychomotor learning domain  

Aikido is a non-aggressive Japanese martial art that consists of entering and turning 

movements that redirect the momentum of an opponent's attack, and a throw or joint 

lock that terminates the technique [8]. The word is formed by Ai (coordination, ac-

cord, harmony, blending), Ki (psychological energy, spirit, universal force) and Do 

(way of life, philosophy of living) [9]. It is guided by defending oneself while also 

protecting the attacker from injury. In fact, it is based on the principle that in order to 

control an attacker, the defender must meet the attack in a state of perfect balance 

[10]. Properly carrying out the technique requires years of training by repeating over 

and over the sequence of movements that makes up each Aikido technique.  

Martial arts do not only involve complex manipulations of human anatomy and 

physiology [9], but they aim to train both the body and the mind, since training con-

sist of improving mental disposition and motor skills (i.e., fitness and coordination) 

[4]. According to these authors [4], the technique of self-defense can be defined as a 

specific sequence of movements constituting a partial or total resolving of various 

dynamic situations. These movements imply eccentric and concentric muscle work, 

rotation of the trunk and hips, translocation of the body mass center and adequate leg 

work. Interplay of muscle tension and relaxation combined with accurate decisions is 

needed. This requires the development of skills in body movement control that com-

bine mental balance and appropriate motor actions, where the general motor fitness is 

adjusted to the individual level of motor abilities (i.e., quality is more important than 

strength). Automation of movements occurs when mental processes are free of con-

trolling individual movements. An ability of psycho-physical self-controls is also 

required to allow for efficient performance under stressful situations.  

Since Aikido practice involves the execution of paired movements between the at-

tacker (uke: receiver of the technique) and the defendant (tory: doer of the technique), 

it helps understanding cooperation and timing in movement [11]. Recent studies using 

electroencephalography and electromyography techniques have shown that the pos-

tural control training using Aikido improves psychomotor performance [10]. 

Nonetheless, the benefits of Aikido go beyond physical fitness and motor abilities. 

For instance, some studies suggest that Aikido training increases mindfulness [11]. In 

particular, since practitioners are taught to be mindful of the technique, breathing, 
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balance, center of gravity and their connection to the other person, it may facilitate 

increasing one’s awareness of body position, of others around, practitioner’s emotion-

al states and how other people’s emotions may affect the Aikido practitioner’s emo-

tional states. As compiled by these authors, benefits of increased mindfulness may 

include better concentration, stronger awareness, improved immune system function-

ing and decreases in stress related physical symptoms [12, 13]. In this way, Aikido 

training may enhance awareness and resolution of problematical situations, as during 

training sessions, the practitioner learns to deal with multiple stressors concurrently, 

and this is learnt to do in an effective manner while remaining calm, which suggests 

that Aikido seem to teach practical problem solving and acceptance of circumstances 

[11]. In this sense, Aikido is one of the more spiritual martial arts as it studies the 

energy within oneself, her partner and the world through the physical principles of 

entering, turning and securing, and thus, focuses directly on the energy involved in 

dealing with one’s emotions, perceptions of trust and fear, and conceptions of reality 

as well as the energy and demands in relating with another human being [14]. In this 

authors’ viewpoint, Aikido can contribute to relationship encounters, conflict resolu-

tion, motivation and personal energy by an effective management of energy, improv-

ing interpersonal relationships and facilitating stress reduction. Following these ideas, 

studies have shown that including martial arts such as Aikido in school programs can 

enhance student’s awareness of violence prevention and allow them to react calmly 

and without panic, reducing violence in schools [15]. 

In addition to above benefits, Aikido has also potential to be used in education, not 

only for physical education (i.e., development of motor abilities, mental and physical 

health benefits, violence reduction…) but also in STEM education (i.e., Science, 

Technology, Engineering and Mathematics). In this sense, there are studies where 

some laws of Physics are taught with Aikido practice (see [15]) that show statistically 

significant improvements in the scores on biomechanics (i.e., mechanics principles of 

human movement) tests as well as statistically significant correlations between the 

results in those tests and the performance of the Aikido techniques. From these works, 

it seems that solid-state mechanics concepts such as the law of momentum conserva-

tion, second law of motion for angular motion, centrifugal force and composition of 

resultant forces and moments of force, can be explained more effectively with the 

practice of Aikido, facilitating the understanding of how forces act on a person while 

in translator or rotary motion.  

Since the practice of Aikido seems to improve not only motor skills, but also some 

cognitive abilities (i.e., acquiring the knowledge of mechanics required by the scholar 

curriculum), this martial art has been chosen to discuss how a psychomotor learning 

domain like this could benefit from an AIED procedural learning environment. In this 

sense, some ideas on how to provide some tangible scaffolding when needed to guide 

motor skill learning in a personalized way using novel interactive technology from the 

IoT are discussed next. The research question behind is: How to design and imple-

ment a personalized procedural learning environment that can physically train and 

guide the particular way each learners’ body and limbs should move in order to 

achieve a specific learning goal that is related to improving learners’ motor skills 

acquisition, such as the needs identified in the Aikido practice? 
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3.2 Improving AI based personalized motor skill learning in Aikido with 

novel interactive technologies  

The goal of Aikido is to hold the uke (attacker) in a compromised and secured posi-

tion with a minimal amount of effort [17]. To achieve this, Aikido practice involves 

the manipulation of various joints of the body and is based on effective anatomical 

principles to subdue a training partner by twisting the limbs or locking up the skeletal 

system. In order to better understand the body’s responses and improve the proficien-

cy of applying specific techniques, anatomical studies on cadavers that investigated 

the nerves, bones, muscles, tendons and tissues manipulated by each technique have 

been carried out in the past [9]. However, novel interactive technologies, such as 

those provided by quantified-self wearable devices, can be used to gather dynamic 

indicators while making the movement. This can help to understand how the move-

ments are performed and improve training. For instance, the movements carried out 

by a person can be monitored using diverse types of sensors (inertial, optical, posi-

tion, physiological, etc.) [18] for real time motion study outside the laboratory [19]. 

This technology is becoming less and less intrusive, to the point that sensors that al-

low complex movement patterns tracking are getting embedded directly into clothes 

[20]. The interaction data streams continuously collected by these sensors in real time 

need to be processed. Due to its volume, variability and speed, Big Data mining tech-

niques need probably to be applied [21]. 

In addition, as introduced above, Aikido requires long-term physical training to 

learn how to carry out the movements in the most efficient way. Very often, the exe-

cution of the corresponding techniques involves practitioners moving along a curve 

and lowering one’s center of gravity in order to employ the centrifugal force acting on 

the opponent and one’s own gravity [16]. Forces applied are notably subtle and intri-

cate, and thus, difficult to learn without the direct tutelage by an experienced sensei 

(teacher) [17]. This is not easy to put into practice without being repeatedly told what 

is done wrong and what should be done right. In order to be able to compare how the 

movement is performed, a model of the accurate movement needs to be built. In the 

field of virtual reality, there are works that build virtual skeletal models for video-

games from the information collected using wearable technology (e.g., biomechanical 

or inertial sensors), which both map the movement as well as recognize gestures with 

AI techniques [22]. The movement controlled by sensors can also be represented in 

3D models of the human body [23].  

The next step is to provide some guided feedback. Since the situations where the 

applied techniques are never the same (e.g., the degree and direction of force is differ-

ent, the position of the tory is not always the same, body shape and muscular structure 

differ from uke to uke, perception and timing change) the application of the technique 

must change accordingly [24]. This means that the provided feedback should be per-

sonalized to the current situation, including uke and tory body built. With respect to 

defining the appropriate feedback to give, an initial proposal can be to provide some 

tangible scaffolding through embodiment technology that corrects the learner’s 

movements by physically controlling and guiding the movement of the learner till her 

ideal movements (considering the learner’s own body built) are achieved. Feedback 
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with different levels of complexity (simple verification, try again and elaborated) 

provided through different channels (visual, audio and haptic) [17] should be consid-

ered. For instance, in order to provide motor intervention, some works use electromy-

ography sensors (i.e., the measure of the electrical activity produced by the skeletal 

muscles) to detect movement intentions and help to carry them out through exoskele-

tons (i.e., physical shells) moved with servo motors [25]. Resistive sensors have also 

been used to move body parts through vibrations [26]. Inertial sensors and vibro-tactil 

feedback is also used to replicate referred postures and correct those that are not alike 

[27]. A forced feedback system to guide fingers movement to improve motor skills 

when playing the piano has been implemented with a simple exoskeletal robotics [28]. 

The technology for 3D modelling can be used to build physical prototypes of tangible 

objects. As an example, combining available technologies, a 3D printed hand has 

been controlled with Arduino using servomotors [29]. 

However, guiding the learner by delivering forced haptic feedback when the 

movement performed does not reflect the reference movement might not be the most 

appropriate psycho-educational approach to achieve long-term learning, although it 

might help to increase motivation by contributing to short-term performance [30]. 

Therefore, there is a need to research the appropriate personalized support to provide. 

Here, the application of TORMES methodology [31] (or an extended version of it that 

addresses the particularities required by the psychomotor learning domain and the 

requirements to sense the environment and provide tangible support) can be of value 

to model the personalized dynamic psychomotor support to be provided in specific 

situations. In particular, TORMES extends the design cycle of interactive systems as 

defined by ISO 9241-210 with the life cycle of e-learning and the layered evaluation 

of adaptive systems, and combines user centered design methods (which can be ap-

plied to gather tacit knowledge from psychomotor experts as well as experienced 

Aikido teachers and practitioners) with (big) data mining techniques (that can be used 

to analysis performance indicators regarding the movements carried out gathered 

from Aikido training sessions, for instance, using wearable devices). 

There is a commercial software (i.e., Aikido 3D1) that recreates with animated 

characters the movements of a high degree Aikido black belt using motion capture 

technology. The goal of this tool is to facilitate visualizing how the techniques are to 

be carried out, so the learner can see it from different perspectives, in slow motion, 

zoomed, etc. It provides a technological improvement on top of what takes place in 

Aikido dojos (i.e., training places) around the world, but the approach behind is simi-

lar: learner watches how an expert (in this case, an animated character whose behav-

ior has been modelled with the movements of an expert) carries out the technique and 

then tries to reproduce (imitate) the same movements with a partner. However, an 

AIED support through a procedural learning environment could improve the learning 

experience by physically controlling and guiding the movements of the learner when 

appropriate, so she can correct them till she masters the movements for the technique 

(considering the learner’s own body built and skills, as well as the context where the 

movement is carried out, including the opponent features). This requires the follow-

                                                        
1 https://www.aikido3d.com  
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ing: 1) sensing the learner’s movement and the context in which this movement takes 

place (e.g., the physical features and abilities of the opponent), 2) comparing it against 

the accurate movement (e.g., how an expert in the technique would carry the move-

ment out considering the same physical features and abilities of the learner and the 

opponent), 3) deciding whether it is appropriate to provide the tangible support at this 

moment (dealing with focusing on short term performance vs. long-term learning), 

and 4) if appropriate, then provide the tangible support in an effective non-intrusive 

way, for instance with vibro-tactil feedback through actuators sew on the Aikidogi 

(i.e., the Aikido training uniform).  

4 Conclusion 

There is a challenge and opportunity to take advantage of AI and ED research to de-

velop personalized procedural systems that can support learners while acquiring psy-

chomotor abilities. Learning and improving motor skills is of relevance in many do-

mains, such as learning to write, to draw, to play a musical instrument, to practice a 

sport technique, to dance, to use sign language or to train for surgery.  

In this paper, the relevance of Aikido practice and the support it can obtain from 

AIED based procedural learning environments has been discussed for the first time in 

the literature. In addition, the application of novel interaction technologies that are 

being used by the Internet of the Things (such as quantified-self wearable devices, big 

data processing and 3D modelling) to build an AIED procedural learning environment 

has been proposed by reporting works that partially address some of the technological 

issues discussed. Although the assimilation of new technologies is always costly, the 

do-it-yourself movement, which encourages people in creating Internet of the Things 

applications by their own [32], can simply their learning curve and thus, their usage 

should be feasible for the AIED research community, provided that many people 

around the world are taking advantage of them without a wide specialized technologi-

cal background. In turn, non-specialized users benefit from the feeling of belonging to 

a community that characterizes this kind of developing culture (as well as the open 

source and open hardware philosophy underneath it) and receive on-line peer support 

both on search (i.e., looking for information with the help of web search engines or 

within specialized repositories) and on demand (i.e., asking in specialized forums).  

In addition, it can also be noted here that most of the approaches referenced in the 

previous section can be controlled by an Arduino based infrastructure. Arduino is an 

open source electronics prototyping platform, which is based on easy to use hardware 

and software [33]. As reported in previous work, Arduino can be used to gather con-

textual information from sensors [34] and deliver ambient intelligent feedback [35]. 

In summary, the motivation of this paper is to propose a new research direction to 

the AIED field, where novel interactive technologies enrich Artificial Intelligence 

techniques to deal with some challenges within the Educational domain. This pro-

posal will be discussed further during the workshop “Les Contes du Mariage: Should 

AI stay married to ED? A workshop examining the current and future identity of the 

AIED field” taking place during the 17th International Conference on Artificial Intel-
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ligence in Education (AIED 2015). Outcomes from the discussion in the workshop 

will be included in a paper for the IJAED Special Issue “The next 25 Years: How 

advanced, interactive educational technologies will change the world” [3]. 
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Realizing the Potential of AIED 

Lewis Johnson 
 

Alelo Inc. 

Abstract. This is a time of opportunity and promise for AIED as a field. The 
field has had some major successes, and is having an impact with significant 
numbers of learners. Now that Big Data has arrived in education, opportunities 
are opening up to generate analytics from that data and use it to personalize 
learning.  There is however potential to have an even greater impact on educa-
tion, and make greater use of AI technologies. The field should focus on realiz-
ing this potential, and not divorce itself from either AI or Ed. Achieving impact 
will require more effective dialog and collaboration with educators, learners, 
and people in industry. 

Keywords: Educational impact, partnering with education, partnering with in-
dustry, participatory design, technology transfer 

1 The Time for AIED has arrived 

These are exciting times for learning technologies. Technology is becoming inte-
grated into education at all levels, as online learning, blended learning, and smart 
classrooms are becoming the norm. The global market in technology-enabled learning 
is projected to grow at an annualized rate of 20.3% to $220bn in 2017 (Mar-
ketsandMarkets, 2014). Large as this is it is still a small fraction of the $5.89tr that is 
projected to be spent on education in 2015 (Next Up Research, 2010); this suggests 
there will be even greater opportunities in the future. Technology-enabled education 
is enabling and fuelling demand for personalized and adaptive learning and assess-
ment (Borden, 2011; Getting Smart, 2012), capabilities which AIED systems are well 
positioned to provide. 

AIED-based systems are contributing to this innovation in learning. Alelo’s lan-
guage and culture training systems (Johnson, 2010; Camacho et al., 2009; Johnson et 
al., 2012) are in widespread use throughout the world, with well over 100,000 learners 
to date. They have had a significant effect on the cultural and linguistic competence of 
the learners who use them. For example the 3rd Battalion, 7th Marines, the first Ameri-
can Marine unit in the Iraq war to complete their tour of duty without any combat 
fatalities, learned Iraqi Arabic language and culture using Alelo’s Tactical Iraqi learn-
ing environment (Marine Corps Center for Lessons Learned, 2008). Another AIED 
success story is the ASSISTments system, which is being used throughout the United 
States by nearly 20,000 or more students per year (Gelfand, 2011). And perhaps the 
biggest success so far has been the Carnegie Learning curriculum and software, which 
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as of 2010 had been used by over 500,000 students (Institute of Education Sciences, 
2010). 

The workshop call for papers questions whether the ideas of AIEd are influencing 
AI or Education in any major way. The above examples illustrate that it is AIED is in 
fact having an impact. One could perhaps argue as to whether they are having a major 
impact, but they certainly intend to do so. 

Yet these examples are just the beginning, and AIED has the potential to have an 
even greater impact on education in the future. The challenge for the AIED communi-
ty is to realize that potential. It needs more success stories – examples of AIED re-
search that is having an impact. The more instances there are of research that is hav-
ing an impact, the more impact the field as a whole will have. 

I regret that other obligations do not permit me to participate in person in the work-
shop in Madrid. However remote participation is becoming commonplace in technol-
ogy-enabled learning, so I hope it is also possible for a major international conference 
on technology-enabled learning such as AIED. In any case I feel compelled to con-
tribute this position paper and hopefully offer some constructive suggestions. 
 
2     Connect AIED to Educational Problems 

 
I have a number comments on the questions posed in the call for papers, but I will 
focus here on just one: the extent to which the results of AIED research are meaning-
ful to real educational practices. Or to put it another way: What steps can people in 
the AIED community take to ensure that their research has meaningful educational 
impact? Here are some recommendations. 

Talk with educational leaders. More than individual teachers, educational 
leaders and managers have a broad view of how where the unmet educational needs 
are, and may be open to innovative approaches that can meet those needs. Many of 
these are needs that AIED technologies can address. If you have a promising AIED 
technology, show it educational leaders and listen to what they have to say. They 
might help you make the connection to education needs, or if not you will come away 
with a better understanding of what the critical educational needs really are. They 
may be able to put you in touch with schools and teachers that are receptive to inno-
vative solutions. 

Talk with people in the edtech industry. There is not enough dialogue be-
tween AIED researchers and people in the edtech industry, which leads me to suspect 
that that there may be an insufficient appreciation of what researchers can learn from 
such dialogue. People in edtech have an understanding of what it takes to make a real 
impact on real educational problems with technology. They may be aware of educa-
tional problems that they themselves are not in a position to address, but they wish 
someone else would. 

Engage in effective iterative, participatory design. The workshop call for pa-
pers suggests that participatory research is often a matter of rhetoric rather than prac-
tice. The question as I see it is how to make such participatory research achieve more 
effective results. Dialogue with educational leaders prior to the start of the design 
process can help, to make sure that the design is focusing on the right problems. So 
can iterative participatory design, in which researchers show teachers and learners 
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partial prototypes and ask for input on how to improve it. Participatory design can be 
very effective when people have something concrete to respond to. 

Learn from research programs that value educational contributions. The 
US National Science Foundation’s Cyberlearning program is an example of research 
program whose projects address learning research questions as well as learning tech-
nology questions. The program requires research teams to carefully evaluate the edu-
cational impact of the designs that they develop, instead of simply focusing on tech-
nology development. Other AIED researchers can draw useful lessons from this and 
similar programs. 

The RALL-E project (Alelo, 2015) is an example of an exploratory AIED re-
search project that has undertaken each of these steps. With funding from the National 
Science Foundation’s Cyberlearning program, we have developed a lifelike robot that 
can converse in Chinese, using the Robokind’s Zeno-R25 robot as a platform. We 
developed the concept with advice from the Virginia Department of Education, which 
made us aware of critical needs in their state such as the lack of availability of quali-
fied language teachers in many schools and the lack of access to high-quality interac-
tive learning materials in many of those schools. We designed RALL-E as an interac-
tive language-learning tool that students can use to develop their conversational skills, 
with or without the presence of a teacher. The Virginia Department of Education in-
troduced us to the principal of a receptive test site, the Thomas Jefferson High School 
for Science and Technology (TJ) in Alexandria, Virginia. We have developed the 
robot iteratively, and have conducted a series of focus group tests with students and 
teachers at TJ. This has helped us refine the technical concept, as well as develop a 
better understanding of how it might be used in an educational context. This gives us 
confidence that students and teachers will respond positively to the completed solu-
tion. And finally, we talk with other people in the edtech industry, to determine how 
this technology might be relevant to educational needs that they see. 

As more AIED projects draw lessons from projects that have had good impact, it 
will help the field overall to realize its potential of improve education. The rapid in-
crease in availability of computing resources is multiplying the opportunities for the 
field to make a difference. If we seize these opportunities the prospects for the future 
of AIED are bright indeed. 
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