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Preface 
 

The supplementary proceedings of the workshops held in conjunction with AIED 
2015, the seventeenth International Conference on Artificial Intelligence in 
Education, June 22-26, 2015, Madrid, Spain, are organized as a set of volumes - a 
separate one for each workshop.  

The set contains the proceedings of the following workshops:  

 
Volume 1: Sixth International Workshop on Culturally-Aware 
Tutoring Systems  (CATS)  
Ma Mercedes T. Rodrigo, Emmanuel G. Blanchard, Amy Ogan, Isabela 
Gasparini  
 
Volume 2: Intelligent Support in Exploratory and Open-ended 
Learning Environments; 
Learning Analytics for Project Based and Experiential Learning 
Scenarios 
Manolis Mavrikis, Gautam Biswas, Sergio Gutierrez-Santos, Toby 
Dragon, Rose Luckin, Daniel Spikol, James Segedy  
 
Volume 3: Fourth Workshop on Intelligent Support for Learning in 
Groups (ISLG)  
Ilya Goldin ,Roberto Martinez-Maldonado,Erin Walker, Rohit Kumar 
,Jihie Kim  
 
Volume 4: Workshop on Les Contes du Mariage: Should AI stay 
married to Ed? 
Kaska Porayska-Pomsta, Gord McCalla, Benedict du Boulay  
 
Volume 5: Second Workshop on Simulated Learners 
John Champaign and Gord McCalla  
 
Volume 6: Workshop on Developing a Generalized Intelligent 
Framework for Tutoring (GIFT): Informing Design through a 
Community of Practice 
Benjamin Goldberg, Robert Sottilare, Anne Sinatra, Keith Brawner, Scott 
Ososky 
 
Volume 7: International Workshop on Affect, Meta-Affect, Data and 
Learning (AMADL 2015)  
Genaro Rebolledo-Mendez, Manolis Mavrikis, Olga C. Santos, Benedict 
du Boulay, Beate Grawemeyer, Rafael Rojano-Cáceres  



While the main conference program presents an overview of the latest mature work in 
the field, the AIED2015 workshops are designed to provide an opportunity for in-
depth discussion of current and emerging topics of interest to the AIED community. 
The workshops are intended to provide an informal interactive setting for participants 
to address current technical and research issues related to the area of Artificial 
Intelligence in Education and to present, discuss, and explore their new ideas and 
work in progress.  

All workshop papers have been reviewed by committees of leading international 
researchers. We would like to thank each of the workshop organizers, including the 
program committees and additional reviewers for their efforts in the preparation and 
organization of the workshops.  

June, 2015 
Jesus Boticario  & Kasia Muldner  
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Preface 
Culture has a profound effect on the way people interact with, react to, think and feel 
about knowledge, symbols, situations, etc. Yet it is underestimated in AIED research. 
Most of the currently influential learning systems have indeed been created by and for 
developed world contexts and with Western cultural perspectives in mind. However 
in recent years, more and more opportunities to design, develop, and deploy 
educational software for and in different contexts have emerged. This state of affairs 
naturally leads to broader questions. What features of culture are important to 
consider in the design process? Can software designed and developed in a specific 
cultural context transfer to other parts of the world and remain effective? The answers 
to these questions remain unclear although a growing body of research suggests that 
the use of AIED systems across cultural contexts results in variations of the 
knowledge acquisition process. 
Over the last seven years, Culturally-Aware Tutoring Systems (CATS) workshops 
have been organized in conjunction with ITS2008, AIED2009, ITS2010, AIED2013, 
and ITS2014. The series is a venue for researchers to reflect on the universality of 
their work. CATS2015 thus proposes to discuss culture and AIED from five 
perspectives: 

1. Developing both pedagogical strategies and system infrastructure 
mechanisms that incorporate cultural features to enculturate AIED systems; 

2. Designing acquisition-oriented CATS, i.e. AIED systems to teach cultural 
knowledge and intercultural skills; 

3. Designing adaptation-oriented CATS, i.e. AIED systems that can be 
personalized overtly or automatically based on users’ cultural profiles; 

4. Considering human features that are connected with the learning process, 
and that are culturally-sensitive, e.g. affect, behavior, cognition, or 
motivation; and 

5. Considering cultural biases in the AIED research cycle. 
In addition to describing the current state of the art in these domains, the workshop 
engages participants in working to expand the reach of AIED research to a greater 
global audience, including those disadvantaged due to a lack of resources or other 
obstacles. 
Overseeing the quality of CATS2015 papers was a program committee of 37 
members from Asia, Europe, North America, and South America. The program 
committee members were well-versed in AIED, culture, technology, and other 
relevant fields.  The committee selected 4 full papers and 1 short paper for inclusion 
in this year’s workshop.   
We thank all the program committee members and authors for contributing their time 
and expertise to making CATS2015 possible. We also thank the Workshop Chairs 
and the Organizing Committee of AIED2015 for including CATS in this year’s 
conference.  

Ma Mercedes T. Rodrigo, Emmanuel G. Blanchard, Amy Ogan, & Isabela 
Gasparini 

The CATS2015 Co-Chairs 



 

 

Leveraging Comparisons between Cultural 
Frameworks: Preliminary Investigations of the MAUOC 

Ontological Ecology 

Phaedra Mohammed1, Emmanuel G. Blanchard2 

1Department of Computing and Information Technology, The University of the West Indies, 
 St. Augustine, Trinidad and Tobago 
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2IDÛ Interactive Inc. 
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Abstract. Many theoretical cultural frameworks have been proposed in the 
literature. For comparisons and critiques of these frameworks to make sense, 
community members have to assign similar-enough meanings to the terms that 
they use when interacting. This entails overcoming the challenge of dealing 
with the imprecise and interpretable definitions conveyed in frameworks due to 
the use of common language. The MAUOC Ontological Ecology (MOE) ap-
proach offers a strategy for dealing with this through reinterpretation of all cul-
tural frameworks along a singular, common conceptual baseline. In this way, a 
far more cohesive, consistent, and controlled representation of cultural frame-
works becomes available compared to just common language descriptions. The 
purpose of this paper is to clarify the MOE methodology, and report initial ef-
forts into practically applying it to the Hofstede cultural framework. 

Keywords: Culture, Heavyweight Ontology, Systematic Methodology, Hof-
stede Framework 

1. Introduction 

Culture is a key phenomenon in many academic disciplines such as psychology, an-
thropology, sociology, education, philosophy, and therefore has been studied from 
diverse perspectives. Consequently, many theoretical frameworks have been pro-
posed, each with specific purposes as endorsed by different research communities. 
These frameworks are mostly described with common language terms which disguise 
the complexity and philosophical nuances within. For these reasons and others, 
frameworks are frequently prone to misinterpretation, and disagreements are common 
when conflicting claims are made regarding particular frameworks. A common source 
of dispute is the use of the same terminology across frameworks which may or may 
not refer to the same conceptualization, such as Individualism and Collectivism in the 
GLOBE and Hofstede frameworks [4].  

As an emerging interdisciplinary field, research on Culturally-Aware Tutoring Sys-
tems (CATS) is driven by scholars with different profiles, both in terms of cultural 
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backgrounds and expertise. This rich diversity places the CATS community in a 
unique position to properly tackle the techno-cultural objectives it has assigned to 
itself. However, the variety of existing cultural frameworks and the lack of time for 
many community members to deeply understand them creates challenges for cumulat-
ing research efforts and findings. Indeed, for comparisons and critiques to make 
sense, community members have to assign similar-enough meanings to the terms that 
they use when interacting. This is one way of overcoming the challenge of dealing 
with the imprecise and interpretable definitions conveyed in frameworks due to the 
use of common language. 

The More Advanced Upper Ontology of Culture (MAUOC) aims to identify con-
ceptual building blocks of the cultural domain, and it has several potential applica-
tions for CATS. The one that is considered in this paper is the possibility it offers for 
reinterpretation of all cultural frameworks along a singular, common conceptual base-
line. In this way, a far more cohesive, consistent, and controlled representation of 
cultural frameworks becomes available compared to just common language descrip-
tions. This would in turn promote objective comparisons between frameworks, and 
enhance interoperability between research efforts. Before this can be done, a struc-
tured, scientific methodology is necessary. One such strategy has been theorized and 
presented in [3]. It is referred to as the MAUOC Ontological Ecology (MOE) ap-
proach, and the purpose of this paper is to clarify this methodology, and report initial 
efforts into practically applying it to the challenges articulated earlier. 

The remainder of the paper is organized as follows. Section 2 presents a justifica-
tion for the choice of heavyweight ontology engineering as the basis for this research, 
and briefly describes the development processes behind MAUOC and the MOE ap-
proach which motivate the systematic methodology taken in the paper. Section 3 goes 
into the specifics of this methodology, briefly describes the Hofstede cultural frame-
work, and gives insight regarding why this framework was chosen for analysis. The 
section then provides illustrative examples arising from the preliminary analysis of 
the Hofstede framework using the MOE approach, along with a brief discussion of 
each example. Section 4 discusses what is to be learnt from this preliminary investiga-
tion and identifies the limitations of the work so far. The paper concludes in Section 5 
with future plans for the investigation. 

2. Ontological Grounding of our Analytical Process 

2.1 A Heavyweight Ontology Initiative 

Heavyweight ontology engineering is strongly connected to the original philosophical 
meaning of ‘ontology’. Whereas heavyweight and other (lightweight) ontologies look 
similar to non-specialists (simply put, they could be seen as a set of con-
cepts/constructs interconnected with relations), the critical difference lies in the way 
heavyweight vs lightweight ontologies assign identities to these concepts/constructs 
and relations. Authors of lightweight ontologies commonly refer to a ‘rule of thumbs’ 
approach: they may look for, and accept a definition that makes sense to them in the 
context of the specific application(s) they have in mind, and according to their per-
sonal experience. This obviously limits its applicability while bringing risks of per-
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sonal and socio-cultural biases. Heavyweight ontologies on the other hand must not 
target a specific application, but rather aim to capture the true essence of a domain or 
task (as in philosophy). A definition obtained following proper heavyweight ontologi-
cal analyses can thus be reapplied in any situation related to the domain of interest.  

Eventually, distinctions between heavyweight and lightweight ontologies are large-
ly ignored by non-specialists. This is a major issue since these ontologies have very 
different properties. However, the purpose of this paper is not to reflect upon this 
point, and readers are invited to look at [8] for clarifications. Overall, if heavyweight 
ontologies are innately superior from a conceptual perspective, they have a major 
drawback: they are far more complex and consequently require more expertise and 
development time before being considered to be sufficiently stable for use. But for 
ontology specialists, these difficulties are overshadowed by the breadth of applicabil-
ity and the subsequent interoperability that heavyweight ontologies allow once stable-
enough. We therefore adopt a heavyweight ontological approach because capturing 
the philosophical essence of cultural frameworks requires careful, precise definitions 
that can bridge the operational data/solutions produced by different disciplines [3]. 

 
2.2 From MAUOC to MOE: Two Phases in Framework Reinterpretations 

 
Initiated in 2008 [1], MAUOC is a heavyweight ontology initiative. Rather than de-
scribing MAUOC itself, which is prohibitive in this paper due to space constraints 
(see [3] for an overview), we will now make a brief presentation of MAUOC’s devel-
opment process. This is essential for understanding the remainder of the paper be-
cause it forms the basis for the systematic methodology described in the next section. 
The process has several objectives:  

- Distinguishing ‘natural concepts’ (i.e. conceptual units which exist inherent-
ly in nature. See [8]) from ‘constructs’ (i.e. artificial conceptual units defined 
in the context of a framework to better carry out its message, connect with a 
user community, and/or facilitate its adoption and use) for the cultural do-
main,  

- Providing precise definitions for natural concepts by figuring out their essen-
tial parts and properties. These features are ‘essential’ because the removal 
of one of them leads instances to be classifiable in more than one definition. 
In the same time, a proper definition has to respect Okham’s razor principle, 
i.e. the simplest definition is always the best one. 

The development process of MAUOC can thus be decomposed into five steps: 
1. Acquiring a deep understanding of several cultural frameworks representing 

different schools of thought and disciplines 
2. Identifying major framework terms as ‘natural concept’ candidates 
3. Classifying the ideas behind these terms as trans-framework or framework-

specific into a more restricted ensemble of ‘natural concept’ candidates 
while discarding those that are too specific or not innately cultural 

4. Eliciting ontology-grade definitions for the remaining ‘natural concept’ can-
didates and their relations, and testing if the resulting ecology of concepts al-
lows for expressing any cultural situations and issues that may arise 

5. Iteratively repeating one or more of the previous steps if d) has failed, be-
cause this would mean that the current version of the ontology is incomplete, 
and/or includes inappropriately-defined elements. 
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In the course of its development, MAUOC has thus been revised many times be-
fore reaching the first version thought to be stable-enough [3]. Yet, one cannot be 
certain that the current version of MAUOC will not be challenged by cultural issues 
to be tested in the future. Developing MAUOC is both a top-bottom and bottom-up 
process that attempts to identify cultural building blocks by cross-analysing various 
frameworks. Now that a stable-enough version has been proposed, the MAUOC On-
tological Ecology (MOE) aims to further this initiative by following a bottom-up 
approach where ontological translations of cultural frameworks will be designed and 
grounded on these building blocks. In other words, the goal of MOE is not to state 
what frameworks should or should not say, but rather to achieve clearer and more 
precise formulations of what they already intend to say. 

Figure 1 presents a simplified view of MAUOC and MOE processes. Note that 
YAMATO is a top ontology, on which MAUOC is grounded (see [9]). 

 
Figure 1. A Simplified View of the MAUOC and MOE Development Processes.  

3. Applying the MOE Approach to Hofstede’s Framework 

3.1 A Systematic Methodology 

The systematic methodology described in this section is framework-independent and 
therefore it can be applied to any cultural framework for which intercultural compari-
sons are desired using the MOE approach. It is important to note that this process first 
requires the perspective of external reviewers who have no connection to the particu-
lar framework being studied in order to guard against bias [2]. This is crucial since the 
analysis deals with matters of interpretation and comparison of meanings. At this 
early stage, only the two authors of the paper are solely involved in the process. Both 
authors are independent of the cultural framework to which the methodology is being 
applied and both have different cultural backgrounds which provide an additional 
layer for guarding against bias. 

a) Identify major references for the cultural framework within the literature. 
Here, sources may include books, journal articles, or conference papers 
where the overarching quality is the frequency of reference.  

b) Identify key terms and several corresponding quoted definitions within these 
references, by authors of the framework and/or the representative user com-
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munity. Key terms, for our purposes, refer to words or phrases which define 
essential features or ideas that contribute towards the major theoretical un-
derpinnings of a cultural framework.  

c) Highlight any discrepancies, consistencies, and/or differences (if any) in the 
quoted definitions for the key terms. Two levels of analysis are performed in 
this step: Terminological analysis - which asks whether the definition is con-
sistent over time from a grammatical and a lexical perspective, and Concep-
tual/ontological analysis - which asks whether the definition is precise 
enough. Consistency refers the number of changes in the grammatical and 
lexical structure across the quoted definitions, and it is used to assess wheth-
er those changes may alter the meaning in the definitions over time. Preci-
sion refers to the self-explanatory nature of expression used in the quoted 
definition, and the extent to which that expression is potentially subject to in-
terpretations amongst readers. 

d) Determine whether a coherent, durable definition can be extracted for each 
key term. In this step, a key term would still be expressed in common lan-
guage, but it would now be ontology-ready. In other words, the term would 
have a logical and consistent structure that is made up of several other con-
ceptualizations that fit together precisely.  

e) Consult with experts of the cultural framework to assess the validity of the 
extracted definitions in keeping with the intended ‘spirit’ of the framework. 
If necessary, the definitions would be refined or modified to eventually come 
to a consensual definition that satisfies both the experts and reviewers while 
still remaining ontology-ready. 

f) Interpret and convert the resulting common language, consensual definitions 
to MAUOC-grade formulations, using logical representations such as math-
ematical notations or those originating from HOZO. 

Our approach currently focuses on achieving ‘heavyweight ontology’-grade defi-
nitions for constructs articulated in various cultural frameworks, and as such it 
only partially reflects the vision stated in MOE. Subsequent and interleaved steps 
are thus required to clearly state relations and dependencies between these con-
struct definitions in order to achieve true MAUOC-grounded ontologies. 

3.2 Primer on Hofstede’s Framework 

The Hofstede cultural framework was chosen as the starting point in this research for 
several reasons. Firstly, it is the most popular one used in intercultural research as 
evidenced by the large body of work using the framework for theoretical and practical 
reference. Due to over 30 years of study, it is also one of the best documented and 
consequently one of the most attacked and critiqued of the available frameworks. This 
rich body of work and the clear evolution that naturally has taken place in the frame-
work due to intense scrutiny, further provides a good distribution of terms upon 
which to test our methodology. 

A brief description of the Hofstede framework is necessary at this point in order to 
give readers a sense of what the framework is about. The Hofstede framework takes 
an empirical, generalized approach towards studying cultural differences. It focuses 
on the identification of dimensions of national culture which were originally: Power 
Distance, Individualism, Masculinity, and Uncertainty Avoidance [5]. Since then, two 
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more dimensions have been added to the framework: Long Term Orientation and 
Indulgence vs Restraint [7]. These dimensions are used to score and classify countries 
according to how members of those societies cope with problems and concerns that 
are basic to all human societies [7]. Using these scores and statistical relationships 
between the dimensions, the framework quantified the differences reported across 40 
countries originally in 1980. The data set has since been extended to 107 countries 
[7]. Country clusters were used to account for cultural observations about behaviour 
which may apply at various levels (national, regional, individual). Table 1 shows 
definitions of the six Hofstede dimensions, as well as scores for three countries. 

Table 1. Hofstede Dimensions and Country Scores for Three Sample Countries 

Hofstede’s  
Dimension 

Dimension Description U.S.A. Spain Japan 

Power  
Distance 

The degree to which the less powerful 
members of a society accept and expect 
power to be distributed unequally 

40 57 54 

Individualism Preference for a loosely-knit social 
framework 

91 51 46 

Masculinity Preference for achievement, material 
rewards, assertiveness over modesty, 
cooperation, caring 

62 42 95 

Uncertainty 
Avoidance 

The degree to which members of a soci-
ety feel uncomfortable with uncertainty 
and ambiguity 

46 86 92 

Long Term 
Orientation 

The degree to which a society maintains 
links with its own past while dealing 
with challenges of the present and future 

26 48 88 

Indulgence  
vs Restraint 

The degree to which a society allows 
relatively free gratification of basic and 
natural human drives over suppression 
and regulation with strict social norms 

68 44 42 

3.3 Illustrative Examples and Analyses  

In applying the MOE systematic methodology to the Hofstede framework, three ref-
erence sources [5, 6, 7] were selected. These three refer to some of the most common-
ly cited sources of the framework, and together they cover over 30 years of the 
framework’s evolution: the original source in 1980, the currently most cited source 
from 2001, and the most recent source in 2010. To illustrate part of the process, only 
6 framework-specific terms were selected for analysis and presentation in this paper 
due to space constraints. The 6 key terms were chosen since they are core terms for 
the Hofstede framework (and most other frameworks), they test different situations in 
the methodology, and they are commonly used in the user community. These terms 
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are considered according to their meaning in the scope of the Hofstede’s framework. 
Hence there must be no confusion between some of these constructs (e.g. value, or 
dimensions) and heavyweight ontology concepts using the same labels (see [9]).  

Table 2 below shows the directly quoted definitions (if present) extracted for each 
key term from each source. Summarized, unquoted descriptions are provided if there 
were no formal definitions found for a given key term. The sources [5, 6, 7] are re-
ferred to as 1), 2), and 3) respectively. It should be noted that only the first three steps 
of the systematic methodology were carried out on the Hofstede framework in this 
paper. 

Table 2. Six Key Terms in Hofstede’s Framework and their Representative Defini-
tions in Reference Sources from 1980, 2001, and 2010. 

Key Terms Key Term Definitions from Hofstede Sources 

Value 1) “A value is a broad tendency to prefer certain states of affairs 
over others.” (1980, p.19) 

2) “A value is a broad tendency to prefer certain states of affairs 
over others.” (2001, p.9) 

3) “Values are broad tendencies to prefer certain states of affairs 
over others.” (2010, p.9) 

Culture 1) “The collective programming of the mind which distinguishes 
the member of one human group from another.” (1980, p.25) 

2) “The collective programming of the mind that distinguishes 
the members of one group or category of people from anoth-
er.” (2001, p.9) 

3) “The collective programming of the mind that distinguishes 
the members of one group or category of people from others.” 
(2010, p.6) 

Dimension 1) Empirically verifiable, independent phenomena (behaviours of 
individuals or situations, institutions, or organizations) on 
which cultures can be meaningfully ordered. (1980, p.36) 

2) A dimension is described by two possible extremes which can 
be seen as ideal types.  “A dimension is rooted in a basic prob-
lem which all societies have to cope, but on which their an-
swers vary.” (2001, p.28-29) 

3) “A dimension is an aspect of a culture that can be measured 
relative to other cultures.” A dimension groups together a 
number of phenomena in a society that were empirically found 
to occur in combination. (2010, p.31) 

Individualism 1) “... the relationship between the individual and the collectivity 
which prevails in a given society.” (1980) 

2) “... the relationship between the individual and the collectivity 
that prevails in a given society.” (2001, p.209).  
“Individualism stands for a society in which the ties between 
individuals are loose: Everyone is expected to look after 
her/his immediate family only.” (2001, p.225) 

3) “Individualism pertains to the societies in which the ties 

AIED 2015 Workshop Proceedings - Vol 1 7



 

 

between individuals are loose: everyone is expected to look 
after him- or herself and his or her immediate family.” (2010, 
p.92) 

Collectivism 1) No formal definition in the 1980 source.  
2) “Collectivism stands for a society in which people from birth 

onwards are integrated into strong, cohesive in-groups, which 
throughout people’s lifetime continue to protect them in ex-
change for unquestioning loyalty.” (2001, p.225). “Collectiv-
ism is the degree to which individuals are supposed to remain 
integrated into groups usually around the family.” (2001, p. 
xx) 

3) “Collectivism pertains to societies in which people from birth 
onward are integrated into strong, cohesive in-groups, which 
throughout people’s lifetime continue to protect them in ex-
change for unquestioning loyalty.” (2010, p.92) 

IDV  
Dimension 

1) “It describes the relationship between the individual and the 
collectivity which prevails in a given society.” (1980) 

2) “It describes the relationship between the individual and the 
collectivity that prevails in a given society.” (2001, p.209) 
“Individualism versus collectivism is related to the integration 
of individuals into primary groups.” (2001, p. 29). The IDV 
dimension is defined also by combining the Individualism and 
Collectivism definitions from 2) above.(2001, p.225) 

3) The IDV Dimension is defined by combining the Individual-
ism and Collectivism definitions from 3) above. (2010, p.92) 

Value. Terminologically, the definition of value is cohesive from 1980 to 2010 
with one grammatical change in 2010. The grammatical change, i.e. pluralisation, 
does not affect the meaning of the definition so it is cohesive from this perspective. 
However it is ontologically since inner terms leave room for interpretation (state of 
affairs, broad tendency – what do they refer to? Are these to be understood from a 
group, individual, or both levels?). 

Culture. The definition is terminologically-inconsistent due to changes between 
1980 and 2001 from member to members, and one human group to one group or 
category of people, and from another to others in 2010. In all of the definitions, com-
parisons are made between A and B, but the nature of A and B changes with each 
evolution of the definition. This has ontological implications for the cardinality of the 
comparisons namely a shift from a one-to-one comparison between two individuals in 
1980 to a many-to-many comparison across individuals from two groups in 2001 to a 
broader comparison between not just two groups but amongst many groups in 2010.  
There are also imprecise inner terms: collective programming of the mind and human 
group.  

Dimension. The first plain definition for dimension is found in the 2010 source. 
The term was used and described in 1980 and 2001 across a few pages, however 
neither source provides a precise definition; the salient parts are summarised in Table 
2. Terminologically, there is no cohesion amongst the descriptions. Ontologically, the 
lack of more than one plain definition provides more room for interpretation. The 
2001 quote is imprecise since inner terms (rooted on, basic problem) are subject to 
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interpretation, whereas society is not clearly defined. The 2010 quote is also ontologi-
cally imprecise due to interpretable inner terms such as aspect, and culture. The 
measurable property of a dimension is however coherently and consistently articulat-
ed across all three sources. 

Individualism. The quotes are terminologically cohesive for the first part between 
1980 and 2001. The additional section added in 2001 is not cohesive with 1980, and 
not consistent with the 2010 due to two evolutions: society to societies and immediate 
family only to him or herself and his or her immediate family. Ontologically, there is 
a change in cardinality as in the culture definition, and the inner terms are imprecise 
in 1980 (relationship), and imprecise and subjective in both 2001 and 2010 (ties, 
loose). 

Collectivism. Terminologically there is limited cohesion with no formal definition 
in 1980, and one evolution between the common quotes in 2001 and 2010: society 
changes to societies. Ontologically, the definitions in 2001 and 2010 are imprecise 
due to inner terms requiring further explanations (strong, cohesive in-groups, society, 
protect - from what, why, and by whom? -, unquestioning loyalty - allegiance to 
whom?, forced or voluntary? -). 

IDV (Individualism-Collectivism) Dimension. The quotes from 1980 and the 
first part of 2001 are terminologically cohesive but ontologically imprecise due to 
inner terms requiring further definition (relationship, collectivity). The quotes from 
the second part of 2001 and that of 2010 have the same outcome as the individualism 
and collectivism analyses above. 

4. Discussion 

The analysis in the previous section should not be construed as a criticism or praise of 
the Hofstede framework, nor should it be seen as an effort to create our own defini-
tions for key terms. Rather, the intention is to raise awareness of the possible interpre-
tations of the framework’s core terms which can have wide-reaching implications for 
CATS research especially if misunderstanding and oversights are not cleared up. 
Contradictions from incorrect usage of framework term can lead to wrong conclu-
sions in educational applications, and cascade dangerously in culturally-aware con-
texts. The goal is therefore to understand the cultural framework and confirm whether 
existing definitions are prone to significant misunderstandings. 

At this point we cannot say that the MOE methodology is fully validated yet since 
the research is still in its early stages. More work is needed, and naturally there are 
limitations. Only three quotes were used for each term and we agree that more and 
deeper reflection is needed for each term in order to solidify the analysis. In addition, 
quotes were sourced from material written by authors of the framework only. User 
community quotes can help identify further misunderstandings as well as consensus 
from a broader perspective, and should be investigated as well. Finally, only the first 
three steps of the MOE systematic methodology were carried out on the Hofstede 
framework. Despite this, clear risks of misinterpretation were identified for key term 
definitions in the framework in these early, simple stages. As ontology-ready defini-
tions are extracted and validated through consultation with experts of the cultural 
framework, the systematic process hopefully will reveal weaknesses in the MOE 
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approach as well as provide additional validation of the soundness of existing con-
cepts in MAUOC. For example, if a definition requires particular concepts that should 
have been defined in MAUOC, the missing concepts can be added to strengthen the 
ontology. If successful, this investigation will then create a baseline for analysing 
other existing cultural frameworks, and produce further validation of MAUOC as a 
deep ontological model of culture. Folk-based validation of definitions could also 
provide practical insight since ontologies, both lightweight and heavyweight, require 
a community of users. This type of validation however needs to be moderated since 
reliance on inexperienced users can lead to the design of a folksonomy. It is nonethe-
less still useful to be considered for future work. 

5. Conclusion and Future Research 

Derived from the MAUOC Ontological Ecology (MOE) approach, this paper present-
ed a systematic methodology for overcoming the challenge of dealing with the impre-
cise and interpretable definitions conveyed in cultural frameworks due to the use of 
common language. Preliminary analysis of the Hofstede framework, using the MOE 
approach, indicates that the methodology is holding up. The next steps involve analy-
sis of more Hofstede framework key terms, such as national culture, and country 
score for examples, and figuring out whether ontology-ready definitions are possible 
for the quoted definitions collected thus far in consultation with framework experts.  
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Abstract. Research shows the benefits of active learning in American college 
classrooms. International graduate students in American universities may face 
difficulties in teaching students with different cultural dispositions. The current 
research uses power distance to explore cultural juxtapositions in classrooms 
and personal informatics design to propose an adaptive system for cultural ac-
quisition. The work shows that even though instructors are aware of the dis-
tinctly Western value of speaking up in class, they do not employ it in their own 
classes. They show surprise at the amount of time they spend lecturing, but they 
express ambivalence about the importance of vocal contributions from the stu-
dents. We describe a technical system design that supports the development of 
cultural fluency by providing ITAs with feedback such as visualizations of time 
spent lecturing and suggestions for strategy selection in culturally challenging 
scenarios. The system would reflect changes in classroom activity over time as 
a way for TAs to reflect on their own professional development. 

Keywords: Power distance, international teaching assistants, classroom activi-
ty, personal informatics 

1 Introduction 

Research in the learning sciences has recently produced an explosion of experimental 
evidence that college students benefit from less lecture and more student activity. This 
evidence exists even for content-heavy science, technology, engineering, and mathe-
matics (STEM) classes where instructors have traditionally emphasized the im-
portance of covering and memorizing facts rather than exploring, curating, and con-
structing knowledge. Most of these studies have taken place in American classrooms 
and have not addressed questions of cultural dimensions of learning and teaching. 
Meanwhile, the number of international graduate students teaching introductory 
STEM classes in American universities continues to grow. These students tend not to 
have experienced the cultural shift toward active learning and its concomitant de-
crease in social distance to figures of authority that is familiar to most students from 
the U.S. This can lead to challenges for international graduate students in the U.S. 
when they are required to teach American students.  
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The CATS community has a history of developing systems to improve education 
and cultural awareness. We build on this line of research by focusing on new design 
methods that frame the instructor as both the learner and the agent of change in the 
classroom. Using methods from Personal Informatics (PI), we explore the state of 
international teaching assistants (ITAs) leading STEM classes in an American univer-
sity, and propose a system that potentially simplifies the implementation of active 
learning in order to more fully engage students.  

PI is an approach to behavior change and maintenance that gathers user data and 
generates digital artifacts for reflection, such as visualizations of change toward a 
behavioral goal. Very little research has looked at its value in education, and none has 
attempted to use it to better understanding culture. It incorporates methods of contex-
tual design and development that may be valuable in improving educational outcomes 
while investigating culturally adaptive interactions. 

To assess the feasibility of this line of research and development, we carried out 
several overlapping activities: classroom observation of ITAs in action in order to 
understand the context need for adaptive instruments, surveys and interviews in order 
to understand how ITAs might make sense of classroom behavior, and data visualiza-
tion feedback for ITAs in order to understand and explore the potential interface for a 
PI system. Finally we constructed and evaluated a prototype classroom detection sys-
tem to investigate if we could sense relevant behaviors.  

We confirmed that ITAs' knew of the cultural value of classroom activity, yet their 
recitations were almost completely based on lecture, with little student participation. 
They were open to more classroom activity, but with some reservations. They shared 
an interest in monitoring their teaching behaviors and aligning their performance with 
expert models. Also, our technical system functioned with 85% accuracy. We propose 
that these findings support further investigation of PI methods for investigating and 
supporting the acquisition of cultural fluency in unfamiliar educational contexts.  

2 Background 

Several decades of research in U.S. higher education has produced a wealth of studies 
showing the benefits of active learning compared to passive lecture and fact memori-
zation [1, 2, 3, 4]. These studies have investigated and advocated active learning tac-
tics such as think-pair-share and cooperative learning, showing that students improve 
academically, socially, and psychologically [1, 4]. Like most education research, the 
studies tend not to include considerations of cultural dimensions of learning. Cultural 
dimensions of instructors and learners in American universities are poorly understood. 
Given the evidence that different cultures have different valuations of student activity 
in the classroom [5, 6], the call for increased student participation may create a ten-
sion when it fails to address how international instructors perceive and value active 
learning practices. This situation deserves attention as the number of international 
graduate students teaching STEM classes in the U.S. continues to grow [7].  

One way to orient the conversation about cultural differences in praxis is to frame 
it in terms of power distance [8, 9]. Higher and lower national indices of power dis-
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tance (PDI) attempt to describe the level of deference that individuals express toward 
members of higher and lower social status. Given the long history of measurable so-
cial distance between Asian students and American instructors [5, 6], power distance 
is a reasonable construct with which to study classroom practices. It seems to have a 
direct mapping to the differences students exhibit as a function of cultural orientation 
to learning [9]. A low PDI score of 40 in the U.S., compared to 77 and 80 in India and 
China [8], may partially explain these students' general tendencies to speak or remain 
silent when they attend American university classes, regardless of how well they 
know the material [6]. 

This distance is becoming increasingly important to address. International enroll-
ment to American graduate schools has grown since 2005, with the most recent report 
showing a 17% jump in enrollment to engineering schools and a 40% increase in 
graduate students from India [7]. These students often fund their education by teach-
ing small classes that act as a supplement to large introductory STEM courses. These 
small classes, normally called recitations, allow groups of undergraduates from a 
large class to review course material and interact more closely with each other and an 
expert instructor.  

Although many states require ITAs to pass an oral proficiency exam before teach-
ing, there is little support for developing cultural fluency (or even general teaching 
skills). In other domains, such as health and finance, PI has recently emerged as a 
technique for motivating changes in behavior [10–13] with only a small investment of 
time or conscious effort on the part of the user. It is a new class of socio-technical 
system based on self-monitoring through data visualization [14]. The process helps 
motivate people to make new decisions by increasing their awareness of behaviors 
that are normally obscure and hard to observe, such as encouraging more activity by 
showing people a record of how much (or how little) they move throughout the day. 
That awareness is a critical step in the process of making changes [12]. These systems 
have gained popularity due to advances in wearable technology and smartphones. 
Current PI systems can track a user’s number of steps [10], hours and quality of sleep 
[15], levels of glucose in relation to food intake [16], consumption of non-renewable 
goods [17], and many more important activities that are hard to monitor without tech-
nological assistance.  

Research investigating how people use and make sense of PI systems produced a 
five-stage model of behavior change that applies to a large number of general cases 
[14]. The model (Preparation, Collection, Integration, Reflection, and Action) de-
scribes the types of data users collect, the integration of data collection and reflection 
into a daily routine, and the transition from reflection to goal setting. The framework 
provides a list of barriers and design recommendations for each stage. Researchers 
have recently proposed that incorporating this framework into adaptive training sys-
tems may improve classroom interactions [18], but only one project has evaluated 
such an application. The Live Interest Meter is a PI system that tracks student en-
gagement through a mobile app and provides data visualization to the instructor. It 
shows the potential to increase audience engagement and instructor responsiveness 
[19], but at the cost of increased cognitive demand by relying on live manual data 
input. Our system advances this work by investigating automatic detection of the 
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presence of classroom features that may indicate enhanced learning, such as peer-to-
peer interaction and student participation, both of which have been shown to correlate 
with students' critical thinking in American universities [20], and both of which 
would likely be difficult for cultural non-natives to enact in their classrooms [21]. 
Additional strategies for involving students include the use of student names, asking 
students to elaborate on ideas, and asking deep questions [22]. 

AIED work has addressed professional development for teachers by means of stu-
dent tracking and data visualization [23, 24], but these systems have focused on 
online learning or blended classrooms, and did not offer instructors guidance on how 
to enact change in a live classroom. Other systems have attempted to visualize student 
participation (e.g., [25, 26]), but these have been deployed to support students’ own 
self-reflection rather than to support the instructor, and only in online applications 
where participation can be tracked through clickstream data. 

In our work, we advance the state of the art by focusing on the instructor as the 
primary agent of change. We focus on student participation in class as an achievable 
goal that is likely to provide academic benefits to students and cultural fluency for 
ITAs. The current stage of the work includes classroom observations and iterative 
phases of design for the adaptive system. Specifically, we wanted to answer the fol-
lowing research questions: 

1. Do ITAs from a culture with a high PDI encourage active classrooms? 
2. Are ITAs open to adapting their teaching style to an unfamiliar cultural context? 
3. Are ITAs open to using PI to set and reflect on goals for their teaching? 
4. Can we easily and inexpensively sense and create visualizations of classroom ac-

tivity in terms of TA and student interactions? 

3 Method 

To answer the research questions, we recruited 5 ITAs, observed them teaching, is-
sued surveys, conducted interviews, and showed them visualizations of their class-
room data. We also developed a prototype technical system to detect instructor talk, 
student talk, and silence.  

The TAs were all from India, male, and in their mid-twenties. India has a relatively 
high PDI (77) compared to the U.S. (40). Each TA had similar levels of teaching ex-
perience and content knowledge. None of them had received pedagogical training by 
the institution or the professor in charge of the course. We observed six to seven ses-
sions of each TA's weekly course, a sophomore level computer science recitation, for 
a total of 32 sessions. We logged behaviors that would adduce attempts to engage 
active learning. We inferred activity from frequency and duration of student talk, as 
opposed to TA talk and silence. We logged the time and locus of all spoken contribu-
tions in order to extrapolate episodes of discussion vs. passive lecture.  

We surveyed and interviewed the ITAs about their teaching experiences in and 
perspectives on American classrooms. The survey collected theoretical orientations 
toward cultural dimensions of learning via items such as demographics, definitions of 
terms (e.g., "classroom contribution"), and perceived locus of responsibility for learn-
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ing (e.g., instructor, student, or a combination). We met with each TA three times 
during the semester (totaling 2.5 – 4 hours per TA) to discuss their survey responses, 
their perspectives on and motivations for teaching, and to explore their own teaching 
behaviors with data visualizations. 

The data visualizations were initial sketches of what might exist in a PI system. 
These were meant as a probe for discussion that allowed TAs to reflect on the behav-
iors they most wanted to capture and view. This is a common technique in the design 
of new computing systems when there are no design patterns or social conventions to 
inform the design space [i.e., 27]. We gathered reactions to the visualizations, and 
redesigned them after each round of feedback. We also probed TAs on their willing-
ness to try new teaching techniques, such as praising students, using students' names, 
encouraging elaboration, and asking difficult questions. To analyze the results we 
transcribed the interviews and iteratively searched for areas of strong agreement and 
disagreement amongst the participants' comments. 

Finally, we developed an initial prototype system for a feasibility study, following 
a typical user-centered design process. We synthesized a set of system needs from the 
observations and interviews and proposed a minimal set of detection requirements. 
We developed a prototype system with two Microsoft Kinects and tested it with 20 
students and a 60-minute lecture that included various kinds of classroom talk. We 
hand-coded the audio data with discrete categories of instructor talk, no talk, and 
student talk. Periods when students talked simultaneously were coded as student talk. 
We tested these categories against the Kinect's angle detection, confidence calcula-
tion, and audio amplitude, i.e., whether or not the device picked up sound and if so, 
where in the room it originated. 

4 Findings 

Exploring the presence of classroom activity, we observed that ITAs conducted nearly 
all recitation sections as lectures covering a subset of slides from the most recent pri-
mary course lecture. Instructor talk dominated the class, taking up 91.97% of class 
time (SD=3.6%). Student talk took up only 5.25% of class time on average 
(SD=2.3%), and the length of their contributions averaged 6.2 seconds (Median=3.4, 
SD=12.6). The most common prompt for student participation was to ask the class, 
"Do you have any questions?" The resulting patterns of speech were as follows:  

1. TA-talk | silence | TA-talk 
2. TA-talk | silence | Student-talk | TA-talk 
3. TA-talk | silence | Student-talk | Student-talk 

TAs were the first to speak after 85% of their pauses (SD=.088) (pattern 1). 13% of 
the time (SD=.088) students responded, followed by the TA again (pattern 2). These 
student contributions were typically brief. 2% of the time (SD .02) a different student 
contribution followed immediately from a prior student (pattern 3). 

 Student-student interactions were rare. From an active learning perspective, these 
interactions are useful as students build on each other’s ideas. These conversations 
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were typically animated discussions of the course content that took place in the few 
minutes before class began. TAs usually called a stop to such interactions in order to 
begin the lecture, and over the course of the semester most students stopped talking as 
soon as the TA entered the room. This matched an overall pattern of decreasing stu-
dent talk (and attendance) for most classes over the semester.  

ITAs did express that student participation was important to them, but they defined 
participation as students asking or answering questions. They used that information 
for diagnosis. TA-2: “If you … don’t answer [a question asked by the instructor] 
there is no way for a teacher to know whether you are understanding what he is 
teaching or what is going on.” Nevertheless, the TAs made lecturing their priority, 
and student questions were a distraction from this goal. TA-5: “Maybe I might want to 
involve their participation a bit more than what it is, but I also fear by doing so [that I 
won’t] be able to complete the contents.”  

To explore ITAs' positions on the cultural dimensions of the American classroom, 
we asked about their explanation for student silence (pattern 1). They speculated that 
students already understood the content, only had specific questions about their own 
work, feared appearing dumb, or that they would rather check with peers. When asked 
how one might increase participation, there were two types of response: ask students 
if they have questions (TA-1: "Probably I should ask more times if they have ques-
tions."), and push student to respond to recall questions (TA-3: "I’ll say … at least 
take a guess … I'm sure that one of them will say something."). 

 Viewing visualizations of their teaching helped to assess the TAs' stance toward 
adopting new cultural strategies. At times these graphs triggered immediate motiva-
tion for change. When TA-1 saw he talked 99% of the time in the preceding class 
(Fig. 1), he shared that an interactive class was important to him and that he wanted to 
include the students more. Yet when he later viewed four weeks of data revealing that 
he never spoke less than 95% of the time (Fig. 2), he became frustrated with the stu-
dents. “I would prefer if the class had more [student participation]. I keep asking if 
there are any questions, but no one speaks so, I cannot help this one.”  

We probed TAs about their attitudes toward culturally specific strategies for teach-
er-student interaction. TAs generally agreed that lengthening the pause after asking 
students a question might be useful and expressed a familiarity with the idea. They 
showed interest in the tactic of pausing after a student stops talking, and were sur-
prised that it might be valuable. When asked about asking students to elaborate, they 
expressed skepticism, sharing that students should only elaborate when the instructor 
does not understand them. We probed them on asking students deep questions from 
course content as opposed to simple recall questions. This met with mixed reactions. 
Most worried that asking hard questions would reduce the time needed to cover the 
material, and all were reluctant to slow down class. TA-5 described his technique of 
asking content questions in order to highlight important concepts, but only when the 
questions could be answered rapidly. 

We raised the idea of calling on students by their name and of praising their contri-
butions as approaches to create a supportive environment for student participation. 
Most TAs agreed that these ideas would help students feel valued and might improve 
their confidence in the learning process, but none of them were willing to employ 
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these techniques. They worried that they might call a student by the wrong name and 
feel embarrassed, or that calling on a student directly might make them feel picked 
on. TA-2 shared that calling on specific students would point out that the student had 
not been speaking and that this might generate shame.  

After looking at many visualizations of their classroom behaviors, including talk 
time, distribution of student participation, number of unique speakers per class, pro-
portions of each event type per class, changes in rates across multiple classes, time-
lines of event types, and more, almost all TAs expressed an interest in eliciting more 
student talk, but each spoke about wanting explicit goals for different behaviors. How 
much is the right amount of student and TA talk? How long should the TA wait after 
asking a question? Are enough of the students participating? Most also asked how 
their individual data compared to the other TAs in the course. They were all open to 
the idea of using a PI system to empirically answer these kinds of questions. 

Finally, as a first technical step towards a PI system, we built a prototype detector 
for speaker events meant to identify three states of classroom discourse that would 
indicate interesting patterns of events when viewed in sequence: (i) instructor speak-
ing (in front of class), (ii) student speaking (from seats), and (iii) no one speaking for 
at least one second. Researchers have previously had success using microphone arrays 
for speaker localization [e.g. 28], a process that triangulates the angle of a noise 
source in relation to microphones placed in a line (the array). We chose to use the 
Microsoft Kinect, an inexpensive commodity device with a robust microphone array, 
a developers’ kit, and a support community for software development. 

In our 60-minute test of various kinds of classroom talk, we evaluated the accuracy 
of a single Kinect on one side of a classroom and the inclusion of a second Kinect at 
the front of the room facing the students. We used a Nominal Logistic Fit for Catego-
ries test (JMP V.10.0) with standard output from the device (angle detection and con-
fidence), and were able to discriminate between students and the instructor with high 
accuracy (Table 1). We expanded the test to also detect silence by including average 
amplitude for each second of recorded audio as an input variable. This reduced accu-
racy overall, but much of that loss was amended by the inclusion of a second Kinect.  

 
Fig. 1. TA-1's first day of recorded data. 

 
Fig. 2. Aggregate talk time for TA-1 across four classes.  
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Table 1. Accuracy of Kinects detecting instructor talk, student talk, and no talk 

 
1 Kinect 2 Kinects 

Student/Instructor 94.78% 95.36% 
Student/Instructor/Silent 77.70% 85.44% 

5 Discussion and Conclusion 

Our research explored classroom activity in a university STEM course taught by 
graduate students from a country with a PDI higher than the host country. We used 
design methods from PI to better understand the perspectives of ITAs who teach in an 
unfamiliar cultural context. This process led to the development of a prototype system 
for identifying levels of classroom activity based on speech events that could indicate 
higher order discourse phenomena. Our findings suggest that ITAs and their students 
may benefit from an adaptive feedback system built on measuring levels of classroom 
activity, and that international instructors would be open to using such a system. 

ITAs were open to varying degrees of active learning techniques in their own 
classrooms. Some were easy for them to imagine using (e.g., pausing after students 
talk), and others were harder to accept (e.g., asking for elaboration). They showed 
reluctance to decrease the amount of time spent "covering" critical course material, 
yet they all valued when students got involved in the lecture. These tensions are clues 
that an adaptive system for cultural training may need do more than measure and 
report on behavior, but also provide scaffolding for implementing relatively low-cost 
active learning strategies, such as think-pair-share. The next step would be to assess 
the user's knowledge and stance toward different contextual behaviors and provide 
individualized instruction and adding more advanced scaffolding prompts as the TA 
becomes ready for them. Future research would need to navigate this complex space. 
To refine the detection system further and more easily differentiate between user 
states, it would be possible to include machine learning and more factors than we 
currently use, such as Kinect error rates, classroom details, pitch fluctuations and 
filters, and so on. With more tuning the system might identify individual speakers, 
leading to reflection opportunities based on individual student speaking patterns. Turn 
detection at this level could point out disproportionate properties of classroom talk, 
such as a group of dominant speakers.  

There are aspects of the classroom that the proposed system would not be able to 
detect. ITAs were curious about whether they had lectured for "too long." They made 
reasonable requests, such as seeing when they had made a "good" explanation, or if 
students understood the material. A fully operational PI system would necessarily 
need supplemental human input to provide such feedback, which is already standard 
practice in current systems: much like annotating the quality of a recent jog when 
using a fitness-tracking app, our proposed system could request post-class assess-
ments from students or the TA. Some TAs remarked that it would be a simple proce-
dure to personally label the broad topic of the class, or the context of specific pauses 
throughout the lecture if they were able to review the data and access the audio. Alt-
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hough previous PI systems have not explored user input this deeply, such interactions 
would be possible to implement, and may be critical for system design. 

Our study only observed one genre of recitation, but there are many others. It is 
critically important to assess how much the observed behaviors in this study were an 
artifact of culture, context, or simply being new to teaching. In our current work we 
are performing additional observations of a broad selection of classroom contexts 
taught by students from many different cultural backgrounds in order to assist in mak-
ing these distinctions.  

Research in professional development for teachers might note that our work did not 
address the quality of interactions, but only quantity and abstract patterns of dis-
course. As a first step, we argue that any increase in student talk would more closely 
align with the cultural context of the U.S. classroom, although in the future quality 
may prove to be a critical area of investigation. Currently, however, the space of cul-
tural acquisition for graduate students and the professional development of novice 
instructors is under-investigated, and thus this early work makes a contribution.  

The implications of this research are important in their potential to address the lack 
of research in supporting the cultural fluency of ITAs in a challenging new environ-
ment. Our work shows preliminary evidence that PI could be an approach to support 
reflection on classroom dynamics and an opportunity to adaptively expand an instruc-
tor's set of pedagogical tools. The impact of the work points to a better experience for 
international graduate students and potentially better learning for their students. 
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Abstract.  With the aim of assessing the use of intelligent tutoring technology 
for math teaching in Chilean public schools, an experimental study was per-
formed in the period 2013-2014.  Although it was a successful experience in 
terms of number of participants and learning outcomes, it was not achieved 
without a number of difficulties which could be explained by focusing on the 
cultural challenges encountered in the endeavor. In this paper we explore the 
impact of cultural dimensions such as: organizational strategies and structure; 
organizational culture; pedagogical processes, human resources, and technology 
deployment. We characterize each one of these aspects by means of a qualita-
tive study of the implementation process, involving tasks such as planning and 
technical support, class observations, interviews, and support to teachers in the 
classroom and lab. As a result, we propose a Diagnostic Chart which could help 
in the identification of pre-conditions to be solved at an earlier stage of the im-
plementation phase. 
 

Keywords: Intelligent tutoring experimentation; teaching strategies; country-
specific developments; evaluation of CAL systems 

1 Introduction 

We describe a qualitative study focused on cultural issues encountered in the imple-
mentation of intelligent tutoring technology for Chilean public middle schools (5th to 
8th grade in a K-12 system)1. The experimentation was carried out during two aca-
demic years (2013, 2014) and one of its objectives was to understand the challenges 
faced by teachers, students and authorities when engaged in the change of their teach-

                                                             
1 By implementation we refer to the complex endeavor of introducing new strategies and tech-

nology into the teaching-learning processes. This includes development and adaptation of 
software tools, planning, training, demos, on-line and field support. 
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ing-learning strategies by means of intelligent tutors2. The long range vision is to 
improve math learning in public education for underserved populations. 

Based on the literature and the experimentations’ findings, we have identified cul-
ture-oriented critical factors to be dealt with when implementing an intelligent tutor-
ing system environment in the math class. From this characterization we construct a 
Diagnostic Chart which could help identifying pre-conditions to be solved at an earli-
er stage of the implementation process. 

The implementation endeavor includes the development of a pedagogical frame-
work that, considering scarce technological resources, takes advantage of personal-
ized student-centered activities in the computer lab and collaborative-constructivist 
strategies in the classroom. Even though the ultimate goal has been to improve math 
learning among students, the core methodology has focused on the teachers: they 
provided training for teachers and implemented teaching support tools. In the training 
courses, the new technology-based strategies were socialized, situated and adapted to 
local contexts. We wanted to make sure teachers felt motivated and are willing partic-
ipants-leaders of the required change process. After training, we provide constant 
support and follow-up of the implementation in the classroom and lab. 

The focus is on the tools and support activities needed by teachers to adequately 
implement the new technology-enhanced teaching strategies. This involves substantial 
change in the teacher’s attitude, motivations, activities, and plans.  The teachers need 
training, time and support for studying and planning the new classroom-lab strategies. 
It involves major changes in planning, instructional design and the teaching processes 
itself; it is a complex task. We have identified that once the basic technology issues 
are resolved (computer labs with one functioning PC for each student, reliable local 
area networks, client software correctly installed, sufficient Internet access to the 
servers, and effective technical support), there are several cultural-organizational 
drawbacks that work against a successful implementation. Most teachers complain 
about the extra effort required for the process. 

To understand the particularities associated with setting up a class on an intelligent 
tutoring environment, we first describe the technology and its strategies.  

1.1 Cognitive Tutor Technology 

Following the theoretical principles developed by Anderson [1], [2], a personalized 
digital learning system known as a Cognitive Tutor (CT) was built at Carnegie Mellon 
University and is maintained and operated by Carnegie Learning Inc.3 In this soft-
ware, each student has a personalized “problem-solving” space, with just-in-time 
feedback and detailed tracking of his or her progress [3]. CT follows a personalized 
self-paced approach, allowing students to sequentially tackle progressively more dif-
ficult tasks. It tracks students’ progress in real time as they answer questions, ask for 

                                                             
2 We acknowledge the generous support of district-municipality authorities, school principals 

and teachers together with funding from the Inter-American Development Bank (grant 
ATN/KK-11117-RS) and CONICYT-Chile (project FONDEF-D10i1286). 

3 Cognitive tutoring technology is a trademark property of Carnegie Learning Inc. 
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help and solve problems. It provides personalized feedback and hints when errors are 
made in key points [4].  

Cognitive tutors have shown considerable potential, and evidence in the literature 
indicates that they are effective in improving mathematics and science problem-
solving skills [5], [6]. Specific mathematics cognitive tutors have been used in large 
school systems (primary/secondary level) in the United States, including Los Angeles 
and Chicago, as well as in rural areas [7].  

1.2 Cognitive Tutor Strategies 

The main objective of the CT software is to provide each student with a unique, en-
riched environment where he/she can interact with the system by solving specific 
problems. Multiple graphical representations can be explored by the student for crea-
tive thinking practice [8], [9], [10]. 

The software presents a problem and the student is requested to work towards the 
solution. Instead of jumping to the final answer, the software provides step-by-step 
scaffolding [11]. This divide-&-conquer strategy asks specific questions, from easier 
to more complex, so that the student can advance at his/her own pace in the solution 
of the problem.  

The first question in each problem presented to the student is always related to the 
appropriate reading of the problem narrative. The next questions (posed by the soft-
ware) guide the student towards the solution of the problem4. 

The student gets feedback (positive or negative points in a roster of skills to be 
achieved) whenever he/she answers questions within a problem. This immediate 
feedback is continuously represented via a “skill-o-meter” in the interface of the tutor 
[12]. Based on the “skill-o-meter” we have developed a web-based tool that provides 
teachers with a complete view of students’ progress, both at an individual and full 
class scale. The teacher knows at any time where individual students are standing and 
thus can give them reinforcement on topics of struggle [13].  

2 Experimental Study 

The broad objective of the study is to understand how the culture-oriented challenges, 
that may be an obstacle for the implementation of an intelligent tutoring system in 
schools, can be characterized to detect deal-breaker barriers at an early stage of the 
implementation. We state that dealing with these obstacles is a condition sine qua non 
to successfully engage teachers, school authorities and students in an intelligent tutor-
ing environment, hence the importance of achieving this goal. 

The key questions are:  Which are the culture-oriented challenges that can be iden-
tified during the experimentation?  Which are the critical factors that can be deduced 
from the cultural challenges?  Are there verifiable achievement indicators that can be 

                                                             
4 There is extensive literature with thorough description of CT technology ([2], [4], [6], [7], 

[8]). 
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linked to those challenges? How can these indicators be arranged into an evaluation 
instrument to be used as a guideline for teachers and school authorities in the process 
of setting up an intelligent tutoring implementation? 

2.1 Methodology 

Building from experiences in USA, the Chilean initiative seeks an important innova-
tion: the definition and application of new teaching strategies that, based on the CT 
technology, are adapted to the local educational context. This starts with the negotia-
tion of change strategies with the district and school authorities. It follows with the 
involvement of teachers in training and instructional design blended-courses (90% of 
work is on-line) based on the CT. It culminates with the implementation of the tech-
nology-supported strategies in the math classroom.  

At an early stage, we decided to work with public Chilean schools (totally or par-
tially dependent of Municipalities) which enroll the largest percentages of vulnerable 
students and present the lowest learning results. These are the students with most 
diminished education opportunities explained by the lack of household economic 
resources. Once the schools were selected and authorities had committed their sup-
port, we provided training for teachers to engage them in the new strategies and tech-
nologies. Teacher involvement was the most critical issue in the implementation plan. 
The training goal was to achieve high motivation and strong commitment of the 
teachers towards the new technology-based strategies. However, a common denomi-
nator that plays against this goal is a dramatic lack of time for innovations on the part 
of the teachers. We also checked the technological infrastructure at the schools, 
providing support and solutions when needed5.   

In addition to the definition of the pedagogical strategies, we took an English ver-
sion of the software content and, considering cultural and contextual differences, 
transformed it into a Spanish version. Even though the underlying theory and struc-
ture of the software tool remains the same as in the English version, contents and 
exercises were localized to the local culture. Finally, we have conducted activities to 
collect the data needed for constructing the Diagnostic Chart. 

2.2 The Sample (2013-2014 Implementation) 

In general, the selection of the participating districts was a difficult process. It is ob-
vious that without full support and involvement of the district authorities, implemen-
tation was impractical. There were some initially invited districts that were necessary 
to discard due to their lack of real involvement. All schools within a district were 
invited to participate, but only a few of them decided to experiment with the CT tech-
nology. 

During the implementation process, a number of treatment schools dropped out for 
different reasons: problems with infrastructure, lack of involvement in training, reluc-

                                                             
5 Even though the technological infrastructure of public schools in Chile is generally adequate, 

in some cases we needed to provide local servers and networks due to low connectivity. 
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tance toward teaching changes, and lack of support from school authorities. Due to 
the training process most participating teachers were enthusiastic and willing to adopt 
the new strategies and technology. Some teachers (about 20% of initial participants) 
didn’t have enough time to complete the training. The later ones constituted drop-outs 
from the implementation and in some cases the school as a whole could not partici-
pate. Table 1 shows the total number of participants separated by geographic location 
(Villarrica is mainly a rural area.) 

Table 1. Total number of participants by geographic location 

 

2.3 Culture-Oriented Challenges 

Culture-oriented challenges continue to be a significant obstacle in the adoption of 
new technologies for the classroom and lab as means of improving teaching practices 
[14]. Based on the literature and best practices in industry [15], in our experimenta-
tion we have identified a number of these challenges, which rise up as significant 
barriers to be dealt with in the implementation of intelligent tutors6. We have grouped 
them in 5 categories or dimensions: (1) Pedagogical processes (teaching & learning); 
(2) Organizational strategies and structure; (3) Organizational culture (teacher’s atti-
tudes towards change and technology); (4) Human resources (teachers’ skills and 
knowledge; student attitudes); (5) Technology acquisition and deployment.  

A characterization of these dimensions can be obtained by a series of questions to 
be answered during the study (i.e., observations, interviews, empirical data analysis), 
as follows.  

(1) Pedagogical processes (teaching & learning): Are the actual teaching pro-
cesses adequate for improved learning? Are these processes student-centered 
or teacher-centered? Is the technology used to innovate (and improve) the 
teaching process or just to micro-improve a specific task (i.e., projectors for 
lectures, e-books for reading)? 

(2) Organizational Strategies and Structure: Are the organization’s structures 
and strategies adequate to motivate, lead and perform effective changes in 
the teaching processes? Is it feasible to implement changes in the classroom? 
Do authorities facilitate resources (equipment, time for training, planning, 
and implementation) to involved teachers? 

                                                             
6 We focus here on “organizational” culture as opposed to “ethnical” culture. Notwithstanding, 

there are organizational issues that may be influenced by the local culture, such as dealing 
with scarce resources, poor planning and assessment, social unrest, vulnerable student com-
munities, etc.  

Schools Teachers Courses Students
Santiago 17 36 76 2915
Villarrica 5 7 14 340
Others 4 6 8 95

TOTAL 26 49 98 3350
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(3) Organizational Culture: Are teachers comfortable-satisfied with the actu-
al pedagogical strategies? Are they committed to introduce changes for im-
provement? Using the CT technology, was it possible to change the class-
room-lab processes? Were the resources assigned (by school authorities) 
adequate? Were there other critical factors? Do teachers perceive that the 
resources and support for innovation are adequate? 

(4) Human Resources: Is the teacher’s level of proficiency in the domain 
(math) adequate for teaching? Do teachers master the features present in 
the CT technology? Are the teachers confident on the contributions of 
technology for improved learning? Are they confident on the CT technolo-
gy? What is the student’s attitude towards learning, technology and math? 

(5) Technology Acquisition and Deployment: Are there enough computers 
in the lab for a “one computer per student” strategy? Are there enough lo-
cal area networks (e.g., Wi-Fi) to support the use of the new technology? Is 
there a sound Internet connection and Web services? Does the school have 
appropriate technical support? 

3 Results and Discussion 

Using assessment instruments such as interviews and surveys, during the experimen-
tation we have identified specific factors for each dimension of culture-oriented chal-
lenges.  These factors can be evaluated by means of achievement indicators.  The set 
of dimensions, factors and achievement indicators provide a coherent characterization 
of culture-oriented challenges found in our study.  What follows is a brief description 
of factors and indicators for each dimension. 

3.1 Factors and Achievements for Culture-Oriented Dimensions 

As shown in Table 2, within the “Pedagogical Processes” dimension we have iden-
tified two factors: teaching strategies and teaching tools. 

Table 2. Factors and Indicators for Pedagogical Processes (Dimension 1) 

Factor Achievement Indicator 

Teaching strategies Facilitates a student-centered process v/s teacher-centered. 

Teaching tools 
Use of technology tools 
Use of other resources in the classroom (hands-on material, etc.) 

 
The “Organizational Strategies and Structure” dimension addresses school’s organ-

izational structure and strategies for teaching-learning innovations. In this matter, 
school’s authorities have the main saying; they should be motivators and promoters of 
transformations in the classroom. If authorities are open to changes, it is necessary to 
verify the feasibility of these transformations.  Table 3 summarizes factors and 
achievement indicators for this dimension. 
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Table 3. Factors and Indicators for Organizational Strategies and Structures (Dim. 2) 

Factor Achievement Indicator 

 
Authorities motivated to-
wards changes 

 

Interested in innovative pedagogical activities (with or without technol-
ogy). 
Comfortable with current teaching strategies. 
Encourages teachers towards changes. 
Values the use of technology for teaching-learning. 
Positive evaluation of CT as a new learning strategies 

Feasibility of 
implementation 

Facilitates pedagogical innovations in the school. 
Facilitates the use of technology in the classroom. 

Resources for teacher 

Provides enough time for planning activities. 
Provides extra time for training activities. 
Provides enough time for implementation. 
Encourages school community involvement in innovation. 
Provides resources. 

 
As part of the third dimension, organizational culture of a school, teachers are the 

most important agents of change and innovation in the classroom. Table 4 shows 
factors and achievement indicators for this dimension.  

Table 4. Factors and Indicators for Organizational Culture (Dimension 3) 

Factor Achievement Indicator 

Teacher’s motivation 
towards change 

Open to innovative pedagogical activities (with or without technology). 
Performs innovative pedagogical activities (with or without technology). 
Feels pleased about current teaching strategies. 
Encourages other teachers towards changes. 
Values the use of technology and CT for teaching. 

Feasibility of imple-
mentation in the school 

There is enough time for re-planning learning activities. 
There is enough time for attending training sessions. 
There is enough time to carry out the implementation. 
The school community is engage and supportive towards innovation. 
There are resources to carry out the innovation activities. 

Training in new con-
tents, methods and tools 

Interest in training. 
Suggests training opportunities to his or her colleagues and school authori-
ties. 
Participates in training sessions (school authorities initiative) 
Participates in training sessions (personal initiative) 

 
Within the “Human Resources” dimension, we consider teachers and students as 

shown in Table 5. 

Table 5. Factors and Achievement Indicators for Human Resources (Dim. 4) 

Factor Achievement Indicator 

Teacher’s tech skills Mastering technology, at a user level: Internet, desktop tools. 

Teacher’s attitude towards 
technology 

Introduction of technology into the annual or semester class planning 
Positive opinion towards the use of technology for teaching. 

Teacher’s self-perception 
towards math 

Self-confidence on knowledge for domain area. 
Masters the learning objectives of the grade he/she teaches. 
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Factor Achievement Indicator 
Teacher’s mastery level of 
CT software (technology and 
contents) 

Check the lessons in “student” mode. 
Identifies fundamental strategies present in the CT software 
Understands CT methodology for problem solving and scaffolding 

Teacher’s confidence with 
technology based strategies 

Self-confidence on his/her technology skills  
Comfort level regarding technology 

Student’s attitude towards 
technology 

Interested in carrying out activities using technology 
Positive opinion towards the use of CT in the math classroom 
High level of comfort in using CT for math learning 

Student’s attitude towards 
math Improved perception about math after using the CT technology 

 
Factors and achievement indicators for the “Technology Acquisition and Deploy-

ment” dimension are shown in Table 6. 

Table 6. Factors and Indicators for Technology Acquisition and Deployment (Dim. 5) 

Factor Achievement Indicator 
Computers availability Feasibility for adapting a one-computer-per-student strategy. 
Internet connection and local 
networks 

Sufficient Internet access and local area networks for full deployment of 
one-computer-per-student in a class.  

Technical support 1.1 Permanent technical support staff for the lab. 
Lab administrator present during lab sessions. 

Exclusive dedication of 
technical resources 

Technical resources used exclusively for educational purposes (as op-
posed to administrative).  

3.2 Diagnostic Chart 

Following the dimensions, factors and indicators presented in the previous section, we 
have constructed a Diagnostic Chart of culture-oriented factors. With this tool we can 
pin-point those issues that seriously impact or endanger the feasibility of the imple-
mentation. Even though the chart is a result of our experimentation, it could be used 
in future studies to identify pre-conditions to be solved at an earlier stage of an intelli-
gent tutoring endeavor. 

Table 7. Diagnostic Chart Application: Critical Factors for Drop-Out Schools 

School Culture-Oriented Factors that Constrained the Implementation 

School 1 
Dim 2: Authorities (school principal and academic coordinator) were not motivated to-
wards changing the actual teaching methodology. 
Dim 4: Lack of technological skills among teachers. 

School 2 

Dim 2: Authorities (school principal and academic coordinator) were not motivated to-
wards changing the actual teaching methodology. 
Dim 5: No enough computers; lack of a reliable Internet connection; lack of technical 
support. 

School 3 
Dim 2: Authorities (school principal and academic coordinator) were not motivated to-
wards changing the actual teaching methodology. 
Dim 5: Lack of a reliable Internet connection and local networks. 

School 4 Dim 5: Lack of a reliable Internet connection and local networks. 

School 5 Dim 3, 4: Teachers not open to change. Teachers do not value the use of CT technology. 

AIED 2015 Workshop Proceedings - Vol 1 28



 
We have used the diagnostic chart to assess the results of the experimentation with 

26 schools in urban and rural areas. Out of 26 participating schools, 5 of them showed 
culture-oriented issues that endangered the implementation effort (resulting in drop-
outs). These drop-outs and related inhibiting factors are shown in Table 7.   

It could be inferred from Table 7 that the most frequent culture-oriented inhibitors 
(in our experimentation) are the ones related to “Technology Acquisition and De-
ployment” (Dim. 5), “Organizational Strategies and Structures” (Dim. 2) and “Human 
Resources” (Dim. 4). 

4 Conclusions 

Based on the analysis of culture-oriented factors encountered during our experimenta-
tion, we have constructed an instrument that helps identifying schools likely to drop 
out from an intelligent tutoring endeavor.  Although the sample size is relatively small 
(5 out of 26 schools drop-out), observations in the field clearly highlight those factors 
which are critical in the implementation. 

Cultural factors that had more impact on our experimentation (diminishing though 
the feasibility of implementation) are, in order of importance: 

• Innovation is not facilitated by school authorities; no interest on innovative tech-
nologies. 

• Lack of adequate Internet connection and local area networks. 
• Lack of positive attitude towards changes (authorities and teachers). 
• Teacher’s claim that there are not enough resources to implement. 

It can be noticed that there were no cultural issues related to students. According to 
our surveys and interviews, all drop-outs were due to problems with infrastructure, 
reluctance toward teaching changes, and lack of support from school authorities. De-
spite the sense that change was difficult for the teachers and administration, the fact 
that 100% of non-drop-out teachers and authorities want to continue using the CT 
technology in the future is an encouraging result that shows motivation and willing-
ness to change once the value of the new technology is established.     
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Abstract. This paper presents some of the challenges encountered by a field re-
search team when deploying an educational game for Physics.  These included 
problems with site infrastructure and institutional support, logistical challenges, 
compliance with ethics requirements, launch delays, and student inattention or 
misunderstanding of directions. The paper shares these experiences with the 
wider community to help fellow researchers prepare, should they decide to con-
duct field studies in the Philippines. 

Keywords: intelligent tutoring systems · research methods · field study· Phys-
ics Playground 

1 Introduction 

In 2012, two experienced human-computer interaction researchers said, “Fieldwork 
takes you to strange locations to meet new people.  Despite the best-laid plans, sur-
prises will happen and some amount of mayhem will ensue [5].” Nowhere is this 
more true than during attempts to transfer software or field methods from a developed 
country to the developing world. Because the software or field methods are usually 
designed in and for developed countries, the assumptions made during the design 
process and the circumstances surrounding deployment vary, sometimes extremely, 
from ground conditions in other countries. When describing the deployment of an 
American intelligent tutoring system in Brazil, Ogan and colleagues [4] found that 
most students had no computers in their homes, that teachers had little to no technolo-
gy expertise and were not familiar with ways in which computers could be used for 
education. On a technical level, schools had a limited number of computers for stu-
dent use and the ones that were available were often riddled with viruses. Other barri-
ers discussed extensively in [2] include data costs, Internet reliability, the availability 
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and reliability of electricity, and localization of content in terms of both culture and 
language. 

Since 2006, the Ateneo Laboratory for the Learning Sciences (ALLS) has been 
conducting field studies in different schools all over the Philippines.  In [6], key 
members of ALLS documented five of the challenges of transferring Western educa-
tional software and study methods to the Philippines. As in both [2] and [4], [6] ob-
served that the overall level of technology adoption for education was generally low 
and that technology infrastructure was generally limited. [6] further added that school 
support, while essential, was not always easy to obtain. Students were culturally con-
ditioned to be respectful of authority, therefore the presence of observers sometimes 
had an effect on behavior.  Finally, typhoons are common occurrences in the Philip-
pines. In one field experiment, they disrupted data gathering and introduced a possible 
confound: post-traumatic stress. 

The goal of this paper is to present the challenges that confronted another ALLS 
research team during a more recent study.  The goal of the paper is to describe addi-
tional considerations that researchers should take into account when planning field 
studies. 

“It’s More Fun in the Philippines” is the country’s official tourism tagline, which 
presents how otherwise mundane activities such as commuting (as seen in Fig. 1) are 
more fun in the country by highlighting places, activities, and artifacts that are 
uniquely Filipino.  

 

 
Fig. 1. Example poster of the “It’s More Fun in the Philippines” tourism campaign. 

2 Description of the Field Study 

Data from 180 students was collected over three weeks from January to February 
2015 in three schools (Sites A, B, and C) in different regions of the Philippines. The 
goals of the study were to assess the persistence and affect of students using an educa-
tional game for Physics, and to determine any differences among the different region-
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al groups.  The subsections that follow describe the methods and materials used to 
these ends. 
 
2.1 Learning Environment 

Data was gathered from students using Newton's Playground (now Physics Play-
ground, PP). PP is a computer game for physics that was designed to help secondary 
school students understand qualitative physics. Qualitative physics is a nonverbal, 
conceptual understanding of how the physical world operates [7]. 

PP is a two-dimensional computer-based game that requires the player to guide a 
green ball to a red balloon. Two example levels are shown in Fig.1. PP has 74 levels 
that require the player to guide a green ball to a red balloon. The game presents these 
levels divided into eight different playgrounds. The player achieves this goal by draw-
ing agents (ramps, pendulums, springboards, or levers) or by nudging the ball to the 
left or right by clicking on it.  The moment the objects are drawn, they behave accord-
ing to the law of gravity and Newton’s 3 laws of motion [7]. 

 

 
Fig. 2. Example PP levels. 

 
A ramp is any line drawn that helps to guide a ball in motion. A ramp is useful 

when a ball must travel over a hole. A lever rotates around a fixed point, usually 
called a fulcrum or pivot point. Levers are useful when a player wants to move the 
ball vertically. A swinging pendulum directs an impulse tangent to its direction of 
motion. The pendulum is useful when the player wants to exert a horizontal force. A 
springboard stores elastic potential energy provided by a falling weight. Springboards 
are useful when the player wants to move the ball vertically. In Fig. 2, the level on the 
left requires a pendulum, and the level on the right requires a lever. 

During gameplay, PP automatically generates log files. Each level a student plays 
creates a corresponding log file, which tracks every interaction the student has with 
the game in terms of particular counts and times for selected features of gameplay. 
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2.2 Participants 

Data were gathered from 180 students in the Philippines, equally divided among three 
geographical locations in the country: 60 eighth grade students from Baguio City, 60 
tenth grade students from Cebu City, and 60 eighth grade students from Davao City.  
 
2.3 The Observation Protocol 

The Baker-Rodrigo-Ocumpaugh Monitoring Protocol (BROMP) is a protocol for 
quantitative field observations of student affect and engagement-related behavior, 
described in detail in [3]. The affective states observed within Physics Playground in 
this study were engaged concentration, confusion, frustration, boredom, happiness, 
delight, and curiosity. The affective categories were drawn from [1].  

Participants were divided equally among the two to three BROMP-certified ob-
servers present per session. Students were observed in 5 to 8 second intervals through 
each site’s respective observation period, resulting in at least one observation per 
student per minute. If the student exhibited two or more distinct states during his or 
her respective observation period, the observers only coded the first state.  

The observers recorded their observations using the Human Affect Recording 
Tool, or HART. HART is an Android application developed to guide researchers in 
conducting quantitative field observations according to BROMP, and facilitate syn-
chronization of BROMP data with educational software log data. 
 
2.4 Data Collection Methods 

Before playing PP, students completed a demographics sheet and a 16-item multiple-
choice pretest. Students then played the game for a certain period of time (i.e., 90 
minutes in Site A, 75 minutes in Site B, and 30 minutes in Site C), during which the 
trained BROMP observers coded student affect and behavior on the HART applica-
tion. After completing gameplay, participants completed a 16-item multiple-choice 
posttest. The pretest and posttest were designed to assess knowledge of physics con-
cepts, and have been used in previous studies involving PP [7]. 

3 Challenges Encountered 

Poverty is intrinsic to the Philippine situation, and as such, the adoption of infor-
mation and communication technologies (ICTs) in the classrooms of the Philippines 
has been slow and marred by hindrances and limitations. Of the 46,000 public schools 
run by the country’s Department of Education (DepEd), for example, about 8,000 
have no power, and even more have no connectivity. There also exists a tremendous 
need for ICT integration in pre- and in-service teacher training in order to gain appre-
ciation for the use of technology in the curriculum and in the classroom. 

As in [6], infrastructure and institutional support remained challenging. This field 
study also introduced new challenges in terms of logistics, compliance with ethics 
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requirements, launch delays, and student inattention or misunderstanding of direc-
tions.  
 
3.1 Infrastructure 
 
In preparation for data gathering, arrangements were made with on-site counterparts 
to have the software installed and tested prior to the arrival of the research team. PP 
requires several peripherals in order to launch smoothly. An error thrown by any of 
these necessary components can cause faulty data capture, which can result in having 
to throw out gathered data, or cause the game not to run at all. The three main compo-
nents necessary for PP to run are 1) the software itself, 2) a steady Internet connection 
not blocked by a firewall or proxy, and 3) a webcam to record the participants’ facial 
expressions. 

A previous research project outside of this project’s scope already required the 
team to install and debug the system in the past.  Hence, the research team had solu-
tions to problems encountered before. Site A, however, experienced problems with 
the installation of the software and hardware drivers, which required around three 
hours of debugging possible conflicts in the computer laboratory's system configura-
tions, including webcam driver incompatibilities and the unstable Internet connection. 
PP had been running smoothly on one machine, but continued to encounter launch 
errors on every other machine in the computer laboratory.  The team eventually found 
that the machines were configured to use a virtual environment, which was causing 
conflicts with the PP software installation and webcam drivers. Once the virtual envi-
ronment was disabled, PP ran smoothly. 

PP’s Internet connection posed a technical challenge.  The Internet connection 
was essential for the game’s timing functionality to run smoothly. The timing func-
tionality’s main purpose is to synchronize all interaction events with Internet time, 
allowing for a unified set of timestamps for all the participants, as well as for the 
BROMP coders. Having to synchronize multiple data sources (including human-
recorded data) into a single time-stream is a challenge all on its own; having to deal 
with time inconsistencies in the process makes the task much harder, and the resulting 
analyses less accurate.  

This timing functionality on PP can be turned off optionally (though it is not ad-
vised), requiring the research team to take note of session start times manually. Com-
puter labs are usually protected by firewalls and proxies, and as such, the research 
team had made it a point to request for a firewall exception and for proxies to be disa-
bled a week before data gathering. The research team had to disable the timing func-
tionality of the software in Site B because the administration would not allow addition 
of a firewall exception for the timeserver. Another solution to this issue could be the 
use of a local time server. 

Another critical issue of PP is that, in order to ensure that the interaction logs and 
video files are properly saved to secondary storage, the software must exit cleanly. On 
several occasions, the research team observed that the software did not exit properly. 
This was consistently experienced in Site B, wherein the software had to be forcefully 
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terminated before log files could be retrieved from temporary folders. Conversely, the 
problem was only encountered on two occasions in Site A, and never in Site C. 
 
3.2 Institutional Support 
 
Institutional support, in this case, refers to the willingness of the institution to partici-
pate in the study and their readiness to make adjustments to accommodate the ar-
rangements required to properly conduct the study. These adjustments include, but are 
not limited to, scheduling of the experiment and access to the computer laboratories 
and the students. 

The research team received some resistance from the school administration in 
Site B. Consent forms had been distributed to participants a week prior to data gather-
ing, but had not been collected at the time of the research team’s arrival. This caused 
concerns about research methods and scheduling, which ultimately led to the delay in 
system configuration and installation. School officials did not allow the local ground 
team to begin software and hardware installation until two days before the beginning 
of data gathering. Fortunately, installation and launching in Site B ran smoothly, and 
data gathering was able to proceed as scheduled. 

The study was designed to be conducted over a period of three hours, allotting 30 
minutes each for both the pretest and posttest, as well as delays in arrival and about 90 
to 120 minutes of interaction with the software. Site B allotted only two hours for 
each session, including buffers for delay in arrival, introductions, and the administra-
tion of the pretest and the posttest. As a result, students were only able to interact with 
the software for 70-75 minutes per session. 

Site C posed the most limitations in the schedule for data gathering. Instead of 
the prescribed three-hour period, each session was only allotted about 90 minutes, 
including the delayed arrival of the participants and the administration of the pretest 
and the posttest. To maximize the allotted time, PP was launched on each system 
before the participants arrived, which minimized the problems usually encountered 
when launching the software. As a result, students only interacted with the software 
for 30-45 minutes. 

The final component of the study’s design was the administration of a delayed 
posttest. Local teams in each site were instructed to administer a posttest exactly one 
week after a participant’s interaction with the software. Due to the limited time, re-
stricted by the school's schedule of activities as they were already on their final weeks 
of the semester, the delayed posttest was not administered to participants in Site C. 
 
3.3 Logistics  

Two local high schools took part in the study in Site A. Students here needed to travel 
from their high school campuses to the site where the study was conducted.  School A 
had asked the research team to arrange for transportation of their participating stu-
dents one week ahead of data gathering: from their high school to the data gathering 
venue, and vice versa once the session was over. As a result, members of the team 
were able to commission transportation for the 30 students coming from School A.  
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Conversely, School B instructed their students to proceed to the venue on their 
own. Because students had to manage their own transportation and because their 
commute was not properly managed, more than half of the time allotted (i.e., about an 
hour and a half) for the data gathering session was spent waiting for the participants to 
arrive. The delay caused the research team to shorten the interaction time with the 
software. For the succeeding groups of students from School B, the research team 
hired a shuttle service to transport the students to the venue in order to ensure timely 
arrival. 

 
3.4 Compliance with Ethics Requirements  

In line with university's guidelines on ethical research, the team was required to pre-
pare and collect informed consent forms from each participant and his/her parents. 
While the study's data collection methods were non-invasive, the requirement applied 
to this study because interacting with the software required capturing the participant's 
face on video throughout the session. 

Although arrangements were made with the partner schools in advance, only 
School A in Site A was able to distribute and collect the consent forms prior to the 
scheduled data gathering sessions. In effect, counterparts in Site A collected the con-
sent forms from School B after the study was conducted, then sent the forms to the 
research team via courier. Similarly, counterparts in Site B also collected the consent 
forms one week after the study was conducted, and scanned copies were electronical-
ly sent to the research team.  

Site C, being the last leg in the data gathering push, presented the most difficulty 
as their school year was already coming to a close. A week after data gathering had 
concluded, the research team’s main counterpart in Site C said that, with the limited 
time and schedule constraints, it was going to be impossible to distribute and collect 
the consent forms. The team reached out instead to another member of the local team 
in Site C, and only after explaining the gravity of the situation and offering to com-
pensate whoever can get it done was the request obliged. Consent forms were distrib-
uted, collected, and mailed back to the research team via courier within a week after 
contracting help.  
 
3.5 Launch Delays 

When launching PP, a number of technical problems sometimes occur. Most frequent-
ly, if the Internet is unstable when the game is launched, an error message will pop up 
saying that the game was unable to connect to the timeserver. Launching the game 
again usually resolves this issue. If the problem persists, however, the team had to 
resort to disabling the timing functionality of that specific machine. 

Another frequent error that occurs has to do with the webcam malfunctioning. 
Previous experience with the webcam and its connection to PP has shown that when 
other applications on the machine are using the webcam, it was likely to malfunction 
when PP was launched. As a result, the research team usually quit all webcam-related 
software before launching PP. Webcam-related errors popped up on several occasions 
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in Site A and Site B. Quitting and launching the game again usually resolves the prob-
lem as well. 

Also, in order to better manage webcam software, the research team had its own 
set of webcams, which they install onsite immediately before data gathering. In Site 
C, however, because the school’s officials wanted all students in each of the three 
participating classes to take part in the study, the research team had to use the built-in 
webcams of the site’s machines. These built-in webcams had built-in webcam soft-
ware that would pop up every time PP was launched. Because data gathering in Site C 
was already very limited time-wise, the research team resolved to launching the game 
before students arrived in order to address all launch delays before the session began. 

 
3.6.  Inattention to Directions 

 
Not listening, reading, understanding, and paying attention to instructions also con-
tributed to delays in gameplay. Because the timeserver synchronizes all student inter-
actions in its logs with Internet time, it is important that all participants in each ses-
sion begin at the same time. Once PP is launched, participants are asked to input a 
username (which is provided to them upon arrival), and to press OK. Participants will 
then be presented another screen to read, shown in Fig. 3, telling participants to wait 
for the moderator’s go signal before pressing OK again. Clicking this OK button 
launches the game and begins the logging sequence. 
 

 
Fig. 3. Instruction screen telling participants to wait. 

 
Participants are given the instructions to wait both verbally through the moderat-

ing member of the research team, and in writing through the pop-up screen in Fig. 3. 
Despite these, however, members of the research team have had to quit a game that 
was launched prematurely about two times every session. Once everyone is back on 
this screen and waiting for the go signal, participants are instructed to press OK, after 
which they are presented with a tutorial on how to play the game. 

This tutorial ends with a string of text, instructing the students to “hit ESCAPE 
and select ‘Quit’,” as shown in Fig. 4. The research team noticed that almost half the 
participant population in each session gets stuck on this screen, possibly waiting for 
an “ESCAPE” button to come up on screen, as opposed to tapping the Escape button 
on the keyboard, which in turn brings the menu up, and allows the participants to 
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click “Quit”, which then brings them back to the game’s main screen where they can 
choose what level they want to play.  
 

 
Fig. 4. Hit ESCAPE instruction. 

4 Discussion and Conclusions 

In an extensive literature review, [2] regards the Philippines as a significant producer 
of intelligent tutoring systems research outside of high-income nations.  This finding 
implies an openness to new technology as well as commitment of Filipino researchers 
to collaborate with their counterparts abroad and to shepherd the deployment and 
study of technology use to improve educational institutions.  However, many factors 
on the ground prevent adoption of these technologies. This paper describes some of 
the challenges that a Philippine team had to overcome to gather data from three local 
sites.   

Infrastructure and institutional support were major roadblocks in the research 
method’s smooth implementation. The learning environment used had three main 
components: the software itself, a stable Internet connection not blocked by a firewall 
or proxy, and a webcam. Any error produced by any of these three components results 
in faulty log capture, which eventually leads to data being thrown out. Having to en-
sure that each component runs without error in three separate data gathering sites in a 
country where education is only beginning to embrace the use of ICTs was the study’s 
biggest hurdle to overcome. On top of this, resistance from and miscommunication 
with school administrators had caused the delay of both hardware/software setup and 
compliance with ethics requirements. The other challenges encountered during the 
study’s execution were transportation arrangement, launch delays, and the students’ 
inattention to directions. 

All these challenges taken into consideration, there were some lessons learned in 
the process. In terms of dealing with institutional support and ethics compliance, start-
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ing the process early of arranging for data gathering schedules and the efficient distri-
bution and collection of ethical consent forms. Avoiding the conduct of studies to-
wards the end of the school year will give both the researchers and the partner institu-
tions more time to fix issues that may have arisen during research execution. In terms 
of research execution itself, controlling transportation to and from the data gathering 
sites will ensure the participants’ timely arrival, which is important especially when 
you are given only a certain number of hours for the session.  

For educational technology adoption to widen, researchers must continue to plan 
for and address these challenges, and to share these experiences with the wider com-
munity to inform like-minded researchers about what to expect when conducting 
fieldwork in the Philippines. 
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Abstract. Culturally sensitive educational technologies may be able to help improve under-
represented students’ learning and engagement when they are deployed in the classroom. How-
ever, there may be challenges integrating these systems into the classroom when the 
cultural components they incorporate are heavily stigmatized in contemporary socie-
ty. In this on-going work, we are using an action research approach to investigate how 
involving teachers in the design of these technologies may not only affect the effec-
tiveness of these interventions on students, but also teachers’ own ideologies sur-
rounding the targeted stigmatized cultural components.    
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1 Introduction 

The pervasive achievement gap between Euro-American and African American stu-
dents is perpetuated by challenging and inter-related factors, including access to re-
sources, socio-economic status, and racism (and vestiges of racism) in contemporary 
society [1]. One common manifestation of these vestiges of racism is a deficit per-
spective within the classroom, where the school system views certain aspects of a 
student’s cultural background as a challenge to overcome rather than an asset to lev-
erage [2]. For example, many African American students come into school as speak-
ers of a non-standard dialect of English called African American Vernacular English 
(AAVE), which is rarely represented, or even accepted, within the classroom. Despite 
that AAVE has great cultural importance for its speakers and linguists regard AAVE 
as valid and grammatically consistent, it is common practice for educators to criticize 
or even shame students for their use of this dialect [3], such as by saying that they are 
speaking incorrectly, or even that they sound like they belong on the streets. Howev-
er, some evidence suggests that when non-Standard English speakers are allowed to 
use their primary dialect within the classroom or when this dialect is represented in 
learning materials, students may improve on their task performance, academic en-
gagement, self-efficacy, and even their use of Standard English [4, 5, 6].  While this 
evidence is promising, standard teacher training programs rarely incorporate enough 
background in language variation to prepare teachers for methods of incorporating 
students’ dialect diversity into the classroom. For this reason, some researchers have 
proposed that culturally adaptive educational technologies may be a productive way 
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for students to gain access to learning materials that may best support their learning 
[7, 8, 9]. 

Despite the potential promise of these systems, a notable challenge in the design of 
culturally adaptive classroom technologies is ensuring that they work with, and not 
against, the teacher.  There is substantial evidence that teachers may be hesitant to 
incorporate classroom interventions that expose their students to stigmatized cultural 
behaviors such as non-standard dialect use. This is often due to lack of appropriate 
teacher training about cultural variation, misconceptions about the role of non-
standard dialect use in their students’ lives, and concern that they might accidentally 
cause offense and put their job at risk.  As interventions are less likely to be success-
ful if teachers do not believe that the systems are helping them meet their own goals 
[10], this may make even the most well-designed educational technologies unusable 
in real classroom settings.  In this work, we are investigating how an action research 
(AR) approach may be used to both design technologies that best meet teachers’ 
needs, while also helping them develop more progressive and positive ideologies 
about cultural variation. By action research, we refer to the cyclical process of re-
searchers working alongside community partners (in this case, educators) to create 
knowledge by learning through action – taking steps, reflecting on the outcomes, and 
iterating together [11]. In AR, the researcher works alongside the community partners 
to open up productive lines of communication and facilitate activities expected to 
create change, rather than as a distanced observer of subjects. This method will allow 
us to work alongside educators to quickly iterate on different ways of incorporating a 
technology that can use AAVE into the classroom. This will help us understand what 
social and scientific impacts these interventions may have on the classroom culture, as 
well as investigate how this collaborative design process itself impacts teachers’ ideo-
logies about their students. 

2 Previous Work on Culturally Aligned Technologies 

Over the past two decades, there have been a small but notable number of educational 
technologies that have considered how to align to students’ underrepresented cultural 
backgrounds. These projects demonstrate some of the potential scope for the impact 
culturally-aligned technologies may be able to have on students. For example, 
Pinkard’s work on literacy learning for young African American students resulted in 
two systems, Rappin’ Reader and Say Say Oh Playmate, which leveraged students’ 
culturally-based knowledge of rhythm patterns and clap sequences to acquire early 
literacy components through writing rap lyrics [7]. Rap lyrics were also applied in 
Gilbert’s African American Distributed Multiple Learning Styles Sys-
tem (AADMLSS) program, which is an intelligent tutoring system that additionally 
uses gaming components to allow students to practice math word problems where 
explanations are provided via rap lyrics that use AAVE features [8]. Other education-
al technologies have began exploring the potential impact of dialect congruence on 
students’ performance in other non-standard dialects, such as Mohammad’s Trinbago 
Adventures for Caribbean students, where students are allowed to customize the 
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amount of dialect features they hear (and other cultural references) within the system 
[9]. Each of these systems has demonstrated success with the underrepresented popu-
lation they had targeted, including both academic performance and student engage-
ment. However, the teachers’ response to these systems, and the potential impact that 
the deployment of these systems in the classroom had on the teachers over time, was 
either not performed or not reported. 

There have also been a small number of investigations that examine the impact of 
simply manipulating only the dialect used in a system. For example, in our own pre-
vious work, we have found that when AAVE-speaking 3rd grade students were ex-
posed to a system that provided them with identical science examples in either Stand-
ard English or AAVE, students demonstrated an average of two standard deviations 
improvement on the quality of their own science reasoning when they heard the ex-
ample in AAVE [12]. However, in follow-up interviews with teachers, we found that 
they would be very uncomfortable with deploying such a system to their students in 
the future, regardless of the potential learning benefits. The impact of a German non-
standard dialect was also investigated with German adults using a virtual agent who 
either spoke in Standard or Non-Standard German, finding that participants aligned 
their own dialect to match that of the agent, but that the Non-Standard agent was 
viewed as more likable [13]. In our current work, we are performing a similar analy-
sis, and investigating how 3rd grade AAVE-speaking students’ language use, self-
efficacy, language ideologies, and science achievement is impacted by a virtual agent 
who either exclusively speaks Standard English or code-switches between Standard 
English and AAVE based on context over the course of six weeks. Previous work 
with this virtual agent, Alex, found that even during one session with the character, 
students switched between dialect features based on context along with the agent – 
even though they did not perform this type of code-switching with their teachers [14].  

3 Educational Interventions to Impact Teacher Ideologies 

Our previous research (in preparation) has found that teachers would be very hesitant 
to expose their students to AAVE via an educational technology, regardless of the 
potential learning benefits to students. This is consistent with what other researchers 
have found about integrating non-technical curricula into the classroom. However, 
research suggests that if teachers feel that an educational technology is working to 
support their overall goals, it is possible that teachers may experience a pedagogical 
evolution [10], whereby the technologies in their classrooms may support and struc-
ture class activities that the educator previously did not think possible. The challenge, 
then, is identifying methods for integrating these technological systems into a class-
room in a way that is able to work with, rather than against, educators.  

To address this problem, some designers of non-virtual curricula have found it ef-
fective to host professional development workshops with teachers to help teach them 
about linguistic variation [4, 15]. When paired with this knowledge, teachers become 
able to not just host the intervention within their classroom (such as is often the case 
with technologies), but also become active facilitators of the learning activities with 

AIED 2015 Workshop Proceedings - Vol 1 43



their students. In fact, there is additionally evidence that when teachers have the op-
portunity to teach a pre-packaged learning activity involving linguistic variation to 
their students themselves, they develop a stronger positive change in their own ideo-
logies compared to teachers who only attend professional development workshops 
[4]. These findings support the potential positive impact of action research on influ-
encing teachers’ ideologies, as action research involves many of these components, 
such as professional development discussions facilitated by researchers, reflection 
with other peer educators, and implementation of curricula within the classroom.   

4 Investigating the impact of culturally aligned systems 

The goal of this work is to employ AR approaches with urban elementary school 
teachers to promote a positive change in the often-negative classroom culture sur-
rounding students from linguistically-diverse backgrounds. To do this, our approach 
will involve a combination of professional development workshops surrounding lan-
guage variation, group reflection discussions about what learning goals they feel are 
important for their students to know regarding language variation, and hands-on activ-
ities to develop classroom activities to meet some of those identified learning goals. 
The classroom activities will involve the use of Alex, a virtual peer character capable 
of communicating to students about different science activities and some other social 
topics (e.g., video games) in either Standard English or AAVE (described above). 
Because one of the noted reasons that many teachers avoid talking about AAVE with 
students is many do not identify as speakers of this dialect, a system that is able to 
demonstrate dialect differences as a peer to the students may be a productive platform 
for helping to introduce this discussion. We additionally argue that providing educa-
tors with an existing technology that can be deployed differently in the context of 
different classroom activities may allow us to more efficiently iterate new ideas into 
the classroom.  

In this planned work, we will work with approximately ten educators between two 
and four times a month for a full semester to facilitate and participate in these discus-
sions and lesson plan design sessions. We will aim for teachers to deploy a new class-
room activity surrounding the virtual character in the classroom approximately twice 
a month throughout the semester. We expect a large variation in the sorts of activities 
teachers design, for example, ranging from using the technology as part of a guided 
class discussion and worksheet, to a hands-on group activity where students are asked 
to make the character speak differently in different situations. The researchers and 
each of the teachers will observe how the students interact with the class activity, and 
bring their observations to the group discussion the following week. This discussion 
will spark teachers’ iterations on their next class activity.  

We will perform pre- and post-intervention measures including meta-linguistic 
awareness, language ideology, and dialect use for both teachers and students. These 
quantitative measures will be paired with qualitative measures of how different activi-
ties promoted different sorts of student interactions and responses and the types of 
interactions students and teachers shared throughout the lesson. We are currently 
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performing a pilot analysis of this process with three elementary school teachers at a 
local, urban 100% African American charter school to help prepare us for the upcom-
ing semester-long study. Through this pilot and the full-length study, we aim to gain a 
better understanding of how culturally-aligned educational technologies, and the col-
laborative process of designing them with teachers, may impact the classroom culture 
in ways that support positive social change. 
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Preface   

 
By encouraging interaction, exploration and experimentation in environments that 
directly represent the domain to the learner, Exploratory Learning Environments 
(ELE) adhere to constructivist theories of learning that emphasize learners' control to 
construct their own understanding. More generally, Open-ended Learning 
Environments (OLEs) offer students opportunities to take part in authentic and 
complex problem-solving and inquiry learning activities. These environments provide 
learning context and a set of tools to support learners while they engage in many 
activities, including (i) seeking and acquiring knowledge and information, (ii) 
applying that information to a problem-solving context, (iii) assessing the quality of 
the constructed solution, (iv) evaluating and reflecting on the overall approach, and 
(v) assessing and enacting cognitive and metacognitive processes.  
 
However, there are several factors that prevent appropriate learning within ELEs or 
OLEs. The structure of the activity sequences and the level of support by teachers, 
peers, technologies are crucial determinants of learning. This is particularly true in 
domains where knowledge is not a directly observable outcome of a situation under 
exploration (e.g. simulators) but is externalized by cognitive tools in the environment. 
There is a wealth of learning sciences literature about support for learning in 
exploratory environments, but developing the technology to support these still faces 
several impressive challenges that the community is only beginning to address.  
 
At the same time the migration of technology from the desktop to the wider learning 
environment provides the opportunity to collect data about learners’ interactions with 
a greater bandwidth of learning resources. Smart phones, tablets and technologies 
embedded in the fabric of the environment are now commonplace in educational set- 
tings. In parallel with these developments, there has been great progress in developing 
techniques to analyse learning interactions through the large amount of data that is 
generated by these various systems. This kind of learning analytics offers the 
potential for novel feedback and scaffolding to support project-based and experiential 
learning that involves physical computing projects and other hands-on type projects.  
 
The papers submitted to this workshop address various aspects of the above-listed 
issues, which are all at the heart of the AIED community’s interest.  
 
Summarizing the papers in brief, Chase et al. and Mazziotti et al. focus mostly on the 
design and evaluation of exploratory learning environments. Chase et al. in particular 
describe the design of an ELE to support invention activities, inspired by a model of 
naturalistic teacher guidance. Mazziotti et al. present a pedagogical intervention mod- 
el that selects and sequences exploratory learning activities and structured practice 
activities. Four papers focus more on the tools, algorithms and approaches behind the 
implementation of intelligent support in ELEs. Karkalas et al. evaluate requirements 
and present a prototype for learning analytics for constructionist mathematical e-
books. Segedy and Biswas use coherence analysis to provide measures of the quality 



   ii 

of students’ problem-solving processes. Silva et al. propose an automatic rating 
system to assess students and to sequence activities. Harpstead et al. demonstrate a 
method of accelerating model development for both knowledge and skills by applying 
a concept formation algorithm.  
 
Lastly, two papers focus specifically on Learning analytics for project based and 
experiential learning scenarios. Luckin et al. present an analysis framework for 
project-based learning situations that involve the use of technology. Spikol et al. 
present the design of a visual-based programming language for physical computing 
and mobile tools to invite learners to actively document and reflect on their projects in 
a way that creates possibilities of intelligent support and learning analytics.  
 
This workshop builds on the previous work from several editions of the Intelligent 
Support in Exploratory Environments workshop, and the Scaffolding in Open-Ended 
Learning Environments in AIED 2013. The format of the workshop is based on a 
question-oriented organisation around open problems raised by the papers accepted 
for the workshop. It also includes a posters and hands-on interactive session for 
participants to present prototypes and get or provide feedback. Our website 
(http://link.lkl.ac.uk/iseole15) provides more information as well as the current and 
previous proceedings.   
 

Manolis Mavrikis, Gautam Biswas, Sergio Gutierrez-Santos, Toby Dragon, Rose 
Luckin, Daniel Spikol, James Seged 
Workshop Co-Chairs  
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Abstract. We describe the design of the Invention Coach, an intelligent, ex-
ploratory learning environment (ELE) to support Invention, an exploratory 
learning activity. Our design is based on a two-pronged approach. Our own 
study of naturalistic teacher guidance for paper-based Invention uncovered 
phases in the Invention process. Prior research on the mechanisms of learning 
with Invention activities revealed specific instructional strategies. These two 
sources informed the design of the guidance offered by the Invention Coach. To 
our knowledge, this is the first design of a guided environment for Invention ac-
tivities inspired by a model of naturalistic teacher guidance. Our work offers in-
sight into styles of guidance that could apply to other exploratory learning envi-
ronments.  

Keywords: intelligent learning environment, human tutoring, exploratory learn-
ing, intelligent tutors 

1 Introduction 

While exploratory tasks support the constructivist nature of learning and have the 
potential to enhance 21st century skills, there is broad agreement that learners need 
guidance in their exploration [1].  But what kind of guidance will help learners to 
engage in productive exploration without eliminating the exploratory nature of the 
task? Designers of exploratory learning environments have investigated this question 
through various lenses – types of learner feedback [2, 3], “cognitive tools” for inquiry 
[4], and participation structures [5]. We explore the question of effective guidance for 
exploration in the context of an exploratory learning task called Invention, where 
learners invent their own formulas to describe scientific phenomena. We are now in 
the process of developing an intelligent, exploratory learning environment (ELE) 
called the Invention Coach, which scaffolds students through the Invention process.   

Invention is an exploratory task that invites students to engage with deep, concep-
tual ideas by analyzing a set of data [6]. Students are asked to invent an expression of 
an underlying structure that runs throughout a set of contrasting cases. Cases are ex-
amples of phenomena with predesigned contrasts that highlight key features, provid-
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ing students with clues to the abstract, underlying concepts. After exploring the cases 
and inventing their own structures, students are told the canonical structures, through 
traditional expositions (lecture, reading). Prior work suggests that Invention creates “a 
time for telling,” preparing students to appreciate the “mathematical work” of equa-
tions [6] or “function of tools for solving relevant problems” [7].  

Figure 1 shows an Invention task our computerized Invention Coach is designed to 
support.  In this “Crowded Clowns” task, students are asked to invent a numerical 
“index” to describe how crowded the clowns are in each set of buses. Though stu-
dents do not realize it, they are inventing the equation for density (d=m/v, where den-
sity is the number of objects crowded into a space). Most students initially attempt to 
describe crowdedness using a single feature – the number of clowns.  They do not 
realize that crowdedness must consider two features related in a ratio structure (e.g. 
#clowns ÷ #boxes). The six buses in Figure 1 are contrasting cases designed to high-
light the critical features of “crowdedness.” For example, by contrasting cases A1 and 
B1 (see Figure 1), which both have 3 clowns but different-sized buses, students may 
notice that clowns alone cannot account for crowdedness, and space must be consid-
ered as well. Through an iterative process of generating and evaluating their inven-
tions, students begin to realize that a workable solution must involve both features in 
some kind of relational structure. While many students do not produce the correct 
formula, the invention process prepares them to learn from a later lecture on ratio 
structures, which is the targeted content of our instruction. 

 

  

Fig 1. Invention task, adapted from Schwartz et al., 2011.  

Invention activities are very successful in supporting transfer. In several studies, 
Invention has been more effective than traditional instruction at enhancing transfer 
and deep learning in science and math domains, both with adolescents and adults [6, 
8, 9, 10]. But in most studies, students need subtle guidance from a teacher to engage 
in productive invention. In a move towards scaling up, we are developing a computer-
based Invention Coach that will ultimately provide adaptive guidance as students 

Happy Clowns  
Index = _________!

  

Bargain Basement Clowns Index = _________!

Clowns ‘r’ Us  
Index = _________!
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engage in Invention. Through the design of the Invention Coach, we also explore 
what types of guidance are most effective in scaffolding an exploratory task.The most 
applicable related work comes from Roll, Aleven, and Koedinger [11], who devel-
oped an ELE for Invention activities in statistics. The learning environment we pro-
pose will share some characteristics with their Invention Lab but will differ in a fun-
damental way. While Roll et al.’s technology was developed through rational analysis 
of the task and empirical study of components of the Invention process, our Invention 
Coach is modeled on guidance from a human teacher.  

To develop the Invention Coach, we are following a multi-phase approach of for-
mal empirical research interspersed with design cycles and informal user testing. We 
began with a study of naturalistic human teachers’ guidance of Invention and a review 
of the literature on learning with Invention. In the following section, we briefly re-
view the results of both. We then describe the design of our current Invention Coach, 
focusing on the pedagogical elements of our design rather than the technical aspects 
underlying it.  We are now in the process of implementing a Wizard-of-Oz version of 
the Coach, though we plan to build a fully adaptive system in the future. 

2 A Two-pronged Approach to Design 

The design of the Invention Coach was driven by a combination of our own empirical 
work and prior research and theory on Invention. Our study of naturalistic teacher 
guidance demonstrated the process of Invention by explicating the various subgoals 
teacher-student pairs tackle as they work towards a solution. The specific instructional 
strategies embedded in our Coach were drawn from research and theories on the 
mechanisms that make Invention a successful instructional paradigm.  

Our analysis of naturalistic teacher guidance uncovered a process model of guided 
Invention with four phases [12]. In the “understand the problem” phase, teachers ex-
plained the task goal and constraints to students who were confused by the ill-defined 
goal of inventing an “index.”  In the “notice features” phase, teachers guided students 
to notice key features they often overlooked (most often bus size) or to think concep-
tually about what “crowdedness” means. In the “produce and reflect on an Invention” 
phase, students generated their numerical index and teachers helped them evaluate 
whether it was correct.  There was also a “math calculation” phase, in which teachers 
and students worked to simplify and manipulate fractions or count key features. In-
formally, we noted that phases were not completed in a linear fashion; teacher-student 
pairs moved back-and-forth between them. As a result, our initial prototype Invention 
Coach supports each phase, without prescribing a specific phase order. 

While the study of naturalistic tutor guidance revealed the subgoals of solving an 
Invention problem, specific instructional strategies were derived largely from the 
existing literature on Invention. Instructional strategies were designed to scaffold 
three core components of the Invention paradigm: noticing deep features of a domain, 
monitoring errors, and withholding direct feedback. First, noticing deep features of a 
domain is a critical step for problem-solving success. For instance, novices often fo-
cus on the surface features of a problem while experts focus on the deep principles 
that underlie a problem solution [13]. An effective way to help novice learners notice 
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key features is to have them compare and contrast example cases that explicate the 
features [7]. Our carefully designed contrasting cases systematically differ on key 
features, so that certain pair-wise comparisons reveal the necessity of considering a 
not-so-obvious feature. Second, Invention helps learners to identify gaps in their un-
derstanding, which they can then seek to fill in later expository instruction [14]. 
Through the process of monitoring and reflecting on their solution attempts, learners 
often come to see that their invention is inadequate. When they later receive a lecture 
on the canonical problem solution, they are prepared to understand how it avoids the 
errors they made in their own solution attempts. We scaffold monitoring by encourag-
ing learners to explain their solutions. Related work on self-explanation suggests that 
it strongly enhances metacognitive monitoring [15]. A third critical component of 
Invention is that giving away the answer or showing students how to solve the prob-
lem cuts off learners’ exploration and hinders their ability to notice and monitor [9]. 
Thus, instead of providing direct right/wrong feedback and elaborative explanatory 
feedback, our system exposes inconsistencies in the learner’s solution.  In sum, the 
three instructional strategies our system employs are (1) encouraging learners to con-
trast cases (2) inviting learners to explain their solutions and (3) providing feedback 
that exposes inconsistencies in a learner’s solution. 

3 Design of Invention Coach Prototype 

Our research findings along with prior work on Invention informed the design of the 
Invention Coach. We designed instructional components corresponding to each phase 
of the Invention process model derived from our study. Additionally, some compo-
nents scaffold students as they engage in the core learning mechanisms of the Inven-
tion paradigm. Our initial prototype was designed to be operated by a “Wizard-of-Oz” 
(the experimenter), who can launch the student into instructional components in any 
order, based on her assessment of the student’s current knowledge state. While we 
ultimately plan to build a fully adaptive Invention Coach, the Oz configuration allows 
for flexible application of process phases across students. Perhaps more importantly, 
the Oz configuration will help us identify the trigger conditions for each type of coach 
guidance. We are now in the throes of building our first prototype Invention Coach.  
We are using the Cognitive Tutor Authoring Tools (CTAT, [16]) to build our ILE as 
an example-tracing tutor with additional custom programming.  

 In our Invention Coach, the student is initially left to work independently on his 
invention. During this independent work time, students typically inspect the cases 
provided and begin entering potential index numbers for each case. Students can also 
click the “rules tab” to re-read the rules that their index must follow, the “calculator 
tab” to display an on-screen calculator, the “notepad” tab to display an on-screen 
notepad, or the “help” or “submit” buttons to request feedback from Oz. Oz only pro-
vides guidance in response to the student’s request for feedback, or whenever the 
student has been working uninterrupted for five minutes.  

There are two types of guidance that Oz can provide: modules and hints. A module 
is a short exchange between the computer and student focused on a particular subgoal. 
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For example, our “ranking module” (Figure 2A) asks students to rank the bus compa-
nies from most to least crowded. After the student ranks the companies, the system 
automatically provides feedback and, if needed, additional scaffolding. Once the stu-
dent has successfully ranked the companies, the module ends, and the student is left to 
work independently again. Hints represent the second type of guidance Oz can pro-
vide. Hints are much simpler than modules, consisting of a single text bubble dis-
played to the student. The system provides largely high-level hints with broad sugges-
tions and never gives a “bottom-out” hint, which would give away the answer.   

Each of the instructional components included in the Invention Coach was de-
signed to guide students through one of the four process phases revealed in our analy-
sis of teacher guidance (Table 1). Most components employ one of three instructional 
strategies that support the mechanisms of learning with Invention: encouraging stu-
dents to contrast cases, inviting students to explain their solutions, and provide feed-
back that exposes inconsistencies in the student’s inventions.  

Table 1. Invention Process Model, Instructional Strategies, and Instructional Components 

Process Phases Process Description Instructional  
Strategy 

Instructional  
Component 

Understand the 
Problem 

Explain or describe task goal 
and constraints 

Expose inconsist-
encies 

Rule-related hints 
Rules tab 

Notice Features Notice key features of the 
underlying structure (e.g. 
#objects, space) 

Contrast cases Ranking module 
Feature Contrast 
module 

Produce and Reflect 
on an Invention 

Generate a solution (e.g. in-
dex) and evaluate its correct-
ness 

Explain solution Tell-Me-How 
module 

Math Calculation  Simplify/manipulate fractions -- Calculator  

 
The two instructional components that help students through the “understand the 

problem” phase are the “rules tab” and the rule-related hints. Rule-related hints pro-
vide feedback exposing inconsistencies in students’ inventions.  For instance, if a 
student’s invention is not generalizable and only works for specific cases, Oz can 
provide the following hint: “Don’t forget: you have to use the exact same method to 
find the index for each bus!” 

The Invention Coach also supports the “notice and understand features” phase of 
the Invention process via the “ranking” (described above) and “feature contrast” 
modules. Ranking the buses from most to least crowded helps students think about 
why some companies are more crowded than others, which starts to focus them on the 
features that determine crowdedness. In the “feature contrast” module (Figure 2C), 
Oz can select two specific buses to contrast. The student is then asked to note which 
features make one bus more crowded than the other. For example, Oz could ask the 
student to contrast cases A1 and C2 in Figure 1. Since the number of clowns is held 
constant across the cases while space changes, the student may begin to notice that 
clowns alone cannot account for crowdedness, the feature of bus size is important too. 
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Both “ranking” and “feature contrast” modules employ the instructional strategy of 
comparing and contrasting cases, to scaffold learners in noticing key features of the 
problem space.   

 

Fig. 2. Prototype Interface and Modules. 

The backbone of the Invention Coach is the “tell-me-how” module (Figure 2D), 
where students are asked to enter and explain their inventions. This serves to recreate 
the “produce and reflect on an invention” phase of the process while encouraging 
students to monitor their own errors. In this module, students explain how they ar-
rived at their answer (by selecting whether they “counted,” “estimated,” or “used 
math”). Students who indicate that they “counted” are further prompted to identify 
what exactly they counted, while students who “used math” must then use a calculator 
feature to show how they derived their answers. Students are never provided with 
direct right/wrong feedback on their solutions.  Instead, the tell-me-how module en-
courages students to explain how they arrived at their solutions, right or wrong. We 
hope that in the process of explaining their answers, and connecting the math to refer-
ents in the cases, students will begin to reflect on their answers and identify gaps in 
their own understanding. Another key function of this module is to help Oz (and 
eventually the fully adaptive system) understand how a student generated her index so 
it can determine appropriate feedback. 

Finally, to enable the math calculation phase of the Invention process, students are 
provided with a calculator (Figure 2E). In our study of naturalistic teacher guidance, 
many students had difficulty engaging in simple math (e.g. 6 divided by 3), and a 

A) Main Interface! "  "B) Ranking Module!

E) Calculator! "C) Feature Contrast Module! "

Look at these two buses. Which one is 
more crowded?"

!Blue           �Green    �They are equal "

 "D) Tell-Me-How Module!

Calculator & 
Rules Tabs"

Coach 
Dialogue"

Help & "
Submit Buttons"

Index Numbers"

Contrasting Cases"
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large proportion of teacher talk focused on math calculations such as simplifying 
fractions.  The calculator enables students to off-load some of this challenging calcu-
lation work and instead focus on the larger concepts behind the math. The “calcula-
tor” tab is available in the main interface for students to call up at any time during the 
task. A calculator is also part of the “tell-me-how” module as described above.  

Throughout the phases of the Invention process, the Coach’s feedback points out 
inconsistencies in students’ problem solutions. Instead of providing right/wrong or 
elaborative feedback when students create an incorrect invention, the Coach presents 
information to contradict the wrong invention. For instance, the Coach may remind 
the student that their Invention must generalize to all cases or that it must account for 
two cases that have the same crowdedness. The coach may also present pairs of cases 
that directly contradict the student.  For instance, if a student believes that an irrele-
vant feature is important, the Coach will show two cases where the irrelevant feature 
varies but crowdedness does not. This type of feedback enables students to explore on 
their own, while encouraging them to self-monitor errors and “see” deep features. 

In our current design, several components of the Invention Coach must be selected 
by Oz, while some intelligence is built into the system. The Oz selects whether to 
respond to a request for feedback by launching a student into a module (e.g. feature 
contrast, tell-me-how, or ranking) or by giving a single hint, adapting the path through 
the Invention space based on each student’s individual needs.  However, once inside a 
module, the system largely controls the interaction by selecting appropriate feedback 
and prompting the student to take action.  

4 Discussion and Conclusion 

We have described the design of a computer-based Invention Coach, which was in-
spired by a study of naturalistic teacher guidance of paper-based Invention and by 
prior research on the mechanisms behind Invention. The Invention Coach contains 
instructional components to address each phase in the Invention process, which can 
be adaptively selected. The system employs three instructional strategies that target 
key mechanisms in learning from Invention: contrasting cases, self-explanation of 
problem solutions, and feedback that exposes inconsistencies in students’ solutions. 
While we are currently implementing a Wizard-of-Oz version of the Invention Coach, 
we ultimately aim to develop a fully adaptive system. 

This work contributes more broadly to work on Invention and exploratory learning 
environments. To the best of our knowledge, the work presented here is the first de-
sign of a guided environment for Invention activities that is based on a model of natu-
ralistic teacher guidance. Our design offers insight into possible strategies and phases 
of guidance that could be more broadly applicable in other exploratory learning envi-
ronments and tasks. Specifically, if the Invention Coach we’ve built proves success-
ful, it would argue that unguided exploration can be augmented by guidance that 
highlights inconsistencies in student work, contrasts cases to make relevant features 
salient, and invites students to explain their solutions. These forms of guidance may 
prove especially useful for developers who wish to retain the emphasis on active pro-
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cessing and construction of ideas inherent in exploratory learning environments, 
while avoiding the pitfall of unproductive aimless exploration [2, 3]. 
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Abstract. Developing models of the knowledge and skills being exercised in a 
task is an important component of the design of any instructional environment. 
Developing these models is a labor intensive process. When working in explor-
atory and open-ended environments (EOLEs) the difficulty of building a 
knowledge model is amplified by the amount of freedom afforded to learners 
within the environment. In this paper we demonstrate a way of accelerating the 
model development process by applying a concept formation algorithm called 
TRESTLE. This approach takes structural representations of problem states and 
integrates them into a hierarchical categorization, which can be used to assign 
concept labels to states at different grain sizes. We show that when applied to 
an open-ended educational game, knowledge models developed from concept 
labels using this process show a better fit to student data than basic hand-
authored models. This work demonstrates that it is possible to use machine 
learning to automatically acquire a knowledge component model from student 
data in open-ended tasks. 
 

1 Introduction 

When designing intelligent instructional support in educational learning environments 
it is important to have a model of the skills and knowledge employed during problem 
solving. A common approach to modeling skills in intelligent tutoring systems (ITSs) 
is knowledge component (KC) modeling [1]. In the KLI Framework a KC is “an ac-
quired unit of cognitive function or structure that can be inferred from performance on 
a set of related tasks” [2]. A KC model is a mapping of each problem-solving step in a 
particular educational environment to the skills necessary to solve that step.  KC 
models can be used in pedagogical software to drive feedback and hints, guide prob-
lem selection [3], and inform redesign of the interface [4]. 

While KC models are useful for a number of purposes in the development of intel-
ligent software they take significant effort to develop. The process of creating a KC 
model often employs elements of empirical and theoretical task analyses [1], solicit-
ing expert feedback and rationally constructing the skills used in a task. When work-
ing in exploratory and open-ended environments (EOLEs) this process is aggravated 
by the freedom learners experience in these environments. It can be assumed that as 
the space learners are allowed to explore grows, so too must a KC model grow to 
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continue to provide useful support and feedback to learners. In addition to providing 
large spaces for exploration, EOLEs often contain more complex representations of 
domains making it more difficult to articulate the rules defining the applicability of a 
given KC. 

To address the challenges of KC model creation in EOLEs we have developed a 
novel method for generating new KC models based only on problem states taken from 
the learning environment. Our approach uses a form of automated model discovery 
that employs a concept formation algorithm called TRESTLE [5]. This algorithm 
creates a hierarchical categorization tree based on training examples, which can then 
be used to label problem states at various grain sizes. The algorithm is designed to 
handle messy, mixed representations of data, making it ideal for application to 
EOLEs. It has previously been shown to create clusters similar to humans [5]. In this 
paper, we show how the conceptual patterns learned by TRESTLE can be used to 
discover new KC models in the open-ended educational game RumbleBlocks [6]. 
Finally, we conclude with a brief discussion of the implications of this approach and 
detail how we plan to expand it in future work. 

2 The TRESTLE Algorithm 

TRESTLE [5] is an incremental concept formation algorithm that creates a hierar-
chical categorization tree from a set of structured instances. In this section we briefly 
describe the algorithm’s major structures and categorization procedure for more de-
tails see [5]1. 

The TRESTLE algorithm produces a categorization tree and functions over a set of 
instances, each described by a set of attribute-value pairs. Instance attributes can have 
nominal, numeric, or component values that have their own sub-attributes and values. 
When integrating a new instance TRESTLE proceeds through 3 major steps: 

1. Partial Matching, which renames instance attributes to align with the algorithm’s 
current domain understanding 

2. Flattening, which converts structured attributes to unstructured ones, while pre-
serving structural information. 

3. Categorization, which incorporates the instance into the knowledge base. 

TRESTLE’s knowledge base is an evolving category structure being built from 
training examples and is organized into a hierarchical tree of concepts. In building its 
tree, the algorithm optimizes for a heuristic called category utility, which is similar to 
maximizing for the expected number of correct guesses that a given concept could 
make about the attribute-values of a given instance. During categorization new in-
stances are sorted into the tree. At each node in the categorization tree TRESTLE 
considers 4 different operations and performs whichever one would result in the high-
est category utility: (1) adding the instance to the best child, (2) creating a new node 

                                                             
1 A reference implementation is available at: https://github.com/cmaclell/concept_formation 
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for the instance, (3) merging the best 2 nodes and adding the instance to the result, or 
(4) splitting the best node by promoting its children to be children of the current node.  

After categorizing an instance into its knowledge base, TRESTLE returns a con-
cept label for the instance. Since concepts in TRESTLE are organized in a hierar-
chical tree, the cluster labels returned from categorization can be generalized if more 
coarse clusters are desired. At the coarsest, i.e. the root of the tree, everything is con-
sidered to be the same concept, while at the most specific, i.e. the leaves of the tree, 
everything is considered to be unique.  

To arrive at a KC label for a step, the problem state in which the step too place is 
categorized and label is generated based on the returned concept and a desired depth. 
For a given depth model the state is categorized down the TRESTLE tree. Once the 
state reaches the desired depth the current concept’s label is returned. If the state 
reaches a leaf of the tree before reaching the desired depth, then the label of the deep-
est node is used instead. When generating KC models this allows for the creation of 
multiple model variants that consider the domain at different levels of granularity (see 
Fig. 1). 

 

Fig. 1.  A diagram of how KC labels are attributed to problem states based on their 
categorization in the TRESTLE tree for a given depth mode. 

3 RumbleBlocks 

To demonstrate how TRESTLE can be used to aid in the process of KC modeling we 
introduce RumbleBlocks [6], an open-ended educational game. RumbleBlocks is a 
physics game designed to teach children (ages 5-8) three basic concepts of structural 
stability and balance: (1) objects with wider bases are more stable, (2) objects that are 
symmetrical are more stable, and (3) objects with lower centers of mass are more 
stable. 

In the game, players are tasked with building a tower out of blocks to help a 
stranded alien power their spaceship (see Fig. 2). The tower must be tall enough to 
reach the alien and cover a series of energy orbs that power the spaceship. Once play-
ers have finished building their tower they place the spaceship on top, which triggers 
an earthquake. If, after the earthquake, the ship is still on top of the tower, then the 
player has succeeded and advances on to the next level, otherwise they must try the 
level again. 
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Fig. 2. A screenshot of RumbleBlocks 

Each level in RumbleBlocks is designed to emphasize one of the three key concepts 
of stability. This emphasis is accomplished through the placement of energy orbs, the 
target zone for the spaceship, and the palette of available blocks. While each level is 
targeted at a particular principle, there is a wide range of variance in the kinds of solu-
tions players design to in-game challenges. Our previous analysis found that there are 
several levels where less than 10% of students actually used the solution envisioned 
by the game’s designers [7]. The variance in player behavior demonstrates the open-
endedness of the game as well as highlights the challenge inherent in defining KC 
models to measure learning in the game. 

4 KC Model Discovery in RumbleBlocks 

To evaluate the application of TRESTLE to the KC modeling process we used it to 
discover a set of new KC models in RumbleBlocks. For comparison we also created a 
“hand built” KC model meant to capture the original design intent behind the game. 
This model labels each level in the game with the principle it is designed to empha-
size. Since the first 5 levels of the game are primarily a mechanical tutorial for the 
game rather than instructional levels dealing with physics principles, we relabeled 
these levels with an “Intro” KC, resulting in a hand-built model with 4 KCs. 

For this first demonstration of the use of TRESTLE to generate KC models we 
chose to focus on a broad definition of a step as solving an entire level of Rumble-
Blocks. This is in keeping when Van Lehn et al.’s definition of a step as “the smallest 
possible correct entry that a student can make” [8] because, in its current form, Rum-
bleBlocks only provides correctness feedback to players at the end of a level. In this 
context a step is then considered in terms of the initial level state given to the player 
to construct a solution in and evaluated based on their final construction. The state 
representation used for training TRESTLE contained the positions of each of the en-
ergy orbs, the target position of the spaceship, and the available number of each block 
type. The resulting categorization tree, based on the initial state data from Rumble-
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Blocks’ 47 levels, was 7 levels deep giving us 7 candidate KC models each with dif-
fering levels of granularity. 

To evaluate relative appropriateness of different candidate KC models we used the 
tool suite provided by DataShop [9]. In particular, we used AFM [10], a specialized 
form of logistic regression that fits a given KC model to student log data. The result-
ing regression model can be used to assess the fit of a particular KC to the real student 
data. DataShop provides several model fit statistics to compare KC models: AIC and 
BIC, both standard model fit statistics that penalize for model complexity and Cross 
Validated Root Mean Square Error (CV-RMSE) using 3-fold cross validation with 
different stratification schemes (i.e. student, item and un-stratified).  

The data we use in our evaluation comes from a formative evaluation of the game 
with 174 players in the target demographic. Players were allowed to play the game for 
two 20-minute sessions. 

The model fit estimates for the 7 Trestle-based models and the original Principle 
(i.e., hand-built) model can be seen in Table 1. In general, more fine grained models 
tend to fit the data better. The TRES-Depth7 model is preferred according to AIC and 
both item-stratified and un-stratified RMSE. This would suggest that an appropriate 
model for initial states in RumbleBlocks is one that treats all levels as nearly unique 
from each other.  

Table 1. Fit statistics for each KC model. Cross Validated Root Mean Square Errors (CV-
RMSE) are based on 3 fold cross validation using different forms of stratification. 

Model KCs AIC BIC CV-RMSE 
(student) 

CV-RMSE 
(item) 

CV-RMSE 
(none) 

Principle 4 6560.73 8544.74 .3856 .3883 .3869 
TRES-Depth1 1 6828.35 8771.45 .3924 .3948 NA 
TRES-Depth2 5 6737.21 8734.85 .3899 .3921 .3923 
TRES-Depth3 14 6661.67 8782.03 .3878 .3904 .3915 
TRES-Depth4 24 6530.78 8787.50 .3845 .3853 .3855 
TRES-Depth5 32 6350.50 8716.31 .3794 .3821 .3826 
TRES-Depth6 39 6152.75 8614.01 .3734 .3761 .3739 
TRES-Depth7 41 6152.28 8640.81 .3736 .3754 .3732 

5 Discussion 

We can see from the results that KC models based on depth cuts of a TRESTLE cate-
gorization tree better fit student data than a model based on the original design of the 
game in terms of AIC and cross-validation. According to these statistics, we find that 
a more specific KC model better fits student data than more general models. This 
would make it appear that there is little transfer going on within the game. However, 
this is likely due to our unit of analysis. An approach that employs a more fine 
grained definition of a correct step (e.g., steps defined at the transaction level) might 
reach a different conclusion with regards to transfer because there is likely to be some 
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common application of knowledge components used across building towers in differ-
ent levels. 

The approach presented here deals with concept granularity at a holistic level. By 
this we mean that all KCs in a model are being considered at the same depth of the 
concept tree. There is some evidence that suggests human learners will employ con-
cepts at different levels of granularity based on their expertise [11]. It is possible that 
the most appropriate KC model uses a combination of specific and general concepts 
depending on the context of the task at hand. Rather than creating KC labels as uni-
form cuts of a concept hierarchy, where concepts all exist at the same depth, we could 
instead start all problem states at their coarsest label and iteratively split concept 
nodes into more specific labels. After each split the resulting KC model could be test-
ed for fit using student data until an optimal model is found. This is similar to the 
Learning Factors Analysis search algorithm [12] but it would not require human de-
veloped models as seeds. Exploring this process is something we look forward to in 
future work. 

Our current analysis defined steps to be the complete solution to each level. This 
follows with Van Lehn et al.’s definition of a step in KC analysis as the smallest 
amount of action that a student can perform correctly [8]. This definition still assumes 
that all possible solutions to a level exercise the same skill, which may not be the case 
in practice. One way of going beyond this assumption in analyzing RumbleBlocks is 
to create a TRESTLE model based on the solutions players make to each in-game 
level rather than the initial conditions of the level. Such an approach would allow for 
analysis according to different kinds of solutions rather than the constraints under 
which problem solving took place. One issue with taking into account the content of 
students’ solutions is how to handle the assignment of KC labels when there are mul-
tiple valid solutions to a level, as is the case with RumbleBlocks [7]. In the case of 
correct solutions it is simple to state that each unique correct solution embodies the 
use of a different KC. When looking at incorrect solutions, however, the question of 
attribution becomes more difficult as it is hard to know which of the possible correct 
approaches the student failed to execute correctly. A standard modeling approach 
would assign an incorrect step with the labels of all possible correct solutions; using a 
variant to AFM’s statistical formula to allow for the disjunction of KCs [10]. A 
TRESTLE based approach could go beyond this by categorizing incorrect solutions 
into a knowledge base trained on correct solutions and assigning a KC label based on 
which correct solution the error most closely resembles. This is similar to the ap-
proach taken by Rivers and Koedinger to create next step feedback in programing 
tasks [3] but has the potential to be domain general. Exploring this approach to KC 
modeling with TRESTLE remains a topic of our future work. 

Ideally, we would like to go beyond the final state definition of a step to a transac-
tion-level model. Having a full transaction-level model would allow for the inclusion 
of targeted feedback to players while they are playing rather than providing feedback 
only at the end of building. Additionally, more detailed understanding of player prob-
lem solving could better inform adaptive sequencing. The challenge in taking this 
approach in RumbleBlocks is that that evaluation of player performance is currently 
only performed at the end of a level. This creates similar correctness attribution chal-
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lenges in deciding whether a particular build step is a good or bad example of a given 
concept. Again we could turn to TRESTLE to aid in this analysis by having it perform 
categorization on whole solution paths rather than final solutions. There are several 
open questions with this analysis in terms of how best to represent a solution path for 
categorization but we hope to resolve these issues in future work. 

6  Conclusion 

This paper presents a preliminary use of TRESTLE as a way to discover new KC 
models in an open-ended game. The models automatically discovered by TRESTLE 
better fit student data than one hand-built to capture the design intent of the game. 
This demonstrates the promise of concept formation based approaches to KC model 
creation. In future work we plan to further explore the implications of TRESTLE-
based KC models including discovering transaction-level models and exploring mod-
els that capture mixed grain sizes. We hope other researchers can find utility in these 
methods and apply them to their own exploratory and open-ended environments. 
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Abstract. This paper presents emerging requirements for learning an-
alytics on interactive mathematical e-books and a framework that can
be used for the seamless integration of complex learning objects with e-
book platforms. We describe the opportunities that this approach opens
up regarding interoperability and configurability of learning analytics
and intelligent support. The framework is generic and can be used for
any type of system with similar requirements. In this paper we present
a case that covers configuration of learning analytics for teachers and
intelligent support for students in constructionist mathematical e-books.

1 Introduction

The emergence of authoring software for e-books means that digital books with
text, images and other interactive elements are increasingly being used on per-
sonal computers and other electronic devices for educational purposes. However,
most of these e-books are simple transformations of traditional textbooks into
a digital format and do not take advantage of the dynamic and computational
affordances offered by this emerging technology. The MCSquared project1 is in-
vestigating whether the affordances of state-of-the-art e-books can be exploited
to support the learning of abstract mathematical concepts. We are looking into
the design of highly interactive constructionist e-book widgets, and exploring
their potential for providing learners with opportunities to construct mathemat-
ical artefacts in order to engage creatively with mathematical problems.

Within this context the increase of both process and product data collected
provides unprecedented opportunities for knowledge discovery through state-of-
the-art data analysis and visualization techniques. However, despite the fact that
in the past two decades intelligent technology has become increasingly feasible,
the power of these methods has not reached its full potential in education. For
example, although it is now possible for intelligent pedagogical agents to monitor
learners’ interactions within educational applications and provide individualised
support, only a handful of intelligent tools are employed in practice, yet they
are tied to particular instructional approaches, domains and context.

1 The Mathematical Creativity Squared project is funded by the EU, under FP7 ICT-
2013.8.1 Project #610467. For more details see http://www.mc2-project.eu
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We believe that one of the reasons that the promises of ubiquitous, individ-
ualised and adaptive technology has had a very small impact in education is
that learning environments are often rigid and limited to specific learning con-
texts and pedagogical approaches. Our previous research [6, 7] and that of others
(e.g., [9]) has primarily enabled the rapid revision and management of content.
In line with previous research in the field (e.g. [8]), our vision is that teachers
and educational organizations will be able to also mould the nature and type
of support provided to a learner (cf. [2, 10]) and the information they want to
glean from their interaction. Then the unrealised potential of the technology
could begin to be exploited.

This paper presents our preliminary efforts towards this vision: a prototype
where e-book pages and the widgets that they contain can be configured. First,
we present below a set of emerging requirements for Learning Analytics in the
context of constructionist mathematical e-books.

2 Emerging Requirements for Configurable Learning
Analytics

With the advent of data science and analytics in general, there are several ‘an-
alytics’ tools that have appeared. While we have looked into a large subset of
them, we cannot review them all in detail here. However, we have been unable
to find a tool that focuses on providing information from constructionist, ex-
ploratory mathematical environments (with the exception of our previous work
in [3] where we also review related work in more detail).

In the context of commercial e-books in particular publishers and authors
are interested in (and to some extent only have access to) high level information
such the number of pages read, average reading times, exit rates and other details
that reveal reading patterns that can correlate with, for example, sales figures.
However, from an educational point of view teachers, designers and even students
require a more in-depth analysis of learners’ interaction with the e-books.

The MCSquared project comprises four Communities of Interest (COI) across
4 EU countries (France, Greece, Spain, UK) and engaged their members in re-
quirements elicitation and stakeholders’ analysis. Through several face-to-face
workshops and sustained online interaction and communication between mem-
bers of the COI we have identified many scenarios in which e-books are being
used in teaching and other requirements of learning analytics tools and data
visualisation that are emerging.

Digital resources like e-books are being used either directly in the classroom
or in ‘blended’ learning scenarios (e.g. for practice exercises at home) or in
a ‘flipped’ learning model where students read and interact with the e-book
content online (e.g. at home) and complete other parts of the e-book in the
classroom with the help of other students or the teacher. So neither context can
be excluded. We present below high-level categories of the themes around which
requirements have emerged:

– Usage and other book-level descriptive statistics
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• the order of pages
• time spent on each page/activity
• how quickly students read a page
• the percentage of coverage of particular pages from a book

– Structured answer and related descriptive statistics

• Student answers and performance in structured questions
• Number of attempts to answer a question
• Repeated wrong answers across students

– Constructionist Analytics

• Constructionist descriptive statistics (i.e. number of objects constructed,
moved, deleted, etc.)

• Data regarding construction operations (achievements of key ’landmarks’)
• Specific patterns of interaction within a widget

While the first and second category of data analytics are interesting in their
own right, we are focusing mostly on the third type of data that we refer to
as ’deep’ analytics of constructionist e-books for learning. This is particularly
interesting because it goes beyond the ‘low-hanging fruit’ of descriptive statis-
tics (which, in principle, are technically and conceptually well understood) and
looks into extracting some meaningful information that could support decision
making. Constructionist analytics opens up the door to real-time formative and
summative assessment (as discussed in [1]). In our previous work, we found that
even a simple traffic-light system could satisfy the teacher’s need for finding out
which students are progressing satisfactorily towards completing the task and
which ones may be in difficulty [3].

In addition, a requirement across all the types of analysis mentioned above, is
the availability of a generic, interoperable framework that enables configurability
of learning analytics and intelligent support. We present a prototype of this in
the next section.

3 Prototype

In this section, using an example of an e-book page, we demonstrate a basic but
complete integration scenario. The page is part of a mathematics e-book devel-
oped by the Greek COI and features a learning activity developed in Geogebra.
The page is integrated in a prototype that has a local in-memory database that
stores data generated from the student activities and a rule-based reasoner that
provides real-time intelligent support to the students (fig. 1). The purpose of
the activity is to get the student select an appropriate combination of vari-
ables in order to get both parts of the ladder to the same level. Converging
the two parts can then display a single heart at the top (join the two halves).
All of these heterogeneous components are pluggable widgets that operate in
their own secure environment (sandbox). They are hosted in their own domains
and they are executed concurrently without interfering with one another. In-
tegration with the host page takes place through a lightweight set of mediator
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Fig. 1. The ’Ladders’ Activity from Geogebra Tube

wrappers that enable full two-way communication over a simple and common
interface. Each widget is allowed to expose its own functionality (or part of it)
and make it available to the platform through a wrapper interface. This scheme
allows better performance (multithreading), security (sandboxing), controllable
interoperability (widget interface exposed through the wrapper) and seamless
integration (common wrapper interface) [5].

This e-book page demonstrates an example of an activity that offers real-time
intelligent support to students through visual controls and real-time formative
and summative feedback to teachers through graphs. The activity widget of-
fers interactivity through sliders and a checkbox. As the student interacts with
the widget, action indicators are generated and sent to the page. The platform
populates the local (in-memory) database which in turn incrementally synchro-
nises with the back-end database through REST 2 web-service endpoints (fig.
2). These updates are asynchronous for better performance. The local database
serves as a buffer for data that needs to be immediately available and thus
enables fast and more reliable responses. The local data is then sent to the rule-
based reasoner for processing. If the reasoner identifies a case that justifies a
discreet intervention, a message is displayed in the textbox and/or some visual
indicator is presented in the activity frame (heart). The latter presupposes that
messages are sent to the activity widget through the platform. This process may
also be initiated by the student. If the student asks for help or wants the system
to evaluate the work that has been submitted so far, then the reasoner responds
with an appropriate message in the textbox. In parallel, the data generated from
both the activity and the reasoner is sent to the database.

2 http://en.wikipedia.org/wiki/Representational state transfer
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Fig. 2. The Architecture

The page that hosts the teacher tools has a similar structure. It also con-
tains a local database widget and a reasoner. As the back-end database gets
updated with student actions and reasoner findings, the local database incre-
mentally retrieves the changes. Some of this data is used as a direct feed to
other widgets that host learning analytics visualisations. In this particular ex-
ample we have visualisations that measure student activity and performance
(fig. 4). Both measurements are presented as histograms and provide real-time
feedback to the teacher. The first visualisation measures what has been used in
the activity and how much. For example the elements n, m, k and are numeric
variables that correspond to sliders in the construction. The visualisation shows
which of these sliders and how many times have been used by the student. The
second visualisation presents a comparative measurement of effort and levels of
achievement. Some of the local data is then processed by the reasoner and new
data may be inserted into the database. This data may be used to populate other
visualisations or provide some intelligent support to the teacher.

The teacher tool is both an authoring and a monitoring environment. The
teacher has the ability to dynamically configure the system to log actions per-
formed by specific widget elements. Widget instances can be dynamically in-
serted into the authoring environment in the same way they can be integrated
with a c-book page. The widget communicates with its host through the wrap-
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pers and makes available its internal structure to it. The metadata extracted
from the widget is then used by the host to dynamically construct an authoring
graphical user interface that is presented to the teacher (fig. 3). The teacher
can then select the widget elements deemed necessary to log their actions. This
information is sent to the database along with the id of the c-book the widget
belongs to. When the widget is invoked in a c-book, the page uses this informa-
tion to dynamically register event handlers in the widget in order to intercept
student actions for the selected elements.

Fig. 3. Authoring Applet for the Teacher

4 Conclusion and Future Work

In this paper we presented a prototype authoring environment that enables con-
figurable learning analytics and intelligent support in educational e-books. The
specific example used in this presentation focuses on constructionist mathemat-
ical learning activities and the configuration of appropriate analytics for them.
The system has been implemented and used by members of COIs and prelim-
inary results show that it meets its original design objectives. It can be used
effectively for rapid integration of learning objects and dynamic configuration of
learning analytics and intelligent support. The next step is to specify how this
data will be processed by the reasoner in order to provide effective support to
the students. This part requires the use of a rule editor by a domain expert.
Preliminary work towards this aspect has been undertaken in [4].

A distinguishing characteristic of the prototype presented here is the ability
to dynamically generate user interfaces that enable the configuration of learning
analytics on heterogeneous learning objects. Heterogeneity is hidden behind the
mediator wrappers. A possible future enhancement would be to analyse a number
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Fig. 4. Teacher Visualisations. In this example the x axis represents the different as-
pects that the teacher selected to log and the y-axis the number of logged cases.

of representative learning objects and create a learning component description
language that can be used as a standard description of the construction that
represents an activity. This language could then be used to semantically enhance
the component in the wrapper in a standardised way.
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Abstract. Project Based Learning is a complex concept that is related to Prob-
lem Based Learning and Collaborative Problem Solving. These latter concepts 
are well represented in the literature by models and frameworks that can useful-
ly be adapted to develop a framework for the analysis of Project Based Learn-
ing. We present such a framework that has been designed for learning situations 
that involve the use of technology. This technology can be used to capture data 
about learners’ interactions as well as to support their learning. We suggest that 
this data can be combined with data collated by human observers and analysed 
using the framework.  

Introduction 

The literature on Project Based Learning is complex with many related concepts, 
for example: Practice Based Learning, Problem Based Learning, Collaborative Prob-
lem Solving and Inquiry Learning. In this paper we explore the frameworks for two of 
these concepts: Problem Based Learning (PBL) and Collaborative Problem Solving 
(CPS) in an attempt to identify a framework for the analysis of Project Based Learn-
ing activities to inform the design of Learning Analytics. We have selected these two 
concepts, because they are well supported by existing models and frameworks. 

1.1 Problem Based Learning 

Problem based approaches encourage learners to become actively engaged in 
meaningful real-world problems that often require practical as well as intellectual 
activity. The premise is that the students who participate in a PBL approach will learn 
through solving problems together and then reflecting upon their experience (Barrows 
and Tamblyn, 1980). Problem-based approaches to learning (PBL) are not new, they 
date back to the early 20th century in the work of Dewey (1938) for example (Hmelo-
Silver, 2004). Whilst they were initially part of medical education and law schools; 
they have recently gained more popularity with educators in schools and universities 
for teaching STEM subjects. A key element of PBL is that the students work collabo-
ratively, learning from each other and solving the problem together. The teacher’s 
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role is that of facilitator, but the students are very much self-directed. The PBL ap-
proach therefore requires that participating students have good collaborative skills and 
sufficient metacognitive awareness to steer them through the problem space in a man-
ner that enables their learning. As a result the potential outcomes for the students are 
not merely cognitive in terms of their increased understanding of the subject matter of 
the problem, but also there are advances in the transferable twenty first century skills 
of communication, collaboration and critical thinking.  

 
Hmelo-Silver (2004) uses a stepwise model to describe the PBL process from the 

teacher’s perspective (see Figure 1). Students start by identifying relevant facts about 
the problem, which increases their understanding and enables them to generate their 
hypotheses about potential solutions. The teacher or potentially a more able peer 
helps the student to recognize what are referred to as knowledge deficiencies that will 
become the goals of their self-directed study. Once these knowledge deficiencies have 
been addressed the student can re-evaluate their hypotheses and learn through a pro-
cess of reflection and application. 

 

 
Fig. 1. PBL Tutorial Model (Hmelo-Silver, 2004) 
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1.2 Collaborative Problem Solving 

More recently, and in preparation for the 2015 PISA assessments, the OECD has 
developed a framework for the assessment of collaborative problem solving (CPS) 
that is complementary to the traditional PBL approach outlined above (OECD, 2013). 
The OECD defines CPS as: 

 
Collaborative problem solving competency is the capacity of an in-

dividual to effectively engage in a process whereby two or more agents 
attempt to solve a problem by sharing the understanding and effort re-
quired to come to a solution and pooling their knowledge, skills and ef-
forts to reach that solution.  

(OECD, 2013, p.6) 
 

There are three core competencies that are fundamental to this definition of CPS:  
 

1. Establishing and maintaining shared understanding;  
2. Taking appropriate action to solve the problem;  
3. Establishing and maintaining team organisation.  

 
These are combined with a set of problem solving competencies that are similar to 

those outlined by Hmelo-Silver (2004), although there is no explicit reference to 
knowledge deficiencies. This is not surprising because the PBL model is one of tui-
tion, whereas the OECD CPS model is one of assessment: 

 

1. Exploring and Understanding 
2. Representing and Formulating 
3. Planning and Executing 
4. Monitoring and Reflecting 

The OECD framework for CPS also includes three further elements: 
 

1. Three conceptual dimensions for the assessment of problem solving. These are the 
problem context, the nature of the problem situation, and the problem solving pro-
cess; 

2. Two aspects of the problem solving context: the setting (whether or not it is based 
on technology) and the focus (whether it is personal or social); 

3. Two problem presentation types: static problem situations in which the information 
about the problem situation is complete, and interactive problem situations, where 
it is necessary for the problem solver to explore the problem situation in order to 
obtain additional information. 
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These additional elements highlight the complexity of CPS activities and are pulled 
together in Figure 2 below. 

 
 

Fig. 2. Overview of factors and processes for Collaborative Problem Solving in PISA 2015 

 
 

In addition to this overview the four problem solving processes and the three major 
collaborative problem solving competencies are merged to form a matrix of specific 
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skills, see Table 1. In the resulting matrix, the skills have associated actions, process-
es, and strategies. These specify what it means for the student to be competent.  

 
 
 

 (1) Establish-
ing and main-
taining shared 
understanding 

(2) Taking 
appropriate 

action to solve 
the problem 

(3) Establish-
ing and main-
taining team 
organisation 

(A) Exploring 
and Under-

standing 

(A1) Discovering 
perspectives and 
abilities of team 
members 

(A2) Discovering 
the type of col-
laborative inter-
action to solve 
the problem, 
along with goals 

(A3) Understanding 
roles to solve prob-
lem 

(B) Repre-
senting and 
Formulating 

(B1) Building a 
shared representa-
tion and negotiating 
the meaning of the 
problem (common 
ground) 

(B2) Identifying 
and describing 
tasks to be com-
pleted 

(B3) Describe roles 
and team organisa-
tion (communica-
tion protocol/rules 
of engagement)  

(C) Planning 
and Executing 

(C1) Communi-
cating with team 

members about the 
actions to be/ being 

performed 

(C2) Enacting 
plans 

(C3) Following 
rules of engage-
ment, (e.g., prompt-
ing other team 
members to perform 
their tasks.) 

(D) Monitor-
ing and Reflect-

ing 

(D1) Monitoring 
and repairing the 
shared understand-
ing 

(D2) Monitoring 
results of actions 
and evaluating 
success in solving 
the problem 

D3) Monitoring, 
providing feedback 
and adapting the 
team organisation 
and roles 

Table 1. Matrix of Collaborative Problem Solving skills for PISA 2015 
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Learning from Problem Based and Collaborative Problem Solving 

The type of matrix in Fig. 1 has the potential for use when analyzing data of collabo-
rative activity, but for a PBL approach, the missing component of knowledge defi-
ciency requires attention. In Table 2, we add the PBL tutorial stages to the matrix to 
address this limitation. In this way we combine a tuition model with an evaluation 
model and in so doing address both aspects of the teaching learning process. 

 
 (1) Establish-

ing and main-
taining shared 
understanding 

(2) Taking ap-
propriate action to 
solve the problem 

(3) Establish-
ing and main-
taining team 
organisation 

(A) Identi-
fying facts 

(A1) Discovering 
perspectives and 
abilities of team 
members, making 
knowledge explicit 

(A2) Discovering the 
type of collaborative 
interaction to solve the 
problem, along with 
goals 

(A3) Understanding 
roles to solve problem 

(B) Repre-
senting and 
Formulating 

(B1) Building a 
shared representation 
and negotiating the 

meaning of the prob-
lem (common ground) 

(B2) Identifying and 
describing tasks to be 
completed 

(B3) Describe roles 
and team organisation 
(communication 
protocol/rules of 
engagement)  

(C) Gener-
ating Hy-
potheses 

(C1) Critically analys-
ing the problem repre-
sentation 

(C2) Generating and 
Communicating poten-
tial solution paths 

(C3) Present Hypoth-
esis, encourage feed-
back from others and 
offer feedback on 
others’ hypotheses 

(D) Plan-
ning and Ex-

ecuting 

(D1) Communicating 
with team members 
about the actions to 
be/ being performed 

(D2) Enacting plans (D3) Following rules 
of engagement, (e.g., 
prompting other team 
members to perform 
their tasks.) 

(E) Identi-
fying 

Knowledge 
and Skill De-

ficiencies 

(E1) Comparing the 
team’s knowledge and 
skills with the pro-
posed actions 

(E2) Identifying and 
specifying individual 
deficiencies 

(E3) Identifying and 
specifying team defi-
ciencies 

(F) Moni-
toring, Re-

flecting and 
Applying 

(F1) Monitoring and 
repairing the shared 
understanding 

(F2) Monitoring results 
of actions and evaluat-
ing success in solving 
the problem 

(F3) Monitoring, 
providing feedback 
and adapting the team 
organisation and roles 

Table 2. Combined Matrix that merges PBL and CPS concepts adapted from PISA 2015 
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Each of the 18 cells can be associated with different levels of learner proficiency. 
For example;  

Low — the student responds to or generates information that has little relevance to 
the task.  

Medium — the student responds to most requests for information and prompts for 
action, and generally selects actions that contribute to achieving group goals.  

High — the student responds to requests for information and prompts for action, 
and selects actions that contribute to achieving group goals (OECD, 2013).  

 
The contents of the cells C1 to C3 and E1 to E3 have been generated by the authors 

informed by Hmelo-Silver (2004). 

Final Remarks and Further Research 

Frameworks such as this offer a flexible approach to the analysis of data collected 
from project based learning scenarios. This analysis may be that completed by hu-
mans as we strive to understand whether and how learning happens, but could it also 
be useful for data collected and analysed by machine? It needs to be acknowledged 
that PBL activity may not be captured completely through technology and that there 
will be aspects of the activity that take place away from any current technology. It 
may therefore be necessary for any analytics to use a combination of human and ma-
chine generated data. Our next steps are to test the framework empirically with a pro-
ject based data set and to consider what appropriate learning analytic requirements 
might be extracted. At the workshop we will bring some examples of data and associ-
ated analysis to support further discussion of the framework.  
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Abstract.  
Robust knowledge consists of both conceptual and procedural knowledge. In 
order to address both types of knowledge, offering students opportunities to ex-
plore target concepts in an exploratory learning environment (ELE) is insuffi-
cient. Instead, we need to combine exploratory learning environments, to sup-
port students acquisition of conceptual knowledge, with more structured learn-
ing environments that allow students to practice problem-solving procedures 
step-by-step, to support students’ acquisition of procedural knowledge. Howev-
er, how best to combine both kinds of learning environments and thus both 
types of learning activities is an open question. We have developed a pedagogi-
cal intervention model that selects and sequences learning activities, explorato-
ry learning activities and structured practice activities, that are appropriate for 
the individual learner. Technically, our intervention model is implemented as a 
rule-based system in a learning platform about fractions. The model’s decision-
making process relies on the detection of each individual student’s level of 
challenge (i.e. whether they were under-, appropriately or over-challenged by 
the previous learning activity). Thus, our model adapts flexibly to each individ-
ual student’s needs and provides them with a unique sequence of learning activ-
ities. Our formative evaluation trials suggest that single components of the in-
tervention model, such as the ELE, mostly achieve their aims. The interplay be-
tween the different components of the intervention model (i.e. the outcomes of 
sequencing and selecting exploratory and structured practice activities) is cur-
rently being evaluated. 
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1 Introduction  

Exploratory Learning Environments (ELEs), that include intelligent support, facilitate 
constructivist learning by offering opportunities for student self-determined explora-
tion of a virtual environment [1]. The exploration of an ELE allows for sense-making 
activities which in turn promote the student’s conceptual knowledge [2]. However, 
when integrating ELEs into the classroom, conceptual knowledge alone is insuffi-
cient. We need to move beyond this and enable students to achieve robust knowledge. 
Robust knowledge is deep, connected and comprehensive knowledge about a domain 
that lasts over time, accelerates future learning, transfers easily to new situations and 
is thus a very desirable learning goal [2–4]. It consists of both conceptual knowledge 
(understanding ‘why’) and procedural knowledge (knowing ‘how’) [5]. Thus, in addi-
tion to exploratory learning opportunities, we also need to provide students with 
learning opportunities that foster procedural knowledge [5] – opportunities for prac-
ticing problem-solving procedures, in structured learning environments such as that 
offered by some Intelligent Tutoring Systems (ITSs) [2] [6].  

While prior work in the learning sciences and educational technology has mostly 
focused on fostering either procedural knowledge with structured practice activities 
(SPA) within ITSs or conceptual knowledge with exploratory learning activities 
(ELA) within ELEs, we aim to extend the existing literature by combining both types 
of learning activities – exploratory and structured – in order to help students acquire 
robust knowledge. This novel approach, combining both types of learning activities in 
one learning environment, also exploits the fact that conceptual and procedural 
knowledge evolve both iteratively and simultaneously [5].  

Here, we report on a pedagogical intervention model (Figure 1), that specifies how 
to intelligently combine and sequence both ELA and SPA in order to promote com-
plete robust knowledge. In doing so, we followed a theory and a data driven approach 
and thus iteratively improved our pedagogical model [7]. For example, our pedagogi-
cal intervention model builds on the cognitive psychology literature and, as such, is 
domain-neutral and thus transferable to other domains. However, as learning always 
depends on a target domain, the model also builds on previous work in the field of 
mathematics education, particularly fractions learning. The intervention model focus-
es on the individual student’s level of challenge (categorized as either under-, appro-
priately or over-challenged) and selects the next learning activity accordingly. The 
model further specifies when students should receive cognitive support, so called 
task-dependent-support (TDS) , and emotional support, so called task-independent-
support (TIS) [8]. The technical implementation of the intervention model is based on 
a rule-based system that, in order to determine each individual student’s level of chal-
lenge, evaluates various input indicators (for example the student’s response to the 
activity and the amount of feedback the system has provided).  

A speech-enabled learning platform about fractions represents our intervention 
model and is embedded in the larger context of the 7th grant European research project 
“iTalk2Learn”. In the following sections, we explain the rationale behind the inter-
vention model in more detail, in particular describing how we determine each stu-
dent’s level of challenge, and we finish by discussing future steps.   
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2 The pedagogical intervention model  

When combining ELA and SPA, the first question we have to address is which should 
come first? We argue that students should first start with an ELA rather than an SPA. 
The benefits of beginning with an ELA are evident in findings from Kapur [9]. He 
was able to show that students who started with an ill-structured task (cf. ELA) and 
continued with a well-structured task (cf. SPA) gained significantly more conceptual 
knowledge than students learning in the reverse order. This research was extended by 
Kapur in his work on Productive Failure [10] which replicated the finding that explor-
ing concepts first fosters conceptual knowledge without hampering the acquisition of 
procedural knowledge. The choice to start with an ELA was also rooted in a domain-
specific reason. From more than 20 years of research, the Rational Number Project 
[11] elicited four essential beliefs about how best to support students learning frac-
tions [12]. One of these essential beliefs is that “teaching materials for fractions 
should focus on the development of conceptual knowledge prior to formal work with 
symbols and algorithms” [13].  

The next question to be addressed when combining ELAs and SPAs is what activi-
ty comes after the initial ELA? The answer depends on the individual student’s level 
of challenge. Students who are over-challenged with the initial ELA should continue 
with another less challenging ELA, in order to prevent them applying rules without 
prior reasoning [14]. On the other hand, students who are under-challenged should be 
given a more challenging ELA, in order to extend their learning. Finally, for students 
who are appropriately challenged by the ELA, switching from the exploratory to a 
structured activity is useful because the acquisition of conceptual and procedural 
knowledge mutually depend upon each other: changes in one type of knowledge lead 
to changes in the other type of knowledge which in turn lead to changes in the first 
type [5]. For example, when a student is appropriately challenged by an ELA, an SPA 
that is mapped to the ELA allows the student to elaborate and consolidate the concep-
tual knowledge that was acquired during the ELA. 

A third question to be addressed is once a student has engaged with a SPA, what 
activity comes next? In light of ACT-R theory [15] and the power law of practice [16] 
students should be provided with more than a single SPA because they need sufficient 
practice in order to become fluent in the application of a problem-solving procedure. 
Accordingly, the student should engage with more than a single SPA. In addition to 
providing students with opportunities to become fluent with a given procedure, we 
also aim to facilitate students’ flexible retrieval of different procedures by providing 
them with interleaved practice of SPAs, rather than simple blocked practice [17, 18].  
However, once the student has become fluent with a given procedure, then additional 
practice does not lead to better learning [17]. Therefore, students are switched back to 
the ELE. In this way, the student starts a new learning cycle, which (in the context of 
our project) is embedded in a particular coarse grain goal of fractions learning (e.g. 
equivalence of fractions). Here again, depending on the student’s level of challenge, 
the new learning cycle focuses either on the same coarse grain goal, and thus provides 
the student with additional learning opportunities for that goal, or moves to another 
coarse grain goal (e.g. adding fractions).   
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3 Determining a student’s level of challenge 

Determining a student’s current level of challenge is a complex affair, because it is a 
function of characteristics both of the student and of the activity. For example, an 
ELA is likely to be less challenging for a student with high prior knowledge than for 
another student with low prior knowledge. Based on our pedagogical intervention 
model and a student model (i.e. considering the various input variables) the analytical 
engine (that we call the Students Needs Analysis or SNA) determines the student’s 
level of challenge and thus the learner’s appropriate next activity (i.e. output deci-
sion). For example, the SNA draws on the student’s response to previous activities 
and to the current activity (using as a proxy the amount of task-dependent support, 
TDS [19], and the amount of task-independent support, TIS [8], delivered by the sys-
tem), and the affective state inferred from the student’s speech. Combining all these 
various inputs, each of which is assigned a weighting based on expert pedagogy, pro-
vides the SNA with a level of redundancy: a decision about the next appropriate activ-
ity can still be reached even if one of the inputs does not give any useful information 
or gives contradictory information.  

3.1 Student Needs Analysis for exploratory learning activities  

After each ELA, the SNA determines whether the student was under-, appropriately 
or over-challenged, based on the following input variables:  

 
• the student’s response to the current activity (using as a proxy the amount of 

TDS and TIS delivered by the system);  
• the student’s affect state inferred from prosodic cues in the student’s speech; 
• the student’s affect state inferred from their screen and mouse behavior. 

 
Based on these data, the SNA makes an output decision, selecting the next activity 

that is appropriate for the learner. If, for example, the system has had to deliver a 
large amount of TDS and the student’s affective state has been calculated as frustrat-
ed, the SNA will determine that the student was over-challenged by the ELA and will 
sequence to a less challenging ELA. If, on the other hand, few TDS prompts have 
been delivered and the student’s affect is inferred from speech to be bored, the SNA 
will determine that the student was under-challenged by the ELA and will sequence to 
a more challenging ELA.  

Finally, if the SNA infers the student is appropriately challenged (for example, if 
there has been a minimal number of TDS and the affect has been categorized as en-
joyment), the SNA switches to the structured practice environment. To ensure that 
students are provided opportunities to build upon and consolidate their conceptual 
knowledge, by applying it during structured practice, the SPA are mapped as closely 
as possible to the just-explored ELA. The close mapping of activities also aims to 
keep the individual student in their zone of proximal development, that is “the dis-
tance between the actual developmental level as determined by independent problem 
solving and the level of potential development as determined through problem solving 
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under adult [or an Intelligent Tutor’s] guidance, or in collaboration with more capable 
peers” [20].  

3.2 Student Needs Analysis for structured practice activities  

After students have completed a SPA, the SNA determines what the next activity 
should be based on the following input indicators (a future implementation will also 
take account of the number of SPAs the student has completed and the time taken): 
 

• performance prediction, based on a machine-learning model that uses a stu-
dent’s past activity performance to predict future activity performance [21]; 

• the student’s affect state inferred from prosodic cues; 
• the TIS previously delivered. 

  
Here, again, the SNA determines whether the student is under-, appropriately or 

over-challenged. If the SNA detects that a student was over-challenged by a SPA and 
the student’s affect is categorized as frustrated, the SNA will deliver a less challeng-
ing SPA. By providing over-challenged students with a less challenging SPA we aim 
to enable the student to become fluent with a less challenging procedure, before re-
exposing him to the more challenging procedure that they had not managed before. 
On the other hand, if the SNA detects that the student is appropriately challenged, he 
will be assigned a more challenging SPA. A machine-learning-based performance 
prediction model is used to determine how challenging activities are to the student. It 
takes into account data about the student’s performance on previous tasks and data 
from other students working on these tasks from a historic dataset. Finally, if the SNA 
detects that the student is under-challenged, the SNA will switch back to the ELE and 
will assign a new ELA that is more challenging than the last ELA that they explored. 

4 Summary and outlook  

Our intervention model, currently implemented within the context of learning frac-
tions, combines exploratory learning activities (ELA) with structured practice activi-
ties (SPA) according to each individual student’s level of challenge, in order to 
achieve robust knowledge. In addition to the adaptive selection of the next activity, 
our intervention model also provides adaptive support in the form of TDS and TIS 
during each learning activity. Accordingly, students are provided with both cognitive 
and emotional support as they learn about fractions. Although our intervention model 
evolved within the domain of fractions learning, it is transferable to other domains as 
the rationale behind the intervention model is domain-neutral.  

Repeated formative evaluation trials across the UK and Germany have tested the 
effectiveness of all the separate components of the intervention model. For example, 
various Wizard-of-Oz studies have delivered first empirical evidence that our ELE 
and its TDS supports students’ exploratory behavior and fosters their conceptual un-
derstanding of fractions. Meanwhile, the interplay between different components of 
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the intervention model is currently being evaluated. To test the effectiveness of the 
intervention model we have created different versions of our learning platform. For 
example, in two quasi-experimental studies in the UK and Germany, we are compar-
ing a full version of the learning platform representing our intervention model with a 
version that is without the ELE (but has all the other components). We expect differ-
ential effects in terms of students’ knowledge acquisition (full version, complete ro-
bust knowledge, vs. the version without the ELE, procedural knowledge only) and 
user experiences. The initial results of these evaluation studies will be presented dur-
ing the AIED workshop.  

Once the learning platform is evaluated we will intensify our effort to facilitate the 
use of the platform for teachers by providing guidelines about how best to prepare for 
students’ interaction with the platform. Additionally, for when working with the plat-
form in class, we aim to provide teachers with a tool (e.g., a teacher dashboard) which 
will allow them to monitor individual student’s use of the learning platform [22]. A 
further promising approach would be to enable students to learn collaboratively with 
the platform, as collaborative learning might further support students exploratory 
behavior and hence additionally support students’ learning. From a more technical 
perspective, our next step is to develop a Bayesian network that is able to predict 
more precisely the learner-appropriate next activity. However, this first requires the 
collection of training data for the network from our current rule-based implementation 
of the SNA.  
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Abstract. The work approaches theoretical and implementation issues
of a framework aimed at supporting human knowledge acquisition of
mathematical concepts. We argue that the problem solving tasks to be
carried out by a learner should be ordered according to the matching of
two parameters: (1) human skill level and (2) solution difficulty. Both
are formally defined here as algebraic expressions based on fundamental
principles derived from extensive consultations with experts in peda-
gogy and cognition. Our general definition of skill level is a rating-based
measure that resembles the ones of game mastery scales. Likewise, the
solution difficulty includes valuations based on a calibration method that
computes mistakes and successes of learners’ attempts to deal with the
problem. The framework is instantiated by implemented software tools
for the domain of logarithmic properties. Finally, we draw conclusions
about the suitability of the claims based on a four-highschool-class ex-
periment.

Keywords: rating, exercises calibration, Intelligent Tutoring Systems

1 Introduction

The student’s expertise is usually developed by solving exercises that require
a set of assessed skills. This is done in both conventional education schools
and when applying advanced learning technologies, such as Intelligent Tutoring
Systems (ITS). Normally, human teachers detect students’ misconceptions when
marking tests and exercises. Depending on how much the answer of a question
departs from its correct version, two students that missed the same question
could be scored different grades for that specific question.

Another aspect that can be used to compose the score is how difficult the
question is. The difficulty degree of a question can be measured by the number of
students that have skipped or made a mistake in that question. Thus, a student
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who finds the correct answer of a question that many missed, probably has more
skills than others and the score should reflect that. Conversely, a student who
makes a mistake in a question that many were successful to answer, might possess
fewer skills. Therefore, when posing questions to a student, it’s desirable that an
ITS calibrates the difficulties of such questions properly in order to match them
against the expertise level of the student.

The student models have become a key element in ITS, supporting the de-
velopment of individual help and detecting off-task behaviour [1]. The more
recent approaches of student displacement behaviour from what is expected are
influenced by the other students’ behaviour. In this sense, a larger sampling of
learners should provide better automatic assessments of a specific learner.

In the construction of student models, an important issue is weather just
one or multiple skills will be considered. Some of the proposed models are based
on the IRT (Item Response Theory), which is a classical model in psicometrics
that assumes that success in every item of a test is determinated by one ability,
named θ, referred to as latent trait.

Another desirable aspect in ITS is predicting or prospecting if a learner will
be able to answer a question correctly or not before it is actually showed to
him or her. This feature allows the exercises to be presented according to the
student’s skills or rating.

2 Literature Review

Champaign and Cohen propose an algorithm [3] for content sequencing that
selects the appropriate learning object to present to a student, based on previous
learning experiences of like-minded users. The granularity of sequencing is on the
LO level, not exercises or issues. A limitation of the work is that the algorithm
was validated only by using simulated students.

Ravi and Sosnovsky [14] propose a calibration method for solution difficulty
in ITS based on applying data mining techniques to a student’s interaction log.
Using the classical bayesian Knowledge Tracing (KT) method [5], the probability
that a student has acquired a skill is calculated on the basis of a tentative
sequence of exercises for which the soluctions involve a given concept. The logged
events are grouped by exercises and classified according to the student’s skills.
All the data generated by the process is then used to match the sigmoid curve
of IRT to connect different students using the standard clustering algorithm
k-means.

Schatten and Schmidt-Thieme [15] present the Vygotski Policy Sequencer
(VPS), based on the concept of Zone of Proximal Development devised by Vy-
gotski. In this approach, the matrix factorization, which is a method for predict-
ing user rating, is combined with a sequencing policy. This is done in order to
select at each time step the content according to the predicted score.

Clement et al. [4] propose two algorithms for the tutoring model of ITS. The
first, named RiARiT (Right Activity at Right Time), is based on multi-arm ban-
dit techniques [2] such that each activity involves different skills, referred to as
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Knowledge Components (KCs). The student model is a generalization of the one
used in the bayesian KT method, representing the student’s competence level
(ci) by a Real number in the range [0..1]. Furthermore, a reward representing
the learning progress is defined by the difference between required KC and ci.
The second algorithm, ZPDES (Zone of Proximal Development and Empirical
Success) [4] is a modified version of RiARiT where the calculation of the reward
is changed in order to remove the dependence of the student’s estimated compe-
tence level. The reward becomes a measure of how the success rate is increasing,
providing a more predictive choice of activities.

Guzmán and Conejo [10] propose a cognitive assessment model based on IRT
for ITS that calibrates the items of a topic (or concept). The method of item
calibration is based on the kernel smoothing statistical technique that requires
a reduced number of prior students sessions compared to conventional methods.
In their approach, each possible answer has a characteristic curve that expresses
the probability that a student with a certain knowledge level will more than
likely select this answer.

There are several works about rating prediction techniques. Desmarais et al.
[7] presented a comparative study between different linear models of student
skill based on matrix factorization, IRT model and the k-nearest-neighbours
approach. The linear models based on matrix factorization make predictions
using a subset of the observed performance data for each student to predict the
remaining subset, and measure the prediction accuracy. For other works, see [9],
[6] and [16].

3 Automatic Calculation of Rating

Rating systems are frequently used in games to measure the players skills and
to rank them. Usually, the rating is a number in a range [minRank,maxRank]
such that it is very unlikely that a player falls on the extremes. Inspired by game
rating systems and taking the performance of other learners, this study proposes
Equation 1 to assess iteratively a student’s ability.

The following guidelines were adopted:(1) each question is scored a difficulty
degree with a value in the range [0..10] and the student is rated in the range
[1..10] to express his or her expertise level in the subject matter;(2) the easier
the question, the greater the likelyhood that students will answer it correctly (in
this case, a student’s rating should have just a small increase if he or she enters
the correct answer and should have a large decrease in the case of failure);(3)
students that are successful in the first attempt to solve a question are scored
a higher increment in their expertise level compared to those who need several
attempts;(4) skipped questions are considered wrong.

Consider Equation 1.The details of its parameters are as follows:

Rq
J = Rq−1

J +Ak1α(10 −
9T q

J

T q
med

) − Ek2β × 10
T q
J

T q
med

(1)

– Rq
J : student J ’s rating after answering question q;
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– Rq−1
J : previous student J ’s rating. R0

J = 5.5 (initial rating);
– A = 1 and E = 0 if the student is successful in answering q, otherwise A = 0

and E = 1;
– T q

J : number of unsuccessful attempts of student J to answer question q;
– T q

med: median of wrong attempts on question q during classroom time;
– Nq

a : number of students that were successful in answering question q;
– Nq

e : number of students that were unsuccessful in answering question q;
– α = 1

Nq
a

: weight factor to increase rating;

– β = 1
Nq

e
: weight factor to decrease rating;

– k1 and k2: multiplier factors of rating increase and decrease, respectively,

calculated by k1 = 1 − Rq−1
J

10 and k2 =
Rq−1

J −1

10 .

Furthermore, 10− 9T q
J

T q
med

and 10
T q
J

T q
med

represent the score of student J in ques-

tion q in case the answer is correct and incorrect, respectively. There is no limit
to the number of attempts T q

J a student can make to answer a question. How-
ever, if there are more than 10 trials, then 10 is taken as the maximum value
for calculation purposes. Factors k1 and k2 avoid results of the expression in
Equation 1 to reach upper and lower bounds of the range [1..10].

Using only the number of attempts and considering that the student usually
tries until he or she gets the correct answer, the difficulty degree of a question q
can be defined by Equation 2 and its parameters as follows:

Dq =

∑J=n
J=0 T

q
J

Nq
e +Nq

a
(2)

– Dq: difficulty degree of the question q after an exercise session;
– T q

J : number of unsuccessful attempts of student J to answer question q. If
the number of attempts is greater than 10 trials, then 10 is taken as T q

J ;
– Nq

e and Nq
a are the same as in Equation 1

4 The ADAPTFARMA environment

The ADAPTFARMA (Adaptive Authoring Tool for Remediation of errors with
Mobile Learning) prototype software tool is a modified version of FARMA[12], an
authoring shell for building mathematical learning objects. In ADAPTFARMA,
a learning object (LO) consists of a sequence of exercises following their intro-
duction. The introduction is the theoretical part of a LO where concepts are
defined through text, images, sounds and videos. The ADAPTFARMA imple-
mentation was carried out aiming its use on the web, either through personal
computers or mobile devices.

To build an introduction and its corresponding exercise statements, ADAPT-
FARMA offers a WYSIWYG (What you See Is What You Get) interface, similar
to those of highly interactive word processors. The teacher defines the number
of questions related to each exercise. For each question, the teacher-author must
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set a reference solution, which is the correct response to the question. ADAPT-
FARMA allows arithmetic and algebraic expressions to be entered as the refer-
ence solution. Under the learner’s functioning mode, the tool deals automatically
with the equivalence between the learners response and the reference solution.

A feature of ADAPTFARMA is the capability of backtracking the teacher to
the exact context in which the learner made a mistake. This gives the opportunity
to the teacher to identify the wrong steps performed by the learner and, thus, deal
with the causes of the error accordingly. In addition, ADAPTFARMA allows the
teacher to view a learner’s complete interaction with the tool in a chronological
order, in the form of a timeline. The teacher can make a closer monitoring of
problem solution from other classrooms, as long as system permission is given
through the collaboration mechanisms.

Likewise, learners can backtrack to the context of any of their right or wrong
answers in order to reflect about their own solution steps. Additionally, on the
collaborative side, it is possible for the teacher to carry out a review of students’
responses and then provide them with non-automatic feedback, which can be
done by exchanging remote messages through the system.

5 Algorithm for Exercises Sequencing

An important aspect in ITS is how the exercises should be sequenced after they
are calibrated in order to match them to the expertise level of the student. At
the beginning, the system doesn’t have any information about the student. We
propose an algorithm for sequencing exercises to be shown in ascending order of
difficulty, combined with a mechanism similar to numerical interpolation:

– a minimal sequence of exercises is defined such that always begins with the
easiest exercise and finishes with the most difficult one;

– the intermediate level exercises in the minimal sequence are distributed
evenly among the easiest and most difficult exercises such that the number

of exercises is
⌈

n
stepsize

⌉
where n is the total of exercises and the stepsize

refers to the number of exercises that may be skipped when the student is
successful. The stepsize can be set by the LO’s author;

– the exercises are presented in the minimal sequence order;
– the number of attempts is limited to the average number of attempts ob-

tained in the calibration phase. When the number of attempts is exceeded,
the next exercise presented to the student is of a mid range difficulty con-
sidering the last exercise correctly answered and the current one.

For example, consider a LO with 30 exercises in ascending order of diffi-
culty [e1, e2, ..., e30] and stepsize = 4. The minimal sequence of exercises will
be min seq =< e1, e5, e9, e13, e17, e21, e25, e29, e30 >, and the exercises will be
presented to the student in that order at first. For example, if the student misses
e9 until the attempts are over, then e7 (of mid range difficulty between e5 e
e9) is presented. Unlike the calibration phase, the student cannot skip exercises
and if he/she continually misses the correct answer, the presentation becomes
sequential.
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6 Experiment

In order to evaluate the learning effectiveness of the four sequencing strategies,
we carried out an experiment with four different classes of highschool students,
aging fifteen to seventeen. The same LO about logarithms was applied to all four
classes. It was created with the ADAPTFARMA enviroment to include thirty
exercises. For each class, the LO was applied with a different sequencing method
to order the exercises as follows:

– class A: random sequencing method (RSM);

– class B: teacher-defined sequencing method (TSM);

– class C: difficulty-biased sequencing method (DSM), where the difficulty de-
gree was calculated by Equation 2 using outcome data from the calibration
phase of class A;

– Class D: adaptive sequencing method (ASM), using the algorithm described
in the previous section

The same pre- and post-tests were applied to all four classes. Students who
did not participate in any step have been excluded from the analysis, resulting
119 participants. For the RSM, TSM and DSM methods, there was no limit to
the solution attempts while in ASM, the average of attempts in class A was
used. The Shapiro-Wilk test was applied to all samples to check for normality.
Because only the DSM data passed the normality test (p-value = 0.0827), the
pairwise T Student test was applied to it (p-value = 0.532). For the other three,
the choice was the Wilcoxon test in order to evaluate the individual sequencing
methods. The p-value of RSM, TSM and ASM were 0.0007, < 0.0001 and 0.0037,
respectively. All methods, except for DSM, had a significant increase in scores.

The ANOVA method was applied to the pre-test data that showed normal-
ity whereas the Kruskal-Wallis, to the others, both to the post-test and to the
average difference between pre- and post-tests. The results indicate that there
is no significant difference among the four classes in the pre-test scores (p-value
= 0.2539). However, there is significant difference in the post-test scores (p-value
= 0.00579) and in the average difference between pre- and post-tests scores (p-
value = 0.0307), suggesting that RSM, TSM and ASM led to better student
performance than DSM. Besides, student performances among the three (RSM,
TSM and ASM) were similar. Surprisingly, RSM led to the best performance
while DSM, to the worst. This contradicts quite a large proportion of litera-
ture research on pedagogic practice, machine-led [8] or otherwise, for developing
problem solving skills. Some reasons might explain such a phenomenon:

– the problem-statement ordering is a relevant issue that should be whatched
more carefully to verify the influence of tacit knowledge contained in the
textual organization of the statement;

– the lack of significant differences between RSM, TSM and ASM is also sup-
ported by evidence based on past research findings [11, 13];
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– the DSM may have connected some sort of subject matters that caused an
increase in the cognitive load, resulting in problem solutions that diverted
from the correct ones;

– although most students have participated in the experiment, only the scores
of pre- and post-tests accounted for the final student score in the official
school records.

7 Conclusion and Future Work

Usually the student’s expertise is developed by solving exercises that require a
set of assessed skills, including ITS. We proposed an automatic rating system
that can be used as an additional tool to assess students. Depending on the
number of attempts and the difficulty degree of a question, students can get
different scores for the same question.

Also, we proposed an algorithm, referred as ASM, for sequencing exercises
that uses difficulty degree combined with a mechanism similar to numerical in-
terpolation. It composes the ADAPTFARMA environment, a web authoring tool
with WYSIWYG interface for creating and executing LOs. Taking advantage of
it is very easy to change the strategy for exercises sequencing, we carried out
a four-highschool-class experiment to test different sequences strategies: RSM,
TSM, DSM and ASM. Only DSM had not a significant increase in the students’
scores and the RSM had the best performance, demonstrating that problem-
statement ordering is a relevant issue that should be researched more carefully
in the near future. The ASM had also better performance compared to DSM.

Future research concentrates in adding new features to FARMA in two ways.
Firstly, we are working in a deeper approach to user adaptation that includes
more dimensions than just the matching between problem difficulty and student
skill. One such new feature will be a function for generating problem statements
based on teacher-defined problem statement parameters. Secondly, on the in-
terface side, more interaction modes will be available to improve collaboration
tasks for monitoring student performance progress.

References

1. Ryan S.J. D. Baker, Adam B. Goldstein, and Neil T. Heffernan. Detecting the
Moment of Learning. LNCS, 6094(PART I):25–34, 2010. Springer-Verlag Berlin
Heidelberg.
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Abstract. Scaffolding students in open-ended learning environments (OELEs) 
is a difficult challenge. The open-ended nature of OELEs allows students to 
simultaneously pursue, modify, and abandon any of a large number of both 
short-term and long-term approaches to completing their tasks. To overcome 
these challenges, we have recently developed coherence analysis, which focus-
es on students’ ability to interpret and apply the information available in the 
OELE. This approach has yielded valuable dividends: by characterizing stu-
dents according to the coherence of their behavior, teachers and researchers 
have access to easily-calculated, intuitive, and actionable measures of the quali-
ty of students’ problem-solving processes. The next step in this line of research 
is to develop a framework for using coherence analysis to adaptively scaffold 
students in OELEs. In this paper, we present our initial ideas for this work and 
propose guidelines for the construction of a scaffolding framework. 

Keywords: Open-ended learning environments, metacognition, coherence 
analysis, scaffold 

1 Introduction 

Open-ended computer-based learning environments (OELEs) [1-2] are learner-
centered; they present students with a challenging problem-solving task, information 
resources, and tools for completing the task. Students must use the resources and tools 
to construct and verify problem solutions, and in this process learn about the problem 
domain and develop their general problem-solving abilities. In OELEs, students have 
to distribute their time and effort between exploring and organizing their knowledge, 
creating and testing hypotheses, and using their learned knowledge to create solutions. 
Since there are no prescribed solution steps, students may have to discover the solu-
tion process over several hours. For example, learners may be given the following: 
 

Use the provided simulation software to investigate which properties relate 
to the distance that a ball will travel when rolled down a ramp, and then 
use what you learn to design a wheelchair ramp for a community center. 
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Whereas OELEs support a constructivist approach to learning, they also place sig-
nificant cognitive demands on learners. To solve problems, students must simultane-
ously wrestle with their emerging understanding of complex topics, develop and uti-
lize skills to support their learning, and employ self-regulated learning (SRL) pro-
cesses to manage the open-ended nature of the task. SRL is a theory of learning that 
describes how learners actively set goals, create plans for achieving those goals, con-
tinually monitor their progress, and revise their plans when necessary to continue to 
make progress [3]. As such, OELEs can prepare students for future learning [4] by 
developing their ability to independently investigate and develop solutions for com-
plex open-ended problems. 

However, research with OELEs has produced mixed results. While some students 
with higher levels of prior knowledge and SRL skills show large learning gains as a 
result of using OELEs, many of their less capable counterparts experience significant 
confusion and frustration [5-7]. Research examining the activity patterns of those 
students indicates that they typically make ineffective, suboptimal learning choices 
when they independently work toward completing open-ended tasks [7-10]. 

The strong self-regulatory component of OELEs makes them an ideal environment 
for studying SRL. The open-ended nature of the environment forces students to make 
choices about how to proceed, and these choices reveal information about students’ 
understanding of: (i) the problem domain; (ii) the problem-solving task; and (iii) 
strategies for solving the problem. By studying these choices, we can gain a better 
understanding of how students regulate their learning and how best to design scaf-
folds to support students who struggle to succeed. 

Recently, we have introduced coherence analysis (CA) [11], a technique for study-
ing students’ problem-solving behaviors in OELEs. CA analyzes learners’ behaviors 
in terms of their demonstrated ability to seek out, interpret, and apply information 
encountered while working in the OELE. By characterizing behaviors in this manner, 
CA provides insight into students’ problem-solving strategies as well as the extent to 
which they understand the nuances of the learning and problem solving tasks they are 
currently completing. 

In this paper, we present an overview of our findings with coherence analysis as 
applied to the Betty’s Brain OELE (REF) and present our plans on extending this 
research. Our goal with CA is to empower both human and virtual tutors to more 
powerfully support students as they learn complex open-ended problem solving. 

2 Betty’s Brain 

Betty’s Brain [11] presents the task of teaching a virtual agent, Betty, about a science 
phenomenon (e.g., climate change) by constructing a causal map that represents that 
phenomenon as a set of entities connected by directed links representing causal rela-
tionships. Once taught, Betty can use the map to answer causal questions. The goal 
for students is to construct a causal map that matches an expert model of the domain.  

In Betty’s Brain, students acquire domain knowledge by reading resources that in-
clude descriptions of scientific processes (e.g., shivering) and information pertaining 
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to each concept that appears in the expert map (e.g., friction). As students read, they 
need to identify causal relations such as “skeletal muscle contractions create friction 
in the body.” Students can then apply this information by adding the entities to the 
map and creating a causal link between them (which “teaches” the information to 
Betty). Learners are provided with the list of concepts, and link definitions may be 
either increase (+) or decrease (-). 

Learners can assess their causal map by asking Betty to answer questions and ex-
plain her answers. To answer questions, Betty applies qualitative reasoning to the 
causal map (e.g., the question said that the hypothalamus response increases. This 
causes skin contraction to increase. The increase in skin contraction causes…). After 
Betty answers a question, learners can ask Mr. Davis, another pedagogical agent that 
serves as the student’s mentor, to evaluate her answer. If Betty’s answer and explana-
tion match the expert model (i.e., in answering the question, both maps utilize the 
same causal links), then Betty’s answer is correct. 

Learners can also have Betty take quizzes (by answering sets of questions). Quiz 
questions are selected dynamically by comparing Betty’s current causal map to the 
expert map such that a portion of the chosen questions, in proportion to the complete-
ness of the current map, will be answered correctly by Betty. The rest of her quiz 
answers will be incorrect or incomplete, helping the student identify areas for correc-
tion or further exploration. When Betty answers a question correctly, students know 
that the links she used to answer that question are correct. Otherwise, they know that 
at least one of the links she used to answer the question is incorrect. Students may 
keep track of correct links by annotating them as such. 

3 Coherence Analysis 

The Coherence Analysis (CA) approach analyzes learners’ behaviors by combining 
information from sequences of student actions to produce measures of action coher-
ence. CA interprets students’ behaviors in terms of the information they encounter in 
the OELE and whether or not this information is utilized during subsequent actions. 
When students take actions that put them into contact with information that can help 
them improve their current solution, they have generated potential that should moti-
vate future actions. The assumption is that if students can recognize relevant infor-
mation in the resources and quiz results, then they should act on that information. If 
they do not act on information that they encountered previously, CA assumes that 
they did not recognize or understand the relevance of that information. This may stem 
from incomplete or incorrect understanding of the domain under study, the learning 
task, and/or strategies for completing the learning task. Additionally, when students 
add to or edit their problem solution when they have not encountered any information 
that could motivate that edit, CA assumes that they are guessing1. These two notions 
come together in the definition of action coherence: 
 
                                                             
1  Students may be applying their prior knowledge, but the assumption is that they are novices 

to the domain and should verify their prior knowledge during learning. 
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Two ordered actions (𝑥 → 𝑦) taken by a student in an OELE are action co-
herent if the second action, 𝑦, is based on information generated by the first 
action, 𝑥. In this case, 𝑥 provides support for 𝑦, and 𝑦 is supported by 𝑥. 
Should a learner execute 𝑥 without subsequently executing 𝑦, the learner 
has created unused potential in relation to 𝑦. Note that actions 𝑥 and 𝑦 
need not be consecutive. 

 
CA assumes that learners with higher levels of action coherence possess stronger 

metacognitive knowledge and task understanding. Thus, these learners will perform a 
larger proportion of supported actions and take advantage of a larger proportion of the 
potential that their actions generate. In the analyses performed to date, we have incor-
porated the following coherence relations: 

• Accessing a resource page that discusses two concepts provides support for adding, 
removing, or editing a causal link that connects those concepts. 

• Viewing assessment information (usually quiz results) that proves that a specific 
causal link is correct provides support for adding that causal link to the map (if not 
present) and annotating it as being correct (if not annotated). 

• Viewing assessment information (usually quiz results) that proves that a specific 
causal link is incorrect provides support for deleting it from the map (if present). 

Using these coherence relations, we derived six primary measures describing stu-
dents’ problem solving processes: 

1. Edit Frequency: The number of causal link edits and annotations made by the stu-
dent per minute on the system. 

2. Unsupported edit percentage: the percentage of causal link edits and annotations 
not supported by information encountered within 5 minutes of the edit/annotation. 

3. Information viewing time: the amount of time spent viewing either the science re-
sources or Betty’s graded answers. Information viewing percentage is the percent-
age of the student’s time on the system classified as information viewing time. 

4. Potential generation time: the amount of information viewing time spent viewing 
information that could support causal map edits that would improve the map. To 
calculate this, we annotated each hypertext resource page with information about 
the concepts and links discussed on that page. Potential generation percentage is 
the percentage of information viewing time classified as potential generation time. 

5. Used potential time: the amount of potential generation time associated with in-
formation viewing that both occurs within a prior five minute window of and also 
supports an ensuing causal map edit. Used potential percentage is the percentage 
of potential generation time classified as used potential time. 

6. Disengaged time: the sum of all periods of time, at least five minutes long, during 
which the student neither viewed a source of information for at least 30 seconds 
nor edited the map. Disengaged percentage is the percentage of the student’s time 
on the system classified as disengaged time. 
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Metrics one and two capture the quantity and quality of a student’s causal link edits 
and annotations, where supported edits and annotations are considered to be of higher 
quality. Metrics three, four, and five capture the quantity and quality of the student’s 
time viewing either the resources or Betty’s graded answers. These metrics speak to 
the student’s ability to seek and identify information that may help them build or re-
fine their map (potential generation percentage) and then utilize information from 
those pages in future map editing activities (used potential percentage). Metric 6 rep-
resents periods of time during which the learner is not measurably engaged with the 
system. 

3.1 Summary of Findings with Coherence Analysis 

Coherence analysis has proved to be a valuable tool for understanding how students 
learn as they solve open-ended problems. Thus far, we have investigated it with one 
group of 98 6th-grade students (11 year olds). Thus, we interpret our findings with 
cautious optimism. We have identified the following relationships: 

• CA predicts learning and performance: in general, students with higher levels of 
coherent behaviors have shown significantly higher levels of success in teaching 
Betty. Moreover, these learners have shown a better understanding of the science 
domain they were learning [11]. 

• Prior skill levels predict CA: students who were better able to identify causal links 
in abstract text passages (e.g., A decrease in Ticks leads to an increase in Tacks) 
exhibited higher levels of coherence while using Betty’s Brain [11]. 

• CA identifies common problem solving profiles across students: we clustered stu-
dents by describing them with the six CA metrics described above, and we identi-
fied five common profiles among students: researchers and careful editors; strate-
gic experimenters; confused guessers; disengaged students; engaged and efficient 
students. Interestingly, there were few differences in learning and performance 
among the clusters. Engaged and efficient students showed higher learning and 
performance than the other clusters, but there were not any other meaningful dif-
ferences, suggesting that CA allows us to understand how different learning ap-
proaches lead to similar learning outcomes [11]. 

• CA identifies common day-to-day problem solving profiles and transitions among 
them: we clustered students as before, but this time the unit of analysis was a single 
day of using the system instead of the entire time using the system. We found a set 
of behavior profiles quite similar to those identified in the previous analysis. In an-
alyzing day-to-day transitions, we found that many students performed fairly con-
sistently while several other students performed inconsistently (that is, they have 
days of high coherence and days of low coherence). We also identified common 
transitions among days, which allowed us to find a potentially at-risk behavior pro-
file. Students who behave like researchers and careful editors are far more likely 
than chance to transition to confused or disengaged behavior in subsequent days 
[12]. 
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4 An Initial Coherence-Based Scaffolding Framework 

Given the previous findings with CA, we aim to utilize the power of the analysis in 
real time as students use the system in order to detect non-coherent behavior, diag-
nose the cause of it, and take steps to support students in overcoming the difficulties 
they are experiencing. The core idea behind CA is that when students work in OELEs, 
they have two primary sets of tasks: information seeking tasks related to identifying 
and interpreting important information and information application tasks related to 
applying that information to improving the problem solution. All coherence metrics 
are based on identifying relationships between activities related to these two sets of 
tasks. By analyzing student behaviors with CA, we can identify problems related to 
information seeking and information application. 

4.1 Diagnosing Problems with CA Metrics 

The initial framework for diagnosing problems using CA metrics appears in Figure 1. 
This framework maps CA metrics to the problems they may indicate. For example, 
low levels of potential generation indicate that the learner is spending a large portion 
of their information viewing time on non-helpful information. This indicates that they 
may be struggling to identify relevant vs. non-relevant information in the environ-
ment. Problems with information seeking may also manifest as high levels of unused 
potential (i.e., not applying viewed information), a high proportion of unsupported 
edits, and a low rate of editing the solution. Problems with information application are 
indicated by high unused potential and a low rate of editing the solution. 

CA metrics may also be used to identify behaviors associated with effort avoid-
ance. Specifically, low levels of information viewing, a low rate of editing the solu-
tion, a high unsupported edit percentage, and high levels of disengagement indicate 
that the learner may be purposefully avoiding effort. This may be due to a number of 
reasons, including low self-efficacy and low skill understandings. 

Using this framework, our initial plan for using CA to scaffold students is as fol-
lows: 

1. Observe the student for a period of time (e.g., 10 minutes) and calculate their co-
herence metrics for that period. Identify any problematic behaviors (e.g., high un-
used potential). 

2. Form hypotheses about the sources of these behaviors. This involves looking at the 
combination of problematic behaviors observed and the student’s previous activi-
ties in the system. For example, if the problematic behaviors are high unused po-
tential and a low editing rate, the system may hypothesize that the student is strug-
gling to apply information. 

AIED 2015 Workshop Proceedings - Vol 2 54



 
Fig. 1. Initial Problem Diagnosis Framework 

3. Perform active diagnosis of the student to resolve competing hypotheses and gain 
additional information. For example, if the student has a high unsupported edit 
rate, this may be due to effort avoidance or a misunderstanding related to infor-
mation seeking. The system can have the student answer questions and complete 
short problems in order to gain additional evidence as to which of these is the actu-
al problem. 

4. Once the system is confident that the student is struggling to understand some-
thing, it can use guided practice scaffolds [13] to help the student learn the 
knowledge and skills that they are missing or about which they are confused. 
Throughout guided practice, the system should provide encouragement, feedback, 
and scaffolding. It should also reinforce the relevance of the targeted knowledge 
and skills to the primary problem solving task, problem solving in general, and ac-
ademic success. 

5. If the system is confident that the student is exhibiting effort avoidance, then it 
should offer to help the student. If the behavior continues after the offer (and po-
tential scaffolding related to that offer), then the system should provide guided 
practice scaffolds on the important knowledge and skills they need to understand to 
be successful. Hopefully, the student’s abilities will improve during guided prac-
tice, and that will re-engage them with the learning task. As in the previous step, 
the system should provide the student with encouragement, feedback, and scaffold-
ing and it should reinforce the relevance of the targeted knowledge and skills. 

5 Conclusion 

In this paper, we have provided an overview of coherence analysis (CA), an analysis 
approach that provides insight into how students behavior in open-ended computer-
based learning environments (OELEs). Additionally, we have presented an initial 
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scaffolding framework that describes how CA might be leveraged to provide adaptive 
scaffolds to students who are struggling. As we move forward, we will continue de-
veloping this scaffolding framework, build it into Betty’s Brain, and test its effective-
ness with students.  
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Abstract. This poster discusses work on the design of a visual-based
programming language for physical computing and mobile tools for the
learners to actively document and reflect on their projects. These are
parts of a European project that is investigating how to generate, an-
alyze, use and provide feedback from analytics derived from hands-on
learning activities. Our aim is to raise a discussion about how learning
analytics, intelligence, and the role of learners’ documenting their work
can provide richer opportunities for supporting learning and teaching.
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1 Introduction

Educators, researchers, business leaders, and politicians are working to initi-
ate new modes of education to provide 21st Century skills that focus on the
following: creativity, innovation, critical thinking, problem solving, communica-
tion, and collaboration [4]. Recently, researchers and practitioners have provided
strong cases for the value of hands-on activities like digital fabrication than could
be part of the toolbox to bring powerful ideas, literacies, and expressive tools to
learners [1]. This poster presents on-going work in the Practice-based Experien-
tial Learning Analytics Research And Support project (PELARS) that aims to
generate, analyze, use and provide feedback for analytics derived from hands-on
these project-based learning activities. The focus of the PELARS project ac-
tivities is on learning and making things with physical computing that provide
learners with opportunities to build and experiment with tangible technologies
and digital fabrication. One of the key research aims of the PELARS project can
be summarised as: How can physical learning environments that use hands-on
digital fabrication technologies be better designed for ambient and active data
collection for learning analytics? The project addresses three different learning
contexts (university interaction design, engineering courses, and high school sci-
ence) across multiple settings in Europe. The goals of the project are first to
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define learning (skills, knowledge, competencies) that is developing, and how we
can assess it in the frame of learning analytics. Then to determine what elements
of this learning we can capture by designing the physical environment and ac-
tivities around digital fabrication technologies. Then to identify what patterns
of data we collect can tell us about learning, collaboration and how the system
can help support the learning activities.

The PELARS project approach has been to develop an intelligent system
for collecting activity data (moving image-based and embedded sensing) for
diverse learning analytics (data-mining, reasoning, visualisation) with active
user-generated material from practice-based and experiential activities. This rich
range of data is used to create learning analytics tools for learners and teach-
ers that range from assessment to exploring intelligent tutoring. The PELARS
system carries forwards the ideas of knowledge communities and inquiry [7] and
provide conceptualising, representing, and analysing distributed interaction [8].
However, there are multiple challenges for designing learning analytics and intel-
ligent support for these types of tangible activities. Learning situations in these
contexts include open-ended projects, small group work, and the use of physical
computing components that require construction and programming. Therefore,
these types of activities present difficulties for collecting meaningful data for
learning analytics.

This poster specifically discusses our work on the development of a visually
based programming platform for the physical computing hardware and the mo-
bile tools for the learners to actively document and reflect on their projects.
These two parts of the PELARS project provide opportunities for discussion
on the relationships between intelligent support, active learner engagement, and
analytics. Our aim for the workshop is to raise a discussion about how learn-
ing analytics, intelligence, and the role of learner documenting their work can
provide richer opportunities for supporting learning.

2 Methodological Approach

The PELARS project has a design-centric approach that includes the use of
low-fidelity prototyping and “wizard of oz” scenarios [5]. These methods that
include paper prototypes and technology sketches to investigate how to find
the best way to get the design right [2]. The goal of the two cases below is
to investigate how we can better understand the needs of the users. The need
to develop a visually based programming experience to support students and
supply data for analysis and lack of student documentation were identified as
challenges through literature and own contextual user research in the project.

For the visual programming platform, a kit was created that contained foam
core versions of hardware blocks with strings and pins to act as the cables to
connect them. A small magnetic board with paper-based magnets acted as the
computer screen that represented what blocks were connected. A set of simple
tasks were provided to pairs of testers (recruited students from Interaction De-
sign and Computer Science) while one of the researchers acted as the computer
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in a “wizard of oz” scenario. Figure 1 illustrates how the students connected
the hardware blocks of sensors and actuators (the paper blocks and strings) on
the table and then the researcher put on a magnetic board (computer screen)
the associated blocks (printed magnets). The researcher acted as the wizard
representing the smart system that recognised which blocks the students had
connected and represented the computer screen showing the visual program-
ming interface. This prototyping system allowed the teams to discuss and adjust
the inputs to generate the hypothetical outcome for the different tasks.

Fig. 1. Visual programming platform prototyping

For the mobile reporting part of the PELARS system we adopted a web-based
system developed by colleagues [9] that allowed us to create a series of forms that
could be accessed by students in an Interaction Design course where they have a
4 week block in physical computing. The students needed to fill in three forms,
the first form asks them to briefly describe their plan for solving the task, the
second form allows them to document their progress with text and photos, and
the final form asks them to reflect on the outcome, did the project succeed as
planned. Figure 2 shows the different screens of the mobile system. The intention
of our prototyping effort has been to explore the similarities between practice-
, problem-, and inquiry-based learning [3] and the challenges in student self-
documentation practices in physical computing.

In addition to the forms, the students were also asked to complete a lightweight
pre-survey and post-survey to evaluate the usability of the mobile documentation
tool. The surveys were inspired by Read and MacFarlane’s [6] work on surveys
for children in computer interaction and designed to take a few minutes to fill
out. The survey results were intended to supplement the submissions received
through the mobile system. The pre-survey intended to cover their general ex-

AIED 2015 Workshop Proceedings - Vol 2 59



perience with documenting their work and the post-survey their views on the
usefulness of the tool. Additionally, the pairs of students were interviewed in a
semi-structured after the prototyping session.

Fig. 2. Mobile system screen captures

3 Initial Results

3.1 Visual Programming

The initial results for the visual programming platform points towards the less
experienced programmers finding the visual programming system easier for solv-
ing the different tasks. The less experienced students were more open to explor-
ing how to solve the open-ended tasks. While the experienced programmers were
frustrated by their perceived limitations of the system, for example not being
able to code a loop statement to blink an LED. During the post activity inter-
view, the experienced programmers did however see the system as useful both
for learning programming but also for communicating ideas in a prototype stage.
Importantly to note, that these perceptions may reflect that design students are
more used to open-ended tasks and familiar with throw-away prototyping.

In some cases, the designers worked with more experienced programmers and
in these cases communication between the team members helped the program-
mer shift metaphors to a more visual style of programming. After the initial
tasks the more experienced programmers felt they had a better understanding
of the concept. Additionally, in the follow-up interviews, they expressed that
they liked the idea of visual coding, but primarily saw it as a teaching tool or
a communication tool rather than something that they would use to build their
projects.
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3.2 Documentation Tools

The mobile tools initially seemed to have the right balance of short text entries
and the uploading of rich media. The aim was to allow the students to plan easily,
document and reflect via smartphones or laptops. Our initial findings suggest
that the structure of planning, documenting the process and then reflecting on
the project was utilised by the students. The students reported in the post-
survey that it is easy to forget to document, to ignore it, or do it later. While
the submitted documentation captured the students progress, it was also often
submitted the day after or when they were finishing their work, rather than at
the end of each session. Our thoughts for these results are that students faced
the combination of not seeing the relevance of documenting the projects was
important and not having practiced documenting their work.

Students reported in the post survey that the usability of the system needs
to be improved. For example, they pointed out that the system did not let them
go back to add, or amend their documentation. The need for better clarity what
happens with the data after they submit it could help with the students. Con-
necting the documenting tools to their normal work practices and digital tools,
like blogs or online portfolios need to be explored. Additionally while document-
ing some students appeared were frustrated when submitting as a group. The
data shows that when students used a personal device they choose to submit
individually. This suggests that the group submissions are useful, the students
desire to submit individual reports as well.

4 Discussion

We feel that that the low-fidelity and sketching the technology for the PELARS
project are important means to design better intelligent support while engaging
with the needs of the different users. The PELARS project has been influenced
by inquiry-science learning. However, the nature of making and solving problems
with physical computing in interaction design courses can be more dynamic and
open-ended than more traditional classwork. Prototyping both the programming
interface and the documentation tool as parts of the same project, rather than
as separate entities gives a broader design approach. This allows us to explore
different aspects of the learning environment and test out ideas in pseudo-real
world situations. One of the design goals is to support the visual programming
activities with intelligent tutoring and means for teachers and students to anal-
yse of time how they programmed and built the different projects. Additionally,
the documentation tool provides a different perspective to the ambient data col-
lection and a process framework for the learning activity. We feel that using these
different design approaches provides us with a means to explore the complexity
of project-based experiential learning scenarios.
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Preface   

 
Technological advances in the use of artificial intelligence in education (AIED) over 
the past two decades have enabled the development of highly effective, deployable 
learning environments that support learners across a wide range of domains and age 
groups. Alongside, mass access to and adoption of modern communication 
technologies have made it possible to bridge learners and educators across 
spatiotemporal divides. Students can now collaborate using educational technology in 
ways that were not previously possible. 

Intelligent tutoring systems seek to individualize each student's learning 
experience, but this need not imply a solitary experience. Research on computer-
supported collaborative learning (CSCL) has revealed the pedagogical benefits of 
learning in groups, as well as how to structure the activity to lead to productive 
interactions. A variety of recent systems have demonstrated ways in which an 
adaptive learning environment can benefit from the presence of multiple learners. 
Similarly, students using CSCL systems have been shown to benefit from the 
introduction of adaptive support. It is of high relevance to the AIED community to 
explore how AI techniques can be used to support collaborative learning, and how 
theories of how students learn in groups can inform the design of adaptive educational 
technologies.  

The goal of this series of workshops is to gather the sub-community of AIED 
researchers interested in intelligent support for learning in groups with learning 
scientists to share approaches and exchange information about adaptive intelligent 
collaborative learning support. We invite discussion on how the combination of 
collaborative and intelligent aspects of a system can benefit the learner by creating a 
more productive environment. Over the past few years, the AIED research 
community has started investigating extension of the fundamental techniques (student 
modeling, model-based tutors, integrated assessment, tutorial dialog, automated 
scaffolding, data mining, pedagogical agents, and so on) to support collaborative 
learning. We aim to explore ways that the current state of the art in intelligent support 
for learning in groups can be informed by learning sciences research on collaborative 
learning principles.  
 
 

June, 2015 
Ilya Goldin, Roberto Martinez-Maldonado,  

Erin Walker, Rohit Kumar, and Jihie Kim 
  



Negotiating Individual Learner Models in Contexts of 
Peer Assessment and Group Learning 

Susan Bull and Lamiya Al-Shanfari 

Electronic, Electrical and Systems Engineering, University of Birmingham, UK 
s.bull@bham.ac.uk, LSA339@bham.ac.uk 

Abstract. This paper introduces learner model negotiation not only as a means 
to increase the accuracy of the learner model and promote metacognitive activi-
ties as in past examples, but also as a way to help learners correct peer assess-
ment entries in their learner model, that they consider inaccurate. While open 
learner models are not new, and negotiated learner models have been developed 
before, in today’s learning contexts of potentially big data from many sources 
including other learners, some kind of approach to managing the data as well as 
helping learners to understand and accept it, or correct it, is needed.  

1.  Introduction 

Benefits of a range of approaches to learning in groups have been argued (e.g. [9]), 
and there is strong interest in the field of Artificial Intelligence in Education in devel-
oping useful support for group learning [18]. Peer assessment and feedback have also 
been advocated as beneficial to the learning process (e.g. [27],[30]). We introduce a 
negotiated open learner model (OLM) approach to supporting students in the peer 
assessment situations that are becoming more common in today’s learning contexts.  
 

                   

                            
Fig. 1. Examples of open learner model visualisations 

 
OLMs are learner models that are externalised to users in an understandable form, 

often to support collaboration or metacognitive behaviours [4]. Figure 1 gives OLM 
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visualisation examples of simple skill meters [2], structured concept map and hierar-
chical tree [20], and newer visualisation approaches of overview-zoom treemap and 
word cloud [3]. While OLMs to support group learning have been developed (e.g. 
[1],[2],[6],[28]), the range of activities a student may be engaged in will likely include 
individual activities. Thus, in this paper we reflect on individual learner models that 
may be used in a group context. We focus in particular on situations in which peer 
feedback or assessment contributes to the individual learner model, which may follow 
the production of an artefact for assessment, or participation in a group activity. 

2.  OLMs and Peer Assessment in Modern Learning Contexts 

Learner modelling has broadened, now being found in contexts with rich collections 
of digital materials [14]. Recent advances in learner modelling have aimed to address 
the use of new technologies, e.g.: learner models holding diverse data from different 
sources [3],[7],[21],[22]); combining e-portfolios and viewable learner models [23]; 
and OLMs to help learners monitor progress and plan their learning in MOOCs [15].  

Peer assessment has become more prevalent in modern learning contexts such as 
MOOCs [17],[25] and e-portfolios [12],[31]; as well as individual online systems that 
allow peer assessment and feedback to be given and received [19]. OLMs that include 
peer assessment and feedback have been proposed [11], and developed (see [3]) in the 
context of peer assessments (numerical, contributing to the learner modelling algo-
rithm) alongside automated data from a variety of external applications, and feedback 
(non-interpreted text, to help explain the numerical value of a peer assessment to an 
assessee). However, although there are many learning benefits for both peer assessors 
and assessees, there can also be cases of motivation decreasing if a student considers a 
peer assessment to be unjust [17]; or a learner feels there to be a lack of ef-
fort/attention from a peer assessor [10]. Another issue that may cause concern is the 
outcome of group assessments where there has been unequal contribution from group 
members [24]. For example, a student who engaged minimally in a group activity or 
project may receive the same assessment as the other participants. Experiences such 
as the above can cause strong emotional responses, and a method for learners to either 
understand learner model representations originating from peer assessors, or to chal-
lenge them, would help to relieve this frustration. The solution should allow individu-
als to understand the reasons for peer assessments and the system’s perspective on 
them, as well as justify why they believe these representations or reasons to be inap-
propriate. We address these problems in the context of the LEA’s Box OLM, where a 
learner model negotiation mechanism is being developed (based on [5]). 

3.  Maintaining the Learner Model through Negotiation 

Building on the Next-TELL OLM [3], the LEA’s Box learner model data may origi-
nate from a range of applications. In some cases, activities may be completed away 
from any tracking software. To address the latter, teacher, self and peer assessments 
can be entered alongside automated assessments. However, these may themselves 
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differ in quality according to effort, experience and expertise of the assessor. While a 
learner may accept an automated assessment, or assessment by a teacher, they may be 
less happy with peer assessments and, indeed, may retain a negative attitude towards 
peer assessments over teacher assessments [13]. Even though a single peer assessment 
may ultimately contribute little to the value(s) in their learner model, this negative 
affective state may remain strong.  

Some OLMs have allowed the learner model to be negotiated, where student and 
system have the same powers and negotiation moves [5],[8],[16]; or to be discussed in 
some other way, e.g. one partner has greater control over the discussion outcome 
[26],[29],[32]. Advantages of discussing or negotiating learner models include: the 
possibility to increase the accuracy of the learner model by allowing the learner to 
challenge the representations [5]; motivation may be increased by offering an alterna-
tive task [26]; significant learning gains may be achieved as a result of the negotiation 
process [16]. We here add a new benefit resulting from the inclusion of peer-entered 
data in an individual’s learner model, for the increasing number of contexts in which 
multiple sources of data, including human contributions, are incorporated in the learn-
er model. As well as increasing the accuracy of the learner model, individuals have 
the opportunity to redress any perceived injustices introduced by peer assessment. 

Discussion of learner models typically involves moves such as agree/disagree; re-
questing information; challenging the other partner (learner or system); stating one’s 
viewpoint; and justifying one’s viewpoint by referring to evidence. For example:  

§ LEARNER: My value for [multiplying matrices] should be [higher]. 
§ SYSTEM: Your last [five] attempts in [OLMlets] showed that you have 

[multiplied the corresponding items in each matrix]. You are adopting an ap-
proach used to [add matrices] when you are trying to [multiply matrices].  

§ LEARNER: I have since [participated in peer discussion]. 
§ SYSTEM: Please [multiply] the following: …… 

This example shows a student-initiated attempt to change a learner model repre-
sentation (square brackets indicate variables). Having looked at their OLM, the learn-
er notices that they disagree with the strength of the value for multiplying matrices. 
The learner has the misconception that the process mirrors that of adding matrices. 
The system has modelled this misconception, and is able to provide the evidence to 
back its inferred value – that the user’s most recent attempts at this type of problem 
using the OLMlets system [2] illustrate the misconception. On receiving this evi-
dence, the learner may accept the existing value or try to persuade the system further 
(in this example, stating that they have discussed this problem in their group). In this 
case the system offers a quick test to see whether it accepts the learner’s claim as 
valid. Negotiation of learner models can take place using a variety of methods – 
menu-based selection of arguments [5]; buttons to initiate dialogue moves in dialogue 
games [8]; natural language discussion with a chatbot [16]. In most cases, even where 
negotiation takes place through a graphical interface, a text version is recorded for 
reference during the negotiation and afterwards. This record can also be kept as fur-
ther evidence for the system, in subsequent discussions of the learner model. 

As stated above, in LEA’s Box the learner model data comes from a variety of ac-
tivities. These may be simple quizzes, intelligent educational systems, or self or peer 
assessments. Thus, negotiation may not always be so clearly focussed on specific 
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points such as a misconception as in the above example. However, the evidence used 
in negotiation can still be meaningful and, indeed, beneficial for both increasing the 
accuracy of the learner model and facilitating learner reflection. For example: 

§ LEARNER: My value for [matrices] should be [higher]. 
§ SYSTEM: Your use of [OLMlets] showed [some difficulties]. 
§ LEARNER: In [group discussion 2] I understood [well]. The [peer assess-

ment] is [too low]. 
§ SYSTEM: [Group discussion 2] was [5 days] ago and the [peer assessment] 

was [4 days ago]. You used [OLMlets] [1 day] ago. The level of [matrices] 
in [OLMlets] was [easy]. 

In this example, the system accesses the timestamp of data: in this case data from 
OLMlets [2]; and a peer assessment following a group discussion. It is able to explain 
that the first set of data was older, and also that the more recent OLMlets data was 
from a quite basic task. If the learner did not wish to accept the reasoning, the system 
could further explain that easier exercises can lead to higher scores, and that the 
learner was now working on more complex tasks, so old data would be less relevant. 
Through negotiation, as well as determining the correct representation for the learner 
model, the learner should come to better recognise their skills as they are required to 
think about the evidence provided by the OLM as well as in any justifications that 
they themselves give, supporting their claim. In addition, if the learner has disputed a 
peer assessment, the interaction will allow them to better understand that assessment, 
or have the opportunity to persuade the system to correct the disputed value. 

Thus, the LEA’s Box approach that is currently under development draws on the 
benefits of OLMs as meaningful visualisations of learning, as well as the benefits of 
negotiated learner models that can increase the accuracy of the learner model while 
also promoting learner reflection and other metacognitive behaviours. This is particu-
larly useful when learners may be using disjointed applications, and when the learner 
model data includes data from other users. For the latter, in addition to the potential to 
increase the accuracy of the learner model, the process allows learner frustrations and 
perceived unjust assessments to be handled. 

The current method of learner modelling uses a simple weighted algorithm, apply-
ing heavier weighting to more recent data, regardless of their origin [3]. However, 
teachers can adjust the weightings for individual activities according to the relevance 
of an activity for the learner model. As well as the recency of data as indicated above, 
the learner model negotiation will take account of these teacher weightings, and in-
clude these in its reasoning when ‘defending’ a representation during negotiation. 

4.  Summary 

We have explained how benefits of negotiating learner models can be applied in to-
day’s contexts of multiple applications contributing learner data, as well as other 
activities which may include group interaction and peer assessment. By giving self, 
peer and teacher assessments the same status as automated data from various sources, 
such assessments can offer valuable insights to the learner’s current learning state. 
Including this data also allows a system to better gauge the learner’s viewpoint on 
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their understanding (through self assessments), and also take into account learning 
outcomes from non-computer-based or non-tracked activities (from self, peer and 
teacher assessment). By negotiating the learner model, users can help maintain their 
learner model, and through this process they should also benefit from the critical 
thinking required to justify their viewpoints if they disagree with any representations. 
In addition, learner model negotiation allows a method to verify peer assessment 
values, and a means to allow a learner to try to update the learner model in cases of 
unfairness or perceived unfairness resulting from peer contributions to their model. 
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Abstract. While there is increase in popularity of massive open online
courses in recent years, high rates of drop-out in these courses makes pre-
dicting student attrition an important problem to solve. In this paper,
we propose an algorithm based on artificial neural network for predict-
ing student attrition in MOOCs using sentiment analysis and show the
significance of student sentiments in this task. To the best of our knowl-
edge, use of user sentiments and neural networks for this task is novel
and our algorithm beats the state-of-the-art algorithm on this task in
terms of Cohen’s kappa.

Keywords: Student Attrition, MOOC, Educational Data Mining, Sen-
timent Analysis, Neural Network

1 Introduction
Massive Open Online Courses (MOOCs) have been gaining lot of interest in
academia and industry in last few years. The key reasons in growing popularity
of MOOCs include accessibility to every person in the world who has internet,
scalability to handle any number of students with wide diversity of needs and
expectations, and flexibility they provide to learners to study according to their
routine. However, issues such as lack of instructor attention and absence of social
learning environment, have led to high rates of attrition in MOOCs. With various
unique benefits they offer over traditional classroom setting, online courses have
the potential to transform future of education system, which brings out the
importance of predicting student attrition in MOOCs.

With scalability, MOOCs also offer huge amounts of data of student activity,
which can be utilized to train models for predicting attrition. The absence of
physical learning environment makes the forums in MOOCs only medium of in-
teraction with the instructor and peers. In this paper, we analyze the importance
of sentiment analysis on these forum posts in predicting student attrition and
study the effectiveness of neural network in modeling this problem.

The rest of the paper is divided into the following sections. Section 2 covers
related work regarding machine learning techniques used to predict attrition and
different kind of features used in them. Our algorithm is described in detail in
Section 3. The experiments and results are presented in Section 4. Conclusions
and future work are covered in Section 5.
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2 Related Work
Recently, there have been many efforts to predict student attrition in MOOCs by
extracting a wide variety of features from learner activity data and applying dif-
ferent machine learning approaches. [11] operationalize video lecture clickstream
to capture behavioral patterns in student’s activity, which is used to construct
students’ information processing index. [4] use feature such as number of threads
viewed, number of forum posts, percentage of lectures watched, etc to predict
student attrition. [12] construct a graph to capture sequence of active and passive
learner activity, and use graph metrics as features for predicting attrition. [2] use
quiz related (attempts and submissions) and activity related (length of action
sequences, counts of various activities) features while [7] and [10] extract more
than 15 features indicating learner activity and engagement from clickstream log.
All these methods use variety of machine learning techniques including Logistic
Regression, SVMs, Hidden Markov Models and random forest method.

There has not been much work on use of student sentiments in predicting
attrition. [1] conclude that sentiment of students for assignments and course
material has positive effects on successful completion of course. [14] also find
correlation between sentiment expressed in the course forum posts and student
drop out rate while they advice prudence against inconsistencies.

3 Proposed Algorithm
We have used click stream log and forum posts data from Coursera MOOC, ‘In-
troduction to Psychology’, which was prepared for MOOC Workshop at EMNLP
2014. The data consists of over 3 million student click logs and over 5000 forum
posts. The click stream logs contain clicks made while watching video lectures
and requests for viewing forums, threads, quiz, course wiki, etc. with time stamp
of each click. More details about the dataset can be found in [7]. The following
input features were extracted from the dataset:

– User ID: Unique numerical ID of the student.
– Course Week: Number of weeks since course has begun.
– User week: Number of weeks since student has joined the course.
– Number of clicks by the student in the current week.
– Number of study sessions by the student in the current week.
– Number of course pages viewed by the student in current week which

include all pages except the video lectures.
– Number of forum pages viewed by the student in current week.
– Student sentiment of forum posts in the current week.

All the input features except Student Sentiments were indicated to be most
effective by previous works mentioned in Section 2. The output of the algorithm
is 1 indicating the user will drop out of the course in next week, and 0 otherwise.
Note that we are predicting the exact week when the student is going to drop-
out unlike [11] who predict whether student is going to finish the course or not.
Our algorithm pinpoints the time when student is predicted to drop-out, which
allows the course instructor and his team to take necessary steps to prevent or
reduce student attrition during the course.
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3.1 Sentiment Analysis

We follow a lexicon-based approach to extract sentiment from forum posts using
SentiWordNet 3.0 [3] as the knowledge resource. It assigns a sentiment score to
each synset in the WordNet [8]. Given the forum post, we pass the stem of each
content word (using MIT JWI [6]) and its POS Tag (using Stanford POS Tagger
[13]) to the SentiWordNet which returns a sentiment score. The sentiment score
of the forum post is calculated by summing up the sentiment scores of all the
words in the post. Fig. 1 shows a block diagram of this process.

Fig. 1. Block Diagram of lexicon-based sentiment analysis using SentiWordNet 3.0.

3.2 Neural Network
Artificial neural networks are suitable to model the problem of predicting stu-
dent attrition as there are a large number of inputs, and any mathematical
relationship between input and output is unknown. Unlike many other machine
learning techniques, neural networks are able to model the output as any arbi-
trary function of inputs and considered extremely robust if network structure,
cost function and learning algorithm are selected appropriately through experi-
ments. Downside of neural networks is inability to interpret the model.

We construct an artificial neural network consisting of 7 nodes in input layer:
Course Week, User week, Number of clicks, Number of sessions, Number of page
views, Number of forum views and Student sentiment as described above. Output
layer consists of single node predicting whether student is going to drop-out in
the next week. Each input feature is normalized to take values between 0 and 1.
We add a hidden layer of 6 neurons in the neural network between the input and
output layer. The number of neurons in the hidden layer were experimentally
determined to get best possible results. Fig. 2 shows the structure of the neural
network used to predict student attrition. To train the neural network, we use
resilient propagation heuristic. It gave best results in our experiments among
back propagation, Manhattan propagation and quick propagation.

4 Experiments & Results
In predicting student attrition, our focus is to capture all students who are going
to drop-out and thus, minimizing false negative rate is important. False negative
rate is the ratio of students who are predicted to stay in the course (predicted
negative) in next week but actually drop out in the next week. While minimizing
false negative rates, its also necessary to maintain overall accuracy so as to not
produce too many false positives for the course instructor to handle.
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Fig. 2. The structure of neural network used to predict student attrition.

Since we are predicting whether student will drop-out in next week, our data
set is highly imbalanced towards negative (will not drop-out) class. This is be-
cause a student who joins the course in 1st week, and drops out in 11th week,
will have 9 negative class data points (week 1 to 9) and 1 positive class data
point (week 10). Since the data set consists of student logs over 19 weeks, it is
highly imbalanced with only 22.56% positive data points. Due to high imbalance
in data set, we believe comparison of Cohen’s kappa [5] is more suitable than
comparing total accuracy directly. [9] show that Cohen’s Kappa provides a un-
biased estimate of performance of a classifier, and is thus much more meaningful
than Recall, Precision, Accuracy, and their biased derivatives. It is more robust
than total accuracy as it excludes proportion of correct predictions occurring by
chance which is important in case of imbalanced data set, as a simple majority
classifier would get 77.44% accuracy in this task.

In Table 1 we report our results with and without using student sentiments
using 5-fold cross validation and compare them with some other approaches men-
tioned in Section 2. The proposed algorithm provides the best Cohen’s Kappa
values as compared to previous algorithms. Fall in accuracy and false negative
rate when our algorithm doesn’t use student sentiments indicates its importance
in predicting attrition. Note that the algorithm which provides the best accuracy
[10] also has the highest number of false negatives and the algorithm with best
false negative rate has the lowest accuracy (Sinha-14 Baseline + Graph). This
is due to imbalance in data which is explained in the following subsection. Note
that the proposed algorithm has either better accuracy or better false negative
rates than each of the previous algorithms, and this is reason behind better
Kappa values. Since the dataset is from a MOOC which had free enrollment,
there are many initial lurkers in the first week of the course who just want to
browse the contents of the course. Thus, we believe predicting student attrition
in first week is not very useful. Substantial improvement in performance of our
algorithm without using first week’s data is also shown in Table 1.
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Algorithm Accuracy False Neg. Kappa

Balakrishnan-13 Stacking [4] 80.5% 0.353 -
Balakrishnan-13 Cross-Product [4] 80.1% 0.442 -
Sharkey-14 [10] 88.0% 0.460 -
Sinha-14 Baseline + Graph [12] 62.4% 0.095 0.277
Sinha-14 Graph [12] 69.2% 0.157 0.365
Neural Network (NN) 70.7% 0.199 0.365
NN with Sentiment Analysis (SA) 72.1% 0.141 0.403
NN with SA & without Week 1 74.1% 0.132 0.432

Table 1. Comparison of accuracy and false negative rates with and without using
student sentiments. The best results in each column is marked in bold.

4.1 Problem of data imbalance

The high data imbalance leads to biasing of the classifier towards the majority
class. The problem of data imbalance in the same task is also addressed by [2]
who try to solve it by oversampling the minority class, but were unsuccessful.
We counter this problem by setting the boundary for classification to the ratio
of drop out data points to total number of data points in the training set. This
means that if the value of output neuron is greater than this ratio, then student
is predicted to drop out in the next week, and vice-versa otherwise. If complete
data set is used as training set, then this boundary would be 0.2256, meaning
student is predicted to drop-out if value of output neuron is greater than 0.2256,
rather than 0.5 by default. This adjustment to the boundary allows us to train
the neural network on highly unbalanced dataset and still achieve very good
recall over minority class while maintaining the overall accuracy.

The boundary is essentially a trade-off between accuracy and false negative
rate. It can be adjusted to get better accuracy or false negative rates depend-
ing upon the application. This boundary can also be calculated using receiver
operating characteristic (ROC) Curve.

5 Conclusion & Future Work

We propose an algorithm to predict student attrition using an artificial neural
network. Sentiment analysis of forum posts is shown to be an important feature
to predict student attrition in MOOCs. We also provide an approach to tackle the
problem of data imbalance which can be extended to wide variety of applications
in many other domains. This approach allows to find a good middle ground
between accuracy and false negative rates and leads our algorithm to beat the
previous algorithms in terms of Cohen’s Kappa.

Most methods provide analysis of MOOC data which indicate factors respon-
sible for attrition. In contrast, we provide a method to pin-point students who
are likely to drop-out during in the following week. Since our algorithm has a
very low false negative rate, it can be used in MOOCs to capture most students
who are likely to drop-out in near future and take necessary actions specific to
the student to prevent them from dropping out. Apart from MOOCs, the pro-
posed algorithm can also used in smart schools using digital methods for learning
and interaction, which are becoming increasingly popular in recent years.
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Abstract. In this paper we explore how to import intelligent support
for group learning that has been demonstrated as effective in classroom
instruction into a Massive Open Online Course (MOOC) context. The
Bazaar agent architecture paired with an innovative Lobby tool to en-
able coordination for synchronous reflection exercises provides a technical
foundation for our work. We describe lessons learned, directions for fu-
ture work, and offer pointers to resources for other researchers interested
in computer supported collaborative learning in MOOCs.

1 Introduction

The field of Computer Supported Collaborative Learning (CSCL) has a rich
history extending for nearly two decades, covering a broad spectrum of research
related to learning in groups, especially in computer mediated environments. In
this paper we describe the initial stages of a research program designed to import
findings from a history of successful classroom research in the field of CSCL to
the challenging environment of MOOCs.

In order to support the growth of student discussion skills, it is necessary to
design environments with affordances that encourage transactive behaviors and
other valuable learning behaviors. The most popular approach to providing such
affordances in the past decade has been that of script-based collaboration [2, 7, 6].
A script is a schema for offering scaffolding for collaboration. Some typical forms
of scripts come in the form of instructions that structure a collaborative task into
phases, or structured interfaces that reify certain types of contributions to the
collaboration. Prior work on dynamic conversational agent based support built
on a long history of work using tutorial dialogue agents to support individual
learning with technology [11, 10, 5, 12].

The MOOC environment presents a number of challenges that must be
addressed in order to introduce synchronous collaboration opportunities into
MOOCs. From a research perspective, interesting challenges include exploration
of group composition questions with MOOC student populations, which are far
more diverse with respect to culture, age, educational level, and goals than typ-
ical classroom populations. Another interesting methodological challenge is the
lack of control over the context. In a classroom context, a certain amount of time
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may be set aside for an activity, and students can be expected to be present for
the whole activity. In a MOOC, students may come and go as they please, and
since they may be logging in from anywhere, any number of events could inter-
fere with the task proceeding as planned. While a collaborative task may have
been carefully designed with roles for each student to perform in a serious learn-
ing task, those roles may play out differently than intended in cases where the
students who take on those roles are actually multiple students, students with
a seriously inadequate preparation for the task, or even students with far more
expertise than anticipated.

Before any of these issues may even be touched upon, a number of more
practical issues must be addressed first to lay a foundation for this research. A
major challenge in MOOCs is coordination. Whereas in a face-to-face course and
traditional small-scale online courses, students can be expected to be amenable to
stipulated meeting times, students in MOOCs typically come from different time
zones around the world. The great majority of students make use of resources at
their convenience, when they happen to have time to log in, rather than planning
ahead and arriving at a scheduled time. The sheer numbers of students make it
challenging to coordinate plans for meeting times. Furthermore, not all students
adopt the same orientation towards following instructions in general or engaging
in a task as presented in particular. Some students may click on an activity in an
exploratory or playful fashion rather than with a serious intention of completing
the activity. Thus, there is a danger of introducing students into a group in a
way that engenders conflict or mismatched expectations.

In the remainder of the paper we first introduce the technical approach we
adopted in an initial MOOC deployment. We then summarize our main results
and lessons learned. We conclude with directions for continued work and re-
sources to share with the community. Further discussion of the results of our
deployment can be found in two separate publications [3, 4].

2 Technical Approach

In order to gain a deeper understanding of the problems that may arise from
synchronous collaborative activities in MOOCs, we integrated a chat environ-
ment with interactive agent support in a recent 9-week long MOOC on learning
analytics (DALMOOC) that was hosted on the edX platform from October to
December 2014.

In order to facilitate the formation of ad-hoc study groups for the chat activ-
ity, we make use of a simple setup referred to as a Lobby. The Lobby introduces
an intermediate layer between the edX platform and the synchronous chat tool.
Even though the Lobby allows groups of arbitrary sizes to be formed, we decided
that agent-guided discussions in groups of two students are the suited setup in
the context of this MOOC. Students enter the Lobby with a simple, clearly la-
beled button click integrated with the edX platform. In order to increase the
likelihood of a critical mass of students being assigned to pairs, we suggested
a couple of two hour time slots during each week of the MOOC when students
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might engage in the collaborative activities. These timeslots were advertised in
weekly newsletters. However, the chat button was live at all times so that stu-
dents were free to attempt the activity at their convenience. Upon entering the
lobby, students are asked to enter the name that will be displayed in the chat.
Once registered in the lobby, the student waits to be matched with another par-
ticipant. If they are successfully matched with another learner who arrives at
the Lobby within a couple of minutes to interact with, they and their partner
are then presented with a link to click on to enter a chat room created for them
in real time. Otherwise they are requested to come back later. A visualization is
presented to them that illustrates the frequency of student clicks on the button
at different times of the day on the various days of the week so that they are
able to gauge when would be a convenient time for them to come back when
the likelihood of a match would be higher. In the beginning of the course, the
graph was based on experiences with past MOOCs while it was later updated
with real data from the DALMOOC logs.

When the successfully matched students click on the provided link, they enter
a private chat room. This chat setup has been used in earlier classroom research
[1]. It provides opportunities for students to interact with one another through
chat as well as to share images. The chat environment furthermore has built-in
support for conversational agents who appear as regular users in the chat.

In contrast to our earlier work where we support collaborative chat dynam-
ically with conversational agents triggered by real time monitoring of student
interactions [1], we employ statically scripted agents in DALMOOC which guide
the students with course-related discussion questions (Figure 1). Even though
the scripts are linear, the agent prompts are not strictly timed but rather allow
the students to interact in their own pace and take as much time as needed
to discuss the given topic. Once a team wants to proceed with the discussion,
they can move on with the We’re ready-button. The agent will proceed with the
next prompt as soon as both students indicated that they are ready. In case the
students never signal their readiness, the agent will inquire after a predefined
timeout in order to move forward with the discussion and avoid the students to
lose focus.

3 Main Results

Though we encountered many challenges during the DALMOOC deployment,
the main results suggest value added by the intervention. In order to begin to
assess the added value of integrating reflective chat activities with a MOOC
platform, we compared our synchronous collaborative chats with two other com-
munication contexts, namely Twitter and the MOOC discussion forum [3]. What
we found is that different subpopulations of learners within DALMOOC tended
to gravitate towards different communication contexts. Furthermore, each con-
text was associated with its own unique profile in terms of content focus and
the nature of the discussion. The chat conversations showed the highest average
of reflective contributions across all the platforms we observed. Furthermore,
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Prompt 1 In this collaborative activity, we will reflect on what you have learned
about the field of learning analytics. First, take a couple of minutes to
introduce yourselves.

Prompt 2 Now that you have viewed the videos, share what you found most in-
teresting about learning analytics.

Prompt 3 Regarding learning analytics tools, did you find the classifications of a)
proprietary/open source and b) single functionally/Integrated suites to
be useful? How would you improve these classifications to make them
more relevant to educators starting with analytics toolsets?

Prompt 4 Reflect on the structure of the dual-layer structure of the course. De-
scribe your experience of coming to understand different course ele-
ments.

Prompt 5 Now this activity has come to an end. Thanks for a great chat! Why
don’t you exchange contact information to stay in touch?

Fig. 1: Agent prompts for the collaborative chat activity in the first week

the one-on-one conversations in Bazaar exhibit a strong constructive character
where reflective statements are not merely precompiled by each student and then
exchanged, they are rather collaboratively constructed in the course of the con-
versation. We see ample evidence within contributions across media pertaining
to social connection that these MOOC learners crave continuing social engage-
ment with other individuals participating in their MOOC course. The analysis
suggests that there is value in providing a diverse set of discussion contexts but
that it creates a need for greater efforts towards effective bridging between me-
dia and channeling of students to pockets of interaction that are potentially of
personal benefit.

We also used a survival analysis to evaluate the impact of participation in
collaborative chats on attrition over time in the course [4]. The results suggest a
substantial reduction in attrition over time, specifically a reduction by more than
a factor of two, when students experience a match for a synchronous collaborative
reflection exercise. Nevertheless, these results must be treated with some caution
as we experienced significant difficulty in managing the logistics of matches. Even
with 20,000 students enrolled in the course, some students had to make as many
as 15 attempts to be matched with a partner before a match was made.

4 Lessons Learned

In this first deployment study, we learned valuable lessons that will help to
improve our experimental setup in future cycles of our iterative design based
research process. In this section, we first describe the main lessons learned and
then briefly discuss future directions we are planning to take.

Integrating a synchronous collaborative activity in an inherently asynchronous
learning environment used by students in different time zones was one of the
greatest organizational challenges to overcome. As mentioned earlier, we at-
tempted to alleviate the problem by introducing dedicated chat hours to in-
crease the likelihood of students getting matched with each other. Nevertheless,
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the majority of students who entered the lobby could not be matched with a
chat partner within 10 minutes. This was a frequent cause of frustration which
lead to students abandoning the chat activity in the course of the MOOC.

Since students are matched randomly in pairs for each chat activity, their
interaction is naturally limited to a single chat session. Whenever they return
to the chat, they will be connected with a different student. From the logs we
have seen that especially after longer discussions, students expressed the desire
to connect with each other and continue the interaction beyond the chat activity.
On several occasions, they exchanged contact information in order to reconnect
for further collaboration. However, the intervention did not provide any support
for continued social engagement between paired learners.

We are currently developing new strategies for tackling these problems in
future deployments of the intervention. First, we will employ a single-chatroom
setup that allows students to directly enter at their own volition without the
need for explicit matchmaking. The agent in this continuous chatroom will then
adapt to the student population in the room at any given time. For instance, a
single user in the room would be prompted to reflect on the course material on
their own. Once a second user enters, the agent summarized the reflection of the
other student and composes a discussion topic for the two users to collaboratively
reflect on. The agent keeps track of the topics already discussed by the users
currently present in the room to avoid redundant prompts.

Second, we will explore a scheduling system that allows students to sign up for
a set of predefined timeslots. This approach has proven effective for multi-party
voice chats in MOOCs [8]. Even though the necessity to schedule discussions
ahead might negatively affect the engagement of users who merely interact with
the MOOC on an ad-hoc basis, the approach could nevertheless help to reduce
overall friction by offering an easier transition from the asynchronous nature of
the MOOC to the synchronous nature of the chat.

5 Conclusions

This research was motivated by the goal to import best practices and technologies
from the field of Computer Supported Collaborative Learning into MOOCs [9].
It is part of a broader effort drawing from two decades of research in Computer
Supported Collaborative Learning, where we are working to design an extension
of the edX platform to enhance instructionally beneficial discussion opportunities
available to students1. We are partnering with edX as a satellite collaborative,
seeking to involve researchers and developers from multiple universities, founda-
tions, and industrial organizations. Our long term vision is to seek to leverage
insights and methodologies from the field of Human-Computer Interaction more
broadly and encompassing both synchronous and asynchronous communication
very broadly. Our vision includes text, speech, and video based interactions,
instrumented with all sorts of intelligent support powered by state-of-the-art

1 http://dance.cs.cmu.edu
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analytics and leveraging language technologies and artificial intelligence more
broadly in order to offer contextually appropriate support.
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Abstract. In our journey exploring the effects of Open Student Model
(OSM) on students working with programming problems and examples,
we have incorporated the idea of social visualizations to extend OSM to
Open Social Student Modeling (OSSM). Although comparison features
in OSSM, where a student can compare herself to the group or individual
peers, have shown to increase students’ work, we now shift our attention
to other effects. The goal is to explore the OSSM effects beyond compari-
son, particularly metacognitive support, and we propose a representation
of the OSSM towards these lines.

Keywords: Open Student Model, Open Social Student Model, Metacog-
nition, Self-Regulated Learning, Group-Awareness

1 Introduction

Open Student Model (OSM, also called Open Learner Model or OLM) con-
sists of a set of features, usually visual and sometimes interactive, that shows
data of progress, mastery of knowledge, or other statistics of the activity of the
student to herself [3]. This data comes from the internal user model that the
computer-based educational system maintains to bring in adaptive and tutor-
ing functionalities [2]. By showing the user model to the learner, OSM fosters
metacognitive processes like self-awareness [4] and can be further used as a nav-
igational tool. In the past we have explored different forms of guidance based on
OSM. KnowledgeZoom (KZ) [1] implements a fine-grained student model based
on concepts hierarchically organize in an Ontology of Java programming. KZ
presents the student model using treemap that shows different levels of details
as the student “enters” each of the concepts. This approach allows the student to
have an overall view and a detailed view of her progress and knowledge gaps just
few clicks away. We have also incorporated the idea of social visualizations and
extended the OSM to an Open Social Student Modeling (OSSM) [8, 10]. OSSM
seeks for sharing aggregated or individual OSM among the students allowing
social comparison and social guidance dynamics. Figure 1 shows a screenshot of
the MasteryGrids system, our current OSSM implementation. The first 3 rows
represent the progress of the current student, the comparison between the stu-
dent and the group, and the progress of the rest of the class, respectively. Cells
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represent topics, ordered as they are covered in the course. Darker colors mean
higher progress in the content. The student progress is colored in shades of green,
and the group (the average of the class) is represented with a blue color palette.
The middle row shows a differential color that turns green when the student
is more advanced than the group and blue otherwise. By clicking in a cell, the
student has the access to educational material included in the selected topic (in
the figure, the cell corresponding to the topic Loops While has been clicked.)
The second group of cells shows the progress of all individual students in the
class, anonymized, ranked by the amount of progress (advanced students at the
top) using shades of blue.

Fig. 1. MasteryGrids OSSM interface.

Overall, our efforts to implement OSSM have been focused on exploiting
comparison effects and we have observed in classroom studies that this kind
of features make students work more and follow others [8, 10]. Also, the sort
of guidance produced by advanced students over non-advanced students is quite
conservative, and we further proposed a guidance approach incorporating OSSM
and adaptive navigation features (work presented as a poster in AIED 2015 1).
We now shift our attention to explore the OSSM effects beyond comparison,
particularly how OSSM can be applied to support metacognitive processes in-
volved in self-regulated learning activities. The motivation for our vision comes
from two areas. On the one hand, the strong ideas behind OSM are related
to metacognitive support: OSM increases self-awareness and self-control of the
learning process [4]. We believe that the metacognitive support of OSM reaches
another level in OSSM. For example, OSSM can give students a sense of common
difficulties helping them to make better self-judgments when facing failure. On
the other hand, although our approach to OSSM does not incorporate direct in-
teraction and collaborative tools, there is a sort of “indirect interaction” or “soft

1 Poster title: Off the Beaten Path: The Impact of Adaptive Content Sequencing on
Student Navigation in an Open Social Student Modeling Interface
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collaboration” happening mediated by the cognitive aspects of the group infor-
mation displayed. This social dimension can be used to enrich OSM features, for
example, to guide students using the traces of others. In the next sections we
explore related work about open student model, metacognition in self-regulated
learning, the measures of metacognitive processes in computer-based learning en-
vironments, and social awareness in computer-based collaborative environments,
and from these ideas we propose a representation of OSSM.

2 Open Student Model and Metacognition

Open Student Model (or Open Learner Model) discloses the user model that the
system maintains to the learner. As a result, OSM is a tool for self-awareness
and learning monitoring. In the review of OSM work, Bull and Kay [4] described
different systems incorporating OSM features or indicators supporting metacog-
nition, including high level indicators of performance, OSM negotiation features
(the learner can negotiate her user model with the system), and fine-grained
indicators at finer levels of knowledge components (for example, concepts). Fine-
grained conceptual representations of OSM, where the student can discover gaps
in her knowledge that are hidden in high level indicators, have been attempted in
a number of works [11, 13]. A common approach to fine-grained models involves
a detailed domain model that can be represented as a concept-map or concept
tree where nodes are concepts in the domain linked by the ontological or seman-
tic relations among them. The learner model is an overlaid status of the learner
in each of the concepts and it is represented by using, for example, colors [3]. A
common problem of fine-grained models is that they can become very complex
and hard to understand by the student. Visual techniques has been proposed
to deal with this issue, for example, our system KnowledgeZoom uses semantic-
zooming [1]. Open Student Model is also acknowledged to be of benefit when
shared. For example, the instructor can perform a detailed monitoring of the
learners, the learner can find collaborators by inspecting other models, compare
with suitable ones, or improve group awareness through open group model [3].
Our vision of OSM incorporates the idea of sharing the OSM (we call it Open
Social Student Model) and a fine-grained model that serves the student to make
a more precise judgement of her own learning process.

3 Self-Regulated Learning and Metacognition

The research in Self-Regulated Learning (SRL) puts importance to feedback
mechanisms in the development of cognitive and metacognitive processes. Feed-
back is not only related to the learner seeing summaries of her activity traces
or providing information to others or the educational system, but also the in-
ternal feedback processes the learner develops while reflecting on the activities,
for example the update of beliefs about herself and beliefs about the content of
study [5]. Moreover, Butler and Winne [5] noted the heterogeneous and adaptive
nature of self-regulation (here adaptive refers to the behavior of the learner that
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adapts during the learning experience) and they stressed the need of study it in a
finer grain, i.e. continuously, while the learning activity is being performed. They
proposed a broader view of self-regulated learning and feedback by describing
four stages or elements: knowledge and beliefs, selection of goals, tactics and
strategies, and monitoring. We take on this view and see ideas that can be ap-
plied in OSSM in each of these 4 stages. For example, for knowledge and beliefs,
OSSM might project conflicting information to learner’s self-efficacy beliefs (as
the learner can compare her performance against others), and this discrepancy
could be set to improve self-beliefs when possible. About goals, feedback can help
the learner to set her goals and to make a good decision while navigating the
content. Establishing a proper strategy to accomplish a goal might be difficult
when the task is unfamiliar to the student, and here OSSM can use traces of
other students to implement navigational guidance. Monitoring processes need
to be supported by feedback information regarding both the current goal and
about the progress on the learning activities.

Greene and Azevedo [7] saw the opportunity that Computer-Based Learn-
ing Environments (CBLEs) introduce for observing and measuring the learn-
ing process in detail, and reported a number of works using different forms of
metacognitive measures and interventions in CBLEs. According to them, there
are three types of techniques for measuring metacognition: 1) by self-reported
instruments usually applied before or/and after the learning activity, 2) by using
activity logged by the system or collected by sensors, and 3) inferred from ex-
plicit feedback given by the learner as the result of interacting with the system.
They emphasized the idea that fine-grained metacognitive measure allows differ-
ent levels of analyses, including semantic and statistical analyses of the activity,
and analysis of sequences of actions in the time, which is in line with what But-
ler and Winne [5] recognized as necessary to study metacognition: continuous
and on-line measurements. From the summary of Greene and Azevedo [7], we
consider three broad ideas to incorporate in OSSM. First, it is important that
the OSSM system collects all possible information while the learner performs
the learning activities. Second, richer analyses and guidance can be achieved by
incorporating some sort of dialogue or active interaction in the system that can
be used to capture self-reported metacognitive state in real-time (for example
asking the student what was the most difficult exercise, or asking the student to
verify her model and write down her corrections). Third, the representation of
the user model evolution over time (for example the progress in the last week),
along with representation of the sequences of actions of the student and of the
group or peers, can contribute to a better monitoring and planning tasks.

4 Social Awareness Tools

Janssen and Bodemer [9] summarized ideas of cognitive group awareness and so-
cial group awareness in collaborative activities supported by computer. Aware-
ness, a process of inherent metacognitive character, can be of the type Cognitive
Group Awareness, mainly about the knowledge and expertise of others (content
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space), or of the type Social Group Awareness, mostly about the levels of par-
ticipation or engagement of peers and the quality of the interaction (relational
space). Both broad types of group awareness are not exclusive of each of the
spaces. For example, Cognitive Group Awareness also interacts with the rela-
tional space. Following this framework, we situate our idea of OSSM as a Cogni-
tive Group Awareness (OSSM shows the knowledge/progress model of peers and
the group), and we see the value of incorporating a dimension of Social Group
Awareness, for example, by showing indicators of visits, attempts, and other cur-
rent activity made by peers. Also, as Janssen and Bodemer suggested [9], using
Cognitive Group Awareness features will also produce an impact in the rela-
tional space and we should not ignore it. For example Glahn, Sprecht and Koper
[6] observed that even though a group awareness indicator (showing average of
the group performance) produces the longest and strongly positive effect in the
amount and the quality of work, it also produces frustration in non-contributing
users and in some cases, the belief of vicious competitive behaviors of others.
Moreover, the question is how to grasp the benefits of the group awareness fea-
tures in OSSM on both content and relational spaces. Different group-awareness
tools are implemented by Papanikolaou [12] in the system INSPIREus, includ-
ing indicators of effort, progress, working style, personalization features, and so-
cial construction of knowledge (summarizing the type of discussions in forums).
Students reported that the indicators allowed them to better understand their
weaknesses and helped them to better plan their activities. We take on these
ideas to incorporate different types of indicators for reflection, self-monitoring
and comparison, specially, by combining indicators of activity with pedagogical
information that sets the context of the desired metacognitive processes. Similar
to INSPIREus, we maintain a domain model consisting of concepts mapped to
the content material and activities, and structured using different semantic rela-
tionships, which can be used to provide indicators at different levels, for example
high level indicators summarizing a topic.

5 A Concept-Map OSSM

We propose to complement our current OSSM MasteryGrids with a network
representation of the concepts as the student progress in the learning activities.
Activities are mapped to a set of finer grained concepts and these concepts get
connected as the student practices activities containing pairs of concepts. Thus,
the network representation or concept map, gets more connected as the student
practices the concepts with different other concepts. We recognize that in many
domains mastery is reached as the student is able to connect different concepts.
We hypothesize that this concept map will allow students to have a finer and de-
tailed view of their models, thus engage them in deeper metacognitive processes.
On the other hand, the representation grows naturally as the student connects
concepts, thus giving an idea of the dynamic progress or advance in pursuing
learning goals. We plan to incorporate features supporting other metacognitive
processes of goal setting and learning strategy. The learner should be able to
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choose concepts she wants to target, and the OSSM incorporates an indicator
of the overall progress of the goal set. Recommendation and navigational clues
are giving to signal concepts that should be targeted first and which activities
to do to progress on those concepts. Collaborative filtering techniques can be
used to grasp the wisdom of the crowd in order to power such recommendation
mechanisms. For example, once a goal is set, the system can find the traces of
other students that set similar goals in the past and use this information to rec-
ommend which activities to do. Each concept in the map can show information
of the overall activity of the group related to the concept, for example to give an
average of the progress on the concept. One important aspect on OSM is letting
the learner correct or negotiate the model. Our implementation should allow
students to change their knowledge levels through selected assessment items.
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Abstract. In working towards unraveling the mechanisms of productive collab-
orative learning, dual eye tracking, a method where two people’s eyes are 
tracked as they collaborate on a task, is a potentially helpful tool to identify 
moments when students are collaborating effectively. However, we are only 
beginning to understand how eye gaze relates to effective collaborative learning 
and how it fits in with other data streams. In this paper, we present three broad 
areas of analysis where we believe dual eye tracking will promote our under-
standing of collaborative learning. These areas are: (a) How eye gaze is associ-
ated with other communication measures, (b) how eye gaze is associated with 
task features, and (c) how eye gaze relates to learning outcomes. We present 
exploratory analyses in each of the three areas using a dataset of 28 4th and 5th 
grade dyads working on an Intelligent Tutoring System for fractions. Our anal-
yses illustrate how dual eye tracking could be used in conjunction with other 
data streams to assess collaborative learning. 

Keywords: collaborative learning, intelligent tutoring system, dual eye tracking 

1 Introduction 

Collaboration can be an effective tool for learning; however, it can be difficult to 
identify the mechanisms of collaboration and how students’ actions may lead to learn-
ing when working in a group. The communication between partners plays a large role 
in the success of the group [3], and there are many different processes that happen 
during a collaborative session that can affect learning such as speech, joint attention, 
and tutor feedback. By analyzing these different processes separately and together, we 
may be able to develop a better understanding of the collaborative learning process. In 
this paper, we specifically focus on dual eye tracking, a method where two people’s 
eyes are tracked as they collaborate on a task, with an Intelligent Tutoring System 
(ITS) and explore how it could be used with other data streams to analyze students’ 
collaborative interactions. By using multiple data streams that include eye gaze, we 
may be able to have insights into collaboration that were not otherwise possible. 

Research shows eye gaze is tied to communication, making eye tracking a promis-
ing method to use for the analysis of collaborative learning [9]. Previous research has 
shown that there is a link between eye gaze and speech [4], [9]. When people hear a 
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reference through speech, their eye gaze will follow that object [9], and when people 
are describing a picture, their eye gaze will look at the relevant part of the picture 
before it is described [4]. These studies show a link between speech and eye gaze that 
goes in both directions. This same pattern follows when people are working on a task 
together. There is a coupling of the collaborators’ eye gaze around a reference [12]. 
The eye gaze has a closer coupling when each of the collaborators has the same initial 
information and when there is a shared selection [7], [12], suggesting that task fea-
tures influence eye gaze. The coupling of eye gaze between collaborating partners 
may be an indicator of quality interaction and better comprehension [6], [11]. It also 
may be associated with better learning because there is more comprehension and un-
derstanding from the interactions with a closer coupling of eye gaze. Much of the 
previous work has focused on the correlation of eye gaze with speech, but it is still an 
open question of how dual eye tracking can be used to assess the effectiveness of 
collaboration in terms of learning and how it is associated with other process data, 
especially within an ITS. 

In this paper, we will explore three types of broad questions that can be answered 
by using dual eye tracking: (a) How is eye gaze associated with other communication 
measures, (b) how is eye gaze associated with task features, and (c) how is eye gaze 
associated with learning outcomes. By answering these questions we may have a bet-
ter understanding of how the interface of an ITS relates to both speech and the learn-
ing process while students are collaborating. There are multiple measures that can be 
gathered through dual eye tracking to understand eye gaze. In this paper, we will fo-
cus on one such measure, joint attention, which measures the relative amount of time 
two students are looking at the same area at the same time and corresponds to a very 
close coupling of eye gaze. Using a dataset of 4th and 5th grade students working on a 
fractions ITS, we explore a specific question in each of these three broad areas. These 
exploratory analyses demonstrate the potential of questions involving dual eye track-
ing and other data streams to be used to analyze collaborative learning. 

2 Methods 

2.1 Experimental Design and Procedure 

Our data set involves 14 4th and 14 5th grade dyads from a larger study [10]. The dy-
ads were engaged in a problem-solving activity in a collaborative ITS for fractions 
learning while communicating through audio only using Skype. Each dyad worked 
with the tutor for 45 minutes in a lab setting at their school. The morning before 
working with the tutor and the morning after working with the tutor, students were 
given 25 minutes to complete a pretest or posttest individually on the computer to 
assess their learning. Through the lab set-up in the school, we were able to collect 
dual eye tracking data, transcript data, and tutor log data in addition to the pretest and 
posttest measures for multiple stream of data. 
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2.2 Tutor Design 

The ITS was developed using Cognitive Tutoring Authoring Tools and consisted of 
two problem sets, targeting procedural and conceptual knowledge. The tutor provides 
standard ITS support, such as hints and feedback [14], combined with embedded col-
laboration scripts. Each student had their own view of the collaborative tutor that 
allowed the students to have a shared problem space and synchronously work while 
being able to see slightly different information and to take different actions. Three 
different features supported the student collaboration. On some tutor steps, the stu-
dents were assigned roles where they were either responsible for entering the answer 
or for asking questions of their partner and providing help with the answer. We sup-
ported other problem steps through individual information [13]. Here the students 
were each provided with a different piece of information that they needed to share 
with their partner. The final feature that was used to support collaboration was cogni-
tive group awareness [5]. This feature was implemented in the tutor by providing 
each student an opportunity to answer a question individually before seeing each oth-
er’s answers and being asked to provide a consensus answer.  

2.3 Data and Dependent Measures 

A computer-based test was developed to closely match the target knowledge covered 
in the tutors. The test comprised of 5 procedural and 6 conceptual test items, based on 
pilot studies with similar materials. Two isomorphic sets of questions were developed, 
and there were no differences in performance on the test forms, t(79) = 0.96, p = 0.34. 
The presentation of these forms as pretests and posttests was counterbalanced. 

In addition, to pretest and posttest measures, we also collected process data includ-
ing tutor log data, transcript data, and dual eye tracking data. The log data consisted 
of the transactions that the students took with the ITS. These include attempts at solv-
ing each step together with the request of hints and errors. 

We coded the dialogue transcript data using a rating scheme with four categories: 
interactive dialogue, constructive dialogue, constructive monologue, and other. For 
our analysis, we focused on the interactive dialogue, in which students engage in ac-
tions such as co-construction and sequential construction. Interactive dialogue aligns 
with ICAP’s joint dialogue pattern [2]. Our rating scheme was developed to look at 
groups of utterances associated with subgoals (i.e., a group of steps that all are for the 
same goal) to account for the interactions between the students. An inter-rater reliabil-
ity analysis was performed to determine consistency among raters (Kappa= 0.72). 

In addition to collecting log data and transcript data, we also collected dual eye 
tracking data using two SMI Red 250 Hz infrared eye tracking cameras. We calculat-
ed a measure of joint attention through gaze recurrence [1], [8]. Gaze recurrence is the 
proportion of times where the fixations are at the same location for each student. To 
calculate the joint attention from the gaze data, we used gaze recurrence with a dis-
tance threshold of 100 pixels to approximate the percentage of time that students were 
looking at the same thing at the same time. This distance threshold was chosen to 
align with prior research [6] and is close to the size of the interface elements. 

AIED 2015 Workshop Proceedings - Vol 3 27



3 Research Questions and Analysis 

The first broad area of analysis is how eye gaze is associated with other communica-
tion measures. Within this area, we investigated how joint attention differs between 
subgoals without talk and subgoals with talk. We also explored whether or not there is 
an interaction with the subgoals that have errors. Based on previous work, we hypoth-
esize that subgoals with talk will have a higher level of joint attention than subgoals 
with no talk since talk has been found to be coupled with eye gaze and speech might 
guide the visual attention [9]. In addition, we hypothesize that subgoals where an 
error occurred will have a higher level of joint attention compared to subgoals where 
no error occurred because there will be a visual red mark on the screen for the stu-
dents to discuss [12]. To investigate the association between talk and joint attention, 
we used a hierarchical linear model with two nested levels to analyze how the talk 
during subgoals related to the joint attention. At level 1, we modeled if talk occurred 
and if one or more errors occurred for the subgoals. At level 2, we accounted for ran-
dom dyad differences. We found no effect of errors on joint attention, so it was re-
moved from the model. We found greater joint attention for subgoals that had talk (M 
= 0.25, SD = 0.13) versus those that did not (M = 0.22, SD = 0.14), t(1705)= 12.66, p 
< .001, showing a coupling between talk and joint attention that extends previous 
results to younger learners working in an ITS environment. 

The second broad area of analysis is how eye gaze is associated with task features. 
For this area, we investigated how eye gaze is associated with the tutor’s three types 
of collaboration support. Based on previous work, we hypothesize that subgoals sup-
ported through individual information would have the lowest joint attention since 
there is no joint reference for the students on the screen [7]. To investigate the associ-
ation between collaboration features and joint attention, a hierarchical linear model 
with two nested levels was used to analyze how collaboration features relate to the 
joint attention. At level 1, we modeled the type of collaboration support of the sub-
goals along with the talk type to control for this covariate. At level 2, we accounted 
for random dyad differences. We found that the joint attention for subgoals that were 
supported through cognitive group awareness (M = 0.19, SD = 0.11) was lower than 
that for subgoals supported through roles (M = 0.25, SD = 0.14), t(1705)= -4.19, p < 
.001, indicating that task type has an impact on joint attention. 

The third broad area of analysis is how eye gaze is associated with learning. Within 
this area, we investigated how joint attention correlates with learning gains for con-
ceptual and procedural knowledge. Based on previous work where we analyzed the 
first four questions (opposed to the entire session) [1], we hypothesize that joint atten-
tion will be correlated with conceptual learning gains, but not procedural learning 
gains, because a deeper understanding is needed to acquire the conceptual information 
that can be supported through joint attention [11]. To investigate this question, we 
computed a linear regression between posttest score and joint attention while control-
ling for pretest scores. Individual pretest and posttest scores were averaged for each 
member of the dyad for a single score for each dyad, and the joint attention was calcu-
lated for each dyad for the entire 45-minute session. Our results replicate previous 
findings, where for the conceptual condition, there were no significant results for 

AIED 2015 Workshop Proceedings - Vol 3 28



conceptual or procedural posttest scores. For the procedural condition, there was no 
significance for procedural posttest scores, but joint attention significantly predicts 
conceptual posttest scores when controlling for conceptual pretest score, t(10) = 2.6, p 
= 0.03, showing joint attention may be more important for gaining conceptual 
knowledge on procedural problems, whereas students working on the conceptual 
problems were able to learn the same information with less joint attention. 

4 Discussion 

Although the correspondence of eye gaze with speech has been studied before, it is 
still an open question of how dual eye tracking can be used to assess the effectiveness 
of collaboration in terms of learning and how it is associated with other process data. 
In this paper, we explore the importance of eye gaze for collaborative learning analy-
sis by presenting three different areas of analysis for using dual eye tracking data. 
Although the results are preliminary, these questions provide a broad structure and 
illustrate the potential of dual eye tracking to be used with other data streams. 

Can dual eye tracking be used to understand the collaborative learning process? 
Through our analysis, we found that subgoals where talk occurs have a higher level of 
joint attention, extending previous results to younger learners and an ITS environment 
[12]. This result indicates that in an environment where there is step-by-step guidance 
and steps are revealed one at a time, which may guide eye gaze, there is still a benefit 
of speech for referencing items on the screen. Although we did not find any impact of 
errors on joint attention, analyzing the joint attention immediately after an error may 
provide a better indication of the effect of errors on joint attention. In addition, we 
found that subgoals supported through cognitive group awareness had a lower level of 
joint attention compared to those supported through roles showing the importance of 
the task features on collaboration. The difference between collaborative features on 
joint attention may be because the students would be looking at different points while 
answering individually and would then be looking at their partner’s answer after it is 
revealed on cognitive group awareness, which may split the attention of the partners. 
We also used dual eye tracking to identify moments where collaboration may success-
fully support learning. We found joint attention as a significant predictor of conceptu-
al posttest scores in the procedural condition, showing collaboration and joint atten-
tion may be important for conceptual knowledge specifically when it is not being 
directly supported. Although the results are preliminary, they show the potential of 
using dual eye tracking along with other data streams to better understand collabora-
tion. For collaborative learning, dual eye tracking can provide insights into tasks that 
elicit collaboration as well as providing insights into how joint eye gaze interacts with 
other communication measures to impact learning.  

For future work, we would like to expand the three areas of analysis around dual 
eye tracking beyond joint attention. There are other measures such as AOIs (areas of 
interest) analyses and gaze patterns that would be of interest in each of the three areas 
and can be measured through dual eye tracking. These different measures of eye gaze 
would not only provide additional ways of comparing collaboration within groups by 
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looking at AOIs and gaze patterns that occur for partners at the same time, but would 
also allow the comparison to students working individually to see how collaboration 
affects the learning process. In addition, in our analyses so far, we have analyzed joint 
attention at the subgoal level and the dyad level, but analysis at additional grain sizes, 
such as a few seconds around errors and the problem level, would allow us to ask a 
wider range of questions. This future work will build upon the analysis presented in 
this paper to further explore the three broad areas of analysis for dual eye tracking to 
shed light on the mechanisms of collaborative learning. 
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Preface 
 
At its origin, the field of Artificial Intelligence in Education (AIEd) aimed to employ 
Artificial Intelligence techniques in the design of computer systems for learning.  The 
25th anniversary of the IJAIEd is a good opportunity to interrogate the aims and aspi-
rations of the field, its past and current achievements, while the AIED conference 
constitutes a timely forum for such an interrogation.  This workshop explores ques-
tions such as: 
	  
• What is and what should be the role of AI in Education and conversely of Educa-

tion in AI?  Specifically, in the early days of AIED there seemed to be lots of AI 
in AIED, but now AI is more often a placeholder for any kind of advanced tech-
nology.  

• What is and what should be the motivation of AIEd as a field?  Supporting learn-
ing has been considered a great "challenge domain" for AI in that many of the big 
AI questions must be answered, at least to some extent, to build a sophisticated 
learning environment.  But, it seems that the ideas generated in AIED are neither 
influencing AI nor Education in any serious way.  Why not? 

• What is and what should be the balance of respective contributions to AIED from 
AI and Education as distinct fields of research and practice?  Both fields have 
well-established methodologies and practices, but the extent to which these are 
cross-fertilising under AIED is not clear. 

• A related question relates to the extent to which the results of AIEd research are 
meaningful to real educational practices?  Does the community even care?  

• What are the future directions for the field that could justify and maintain its 
unique identity? How does AIED differ from related disciplines such as Learning 
Sciences, ITS, and CSCL?  Or are these just labels for essentially the same re-
search discipline? 
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Whither or wither the AI of AIED? 

Judy Kay 

School of Information Technologies, University of Sydney, Australia 
judy.kay@sydney.edu.au 

 
Abstract. This position paper explores the relationship between the his-
toric roots of AIED and the challenges of restricting our vision to 
EdTech that has AI. It argues that the founders of AIED had a broad vi-
sion of the field, primarily driven by the goals of creating advanced 
technology for personalised learning. They were not wedded to a tech-
no-centric view, demanding use of particular techniques that are now 
thought of as “AI”. The paper argues that we have accepted work with 
no AI, notably in Open Learner Modelling. We discourage, either di-
rectly or just because of our name, work that is true to the AIED found-
ers’ vision. In doing so, we miss many exciting and promising ways to 
create better technology for education. 

1 What was the AI in the initial vision of AIED?  

So how did we come to be called AIED in the first place? In the early 
days of computing research, AI had a very broad brief.  It was driven by 
the vision that computers would one day be able to emulate the actions 
we describe as intelligent when people do them. What a bold vision this 
was --- at a time when computers were very slow, expensive and avail-
able only in research labs, military and business contexts. AI research 
stood in stark contrast to other the major areas of computing, such as 
hardware, operating systems, programming languages and numerical 
analysis.  It was AI that looked to real world applications and creating 
the visions of science fiction. 
 
AIED was born in the 1970s, with its first conferences in the 1980s 
(Self, 2015). It aspired to create applications that could help people 
learn. This was long before it was possible for most learners to even 
see, let alone use, a computer. A widely cited driver for our AIED re-
search was the vision that computers could help achieve Bloom’s fa-
mous 2-sigma learning benefits from personalized teaching by an ex-
pert teacher (Bloom, 1984).  Our community is still committed to this 
goal. But it is useful to consider what it meant. 
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The classic early work in AIED identified four key elements:  

• domain expertise;  
• teaching expertise;  
• student model; and  
• user interface.  

 
And so, the goal of researchers was to explore any or all of these archi-
tectural elements, towards building what was called an Intelligent Tu-
toring Systems (ITS) or AIED system. Overall, for both AIED and ITS, 
one key goal was to create computer systems that could provide per-
sonalised teaching, just as a knowledgeable teacher with expert teach-
ing skills could do. We still aim to do this. And another goal was to 
support excellent user interfaces --- with what we may now call natural 
user interfaces (such as natural language and speech) and rich forms of 
interaction (such as graphical user interfaces that are now the norm). 
The spirit of their vision included creating systems and interfaces that 
both mimic human expert teaching and to use other techniques that are 
better suited to machines. 
 
Since our early days, when the AIED community chose its name, a 
great deal has changed for AI, computing broadly, even for the behe-
moth of formal education and the commercial interests associated with 
those institutions and broader education. In parallel, AIED research has 
evolved in important ways. The next part of this paper explores these 
differences as a foundation for arguing that AI still has a place in AIED, 
but that it is not necessary for the still worthy and, as yet, unreached 
core vision of our founders. 

2 How has AI changed since the birth and naming of AIED?  

AI has become mainstream in the sense that it is part of the technology 
that each of us uses each day. This is well illustrated in the following 
descriptions from the EdX Introduction to AI1.   
 
Artificial intelligence is already all around you, from web search to video games. AI 
methods plan your driving directions, filter your spam, and focus your cameras on 
                                                             
1 https://www.edx.org/course/artificial-intelligence-uc-berkeleyx-cs188-1x-

0#.VQzBWUaI0k4 
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faces. AI lets you guide your phone with your voice and read foreign newspapers in 
English. Beyond today's applications, AI is at the core of many new technologies that 
will shape our future. From self-driving cars to household robots, advancements in AI 
help transform science fiction into real systems.  
 
I have added the bold font to highlight the sampler of technical areas 
alluded to: planning, filtering, vision, natural language translation. AI 
has been so successful that it has resulted in many off-the-shelf tools 
for these tasks, and for many other core AI tasks. AI has also changed 
from its focus on deep reasoning to large-scale statistical methods. This 
partly reflects the huge drop in the cost of memory and processing, 
along with the availability of networking. So, for example, an area like 
natural language translation has shifted from an early focus on user 
modeling and deep reasoning to statistical techniques for machine 
learning that makes use of large corpus data, particularly text which 
occurs naturally in online materials such as books, newspapers, social 
media sites, Wikipedia…. Where early work often involved complex 
reasoning, now it is possible, and sensible, to explore far simpler meth-
ods that harness huge amounts of data to achieve more robust and prac-
tical systems. 
 
AI has earned a place as part of a standard computing undergraduate 
degree. Similarly, some other core areas of the computing syllabus in-
clude databases, HCI, software engineering, graphics. Such areas have 
now established a substantial collection of techniques that belong in the 
computing professional’s toolkit. All of these, not just AI methods, 
should be used to achieve the core goals of AIED.  
 
AI has achieved much in its long history, often resulting in new com-
munities that are more problem-, rather than technique-focused. For 
example, robotics researchers have their own publication venues; while 
they may also publish in AI venues when they create a new contribu-
tion to the body of knowledge in AI, their core goals are to create effec-
tive robots. High impact research may be based on new ways to make 
effective use of existing software tools for AI, database, graphical, lan-
guage, vision systems…. Similarly, separate communities have 
emerged in areas that are central to the AIED vision of effective inter-
faces, notably natural language generation and understanding and sys-
tems based on vision and depth sensing to provide NUI, natural user 
interaction. This offers support for learning away from the desktop. It 
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opens possibilities for just-in-time learning, teachable moments and 
kinesthetic interaction that can be valuable for learning. 
 
In summary, AI is pervasive and it is just one, of many, software tools 
that AIED researchers should draw upon to create the future of tech-
nology to enhance learning and education. 
 

3 How has education changed since the birth and naming of 
AIED?  

Over the history of AIED, computing has changed radically. Every po-
tential learner in the developed world now has easy access to many 
forms of computers in their daily lives. And they will have many more, 
including personal devices, wearables, mobiles, portables and desktops 
and well as embedded systems such as interactive tables and walls and 
smart environments. The interface will have input modalities that in-
clude natural language, speech, gaze and gestures as well as keyboard 
and mouse. Diverse sensors will provide indirect input, such as eye-
tracking, mood detectors and activity trackers. Even in the developing 
world, there is increasing availability of personal technology, particu-
larly mobile phones. 
 
This explosion of computing devices has finally begun to have a deep 
impact on education, both formal and informal. Our educational institu-
tions make extensive use of computers. Those uses range from core 
productivity tools, through to tools for particular disciplines as well as 
personalized and collaborative learning tools. They link the formal and 
informal, for life-wide learning support.  
 
This has seen the emergence of communities that follow the AIED 
founder vision for using technology to enhance education. One recent 
example has seen the emergence of the Learning Analytics community. 
They represent the mainstream of education exploring ways to harness 
data from even administrative tools (such as those used to capture de-
tails of student demographics) and certainly for widespread learning 
tools, such as Learner Management Systems.  
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Another emerging example, this time for lifelong, life-wide learning is 
due to sensor technology. For example, wearable activity trackers can 
be viewed as a valuable data source to an AIED system. They are a 
form of the interface element, just as surely as a keyboard, drawing 
tablet or spoken input is.  Such sensors can play a key role for personal-
ized teaching, such as interfaces to help people set effective goals and 
plans, self-monitor progress on these, discover which personal strate-
gies are effective for achieving goals and to learn about new strategies.  
 
Yet another recent EdTech innovation is the MOOC. This is exciting on 
several levels. MOOCs offer the possibility for a very broad population 
of learners to have access to high quality personalised learning oppor-
tunities. MOOC platforms emerged from the elite computer science 
research world. This is striking as computer scientists, with outstanding 
expertise in diverse areas of computing, have so clearly committed to 
creating innovative teaching systems. MOOCs provide exciting green 
fields for EDM and for translating our years of AIED research into 
widely used software systems. 
 
These illustrate just three of many trends that matter for AIED. They 
are pervasive and have high impact. All are currently outside the core 
of what some members of our community see as AIED. There is a real 
risk that a paper reporting any of these would be rejected for lacking AI. 
And authors may assume this, and submit such work elsewhere. Yet all 
three do offer personalized learning, as the term is described in the 
broader community. All have data about learners and it is widely rec-
ognized that this data is important for informing the learning. Should 
we call that data a learner model? Why not? Do those communities 
consider it a learner model? Probably not. Should we object to calling 
such data a learner model representation just because it is simple by AI 
standards, rather than complex. Surely these classes of EdTech are 
within the scope of the vision of the AIED founders. 

4 How has AIED changed? And not? Personal case studies. 

The last section suggested that AIED has not changed enough to keep 
up with the dramatic shifts in the real world of education. This section 
explores some of the ways that the AIED community has already made 
steps towards accepting research that has little or no AI. There have 
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been AIED papers dealing with essentially the software engineering 
aspects of sophisticated AI systems. For example, these include the 
creation of interfaces to make it easier for non-technical users to design 
and modify the teaching in a complex AIED system; such work tackles 
the problem that an AIED system needs a better user-friendly interface.  
 
But there has also been work that has no element of AI at all. Lest I risk 
offending others, I illustrate this in terms of my own work that has been 
published in AIED and ITS venues but does not have AI. As a young 
researcher, I was excited at the AIED vision of creating personalized 
teaching system. I concluded that a key is the learner model because it 
drives the personalisation, based on its data about the learner. But I was 
also committed to treating the learner model as the personal data of the 
learner and to respect the asymmetry in the relationship that should ex-
its between a person and a machine, where the person should be able to 
maintain a sense of control. 
 
This focus led me to work on creating learner models that respected the 
learner’s right to control their own data, to help the learner to be re-
sponsible for their own learning. As a foundation for learner control, I 
concluded that it was important to create learner modeling middleware 
that was designed, from its foundations, to enable the learner to scruti-
nize the learner model and the associated personalization processes. 
Issues of personal data privacy are not mainstream AI concerns. But 
they are important for real world deployments. This is reflected in the 
2012 workshop by leaders of the MOOC community, resulting in the 
Asilomar Convention for Learning Research in Higher Education2. 
While the philosophical standpoint of learner control was a key driver 
for my research, there are also more pragmatic aspects. One relates to 
the deeply fallible process of learner modeling. Since the data about 
learners is generally noisy, unreliable and incomplete, I wanted to cre-
ate interfaces to the learner model, Open Learner Models (OLMs), that 
enabled the learner to see their model and how teaching applications 
interpret and use it. This could enable them to correct it. They could 
also alter it in other ways if they wished to introduce incorrect data. 
(The underlying representation avoids this from corrupting the model, 
and supports multiple views and interpretations of the model). That 
work was accepted by the AIED and ITS communities, as evidenced by 
                                                             
2 http://asilomar-highered.info/ 
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publications, such as Kay (2000; 2000a), Kay & Lum (2005) and 
Czarkowski et al (2005). The learner model representations in that 
work did not require, or make use of, sophisticated AI. 
 
Concerns for systems aspects led to my work on user and learner model 
servers. This is important for practical systems, but it is not AI (Kay et 
al 2002; Brusilovsky, 2003; Brusilovsky et al, 2005; Assad et al, 2007; 
Kay and Kummerfeld, 2012). Designing OLM interfaces is essentially 
HCI, with a strong focus on user-centred design, rather than AI. The 
challenge of building systems that work effectively also makes it desir-
able to create the simplest technical solution that is effective, in that it 
achieves the intended task. This is good software engineering, good 
sense and also an excellent foundation for creating OLM interfaces that 
are simple enough make the model understandable and scrutable. In 
line with the view of learning data as belonging to the user and under 
their control, even my earliest implementations of the learner model 
placed it outside any single application (Kay 1994). The move to learn-
er model servers (Kay et al, 2002) continued the move towards a cloud-
based independent learner model as a first class citizen (Kay 2008; Bull 
and Kay 2010). None of these concerns are AI. 
 
Learner models are clearly core to AIED; they are one of the four ele-
ments of personalized teaching. Papers on OLMs have been published 
in our journal and conferences, as reviewed by Desmarais and Baker 
(2012). Some have used sophisticated AIED representations, such as 
cognitive and constraint-based models and Bayesian nets. However, my 
own work, and key work by other prominent OLM researchers has typ-
ically had rather simple learner models. There was no need for complex 
AI techniques. The defining characteristic of an OLM is that it provides 
an interface onto a data structure where both were explicitly designed 
to provide a view of the learner model that would be useful to the 
learner.  
 
A foundation for designing a learner model is the definition of the do-
main ontology and the processes to transform learning data into infer-
ences about that learning ontology. In my work, it could more accurate-
ly be described as defining the curriculum in terms of the learning ob-
jectives. Then the inference is essentially a mapping from learning data 
onto that curriculum, using the simplest effective interpretation. While 
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some reviewers have criticized some of this work for the lack of AI, 
they have never explained why a more complex AI approach would be 
useful or how such modest and simple approaches are inadequate to the 
task. Nor have they argued the work is not useful. I believe that OLM 
research is true to the aspirations of the founders of the AIED commu-
nity, even if it has no element of what is currently AI. 
 
While OLM research is accepted in AIED, my other current research 
involves creating interfaces for surface computing, with large screen 
interactive tabletops and walls. This is exciting stuff. Some of it has 
made it into AIED venues (Martinez-Maldonado et al, 2011, 2012, 
2013, 2014). This work used the data from small group interaction at a 
tabletop to model the effectiveness of collaboration. This used EDM 
methods to interpret the raw data, to distinguish more, and less, effec-
tive collaboration in groups of students. We trialled that work in a lab 
setting. However, when we moved into the wild, with real classrooms 
and real teachers, the actual demands of the classroom called for far 
simpler learner models. For this real world context, we took the same 
digital footprints of the learners, but this time presented them in very 
simple OLMs (Martinez-Maldonado et al, 2012, 2014). That was what 
met the teacher’s needs; it did not have or need AI for the core of the 
research. Some of it seemed to have enough AI or OLM content to 
make to our conferences, much did not. 
 
In summary, the publications of the AIED community already include 
some research that provides innovative teaching systems but does not 
need AI and reports none. But we still exclude other interesting and 
innovative work, or authors self-exclude it. 
 

5 Summary 

This position paper has argued that the foundation vision for AIED was 
to create personalised learning systems, with highly effective interfaces, 
and that this vision is still relevant to the AIED community. There is 
much that remains to be done if we are to create the four core compo-
nents of AIED architectures. But over the last 25 years, AI has changed, 
as has education and EdTech. We run the real risk of being left behind 
some of the most exciting and novel directions if we insist on restrict-

AIED 2015 Workshop Proceedings - Vol 4 8



ing our research to systems that create or use AI, as it is understood 
today.  
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Abstract This paper proposes to define the field currently known as AIED 
not in terms of the technology used, but in terms of system behavior. Specifical-
ly, it is proposed that AIED is the science and engineering of systems that adapt 
to learners, so as to help bring about effective, efficient, and enjoyable learning 
experiences. But what, in general, is adaptivity? Intuitively, being adaptive 
means that the system adjusts the course of instruction in nuanced and effective 
ways based on learner differences, for example the goals and needs of individu-
al learners and group of learners. It is difficult to state necessary and sufficient 
conditions for the concept of adaptivity. Instead, I stipulate that a system is 
more adaptive to the degree that: (a) its design is grounded in a thorough (em-
pirical) understanding of learners in the given task domain, (b) it is appropriate-
ly interactive, and (c) it takes into account, in its pedagogical decision making, 
how individual learners measure up along different psychological dimensions. 
These factors help in comparing systems in terms of their degree of adaptivity. 
They imply that the presence of Artificial Intelligence technology is not a defin-
ing factor, even if it can be (and often is) instrumental in bringing about adap-
tivity.  

Introduction 

How we define our field (currently called AIED) influences how we position it vis-
à-vis other efforts to create learning technologies. This positioning is not merely aca-
demic. It may influence public perception and acceptance of our technologies. For 
example, it may influence how MOOC developers see the need for AIED technology 
in their courses, and may influence how the technology is accepted and spreads. Ex-
perts do not agree about how to define AIED or (relatedly) intelligent tutoring sys-
tems [25, p. 21], so the issue is not straightforward. How can we define our field in a 
way that is inclusive and honors its interdisciplinary nature, while also honoring the 
range of technologies that are typically being applied, whether AI technologies or 
not? 
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As with all educational technology, the goal of our field is to develop a science and 
practice for the design and implementation of technologies that can support effective, 
efficient, and pleasurable learning experiences for learners, groups of learners, in-
structors, and other stakeholders in the educational process. What sets our field apart 
is that we strive to make our systems  “intelligent” or “adaptive,” so as to be highly 
effective with a very wide range of learners. But what do these terms mean? Although 
the notion of intelligent and adaptive educational technologies is ill-defined, a shared 
intuition among researchers and practitioners may be that in order to be considered 
adaptive, a system must be sensitive to important learner differences; a system must 
have a nuanced way of deciding what, for a given learner or team of learners in a 
given situation, might be the best way of supporting them, given their learning history 
and learning goals. Such systems “understand learners” or, more broadly, “care,” as 
John Self famously argued [18]. 

Artificial Intelligence (AI) can often contribute to creating such systems. It has 
brought to our field a focus on representation and reasoning, and has highlighted 
modeling and investigations into the nature of knowledge as a key emphasis in the 
early days of AIED and intelligent tutoring systems (e.g., [19, 24]). Nonetheless, in 
my opinion, our field cannot and should not be defined in terms of whether the system 
has AI or not. One problem is that AI is an ill-defined concept – so it would merely be 
replacing one ill-defined concept (“adaptive learning technologies”) with another. 
More importantly, AI is neither necessary nor sufficient in order for learning technol-
ogies to be adaptive. The use of AI does not in and of itself make a system adaptive in 
a manner that supports learners effectively. Conversely, not all systems that are adap-
tive use AI. Also, defining our technologies in terms of the underlying technology 
seems fundamentally to be barking up the wrong tree. What matters is how learning is 
supported and whether learning is supported effectively. This viewpoint implies a 
focus on the behavior of systems [22] much more so than the underlying technology. 
The question whether AI to stay married to Ed is an interesting one. Perhaps this mar-
riage, which started out so interestingly, needs to now become an open marriage. 
Better yet, perhaps it needs to be reconceptualized, replaced with a broader, more 
productive vision, with a renewal of the vows! Definitely, AI should and will remain 
a central aspect of what we do but it should not be the defining characteristic. 

Intuitively, What is Adaptivity? 

Proposing that adaptivity should be the defining characteristic of AIED system 
begs the question, what is adaptivity? Intuitively, we assume that learners differ along 
(possibly) many dimensions (e.g., prior knowledge, affect, self-regulated learning 
skills) and that, all else being equal, instruction that takes these differences into ac-
count tends to be more effective than instruction that treats all learners as the same. 
Adaptivity is not binary, something a learning environment either has or does not 
have. Adaptivity is a matter of degree. Below I offer a more formal definition of adap-
tivity, first presented in Aleven, Beal, and Graesser [4]. The discussion in the current 
paper discussion in a paper currently under review [6], although it also broadens and 
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elaborates that discussion. Before I do so, perhaps it helps to get some obvious exam-
ples and non-examples on the table. We can then look at more borderline cases and 
offer a general definition for what it means for a system to be adaptive.  

Obvious (i.e., non-controversial) non-examples of adaptive learning technologies 
are for example textbook problems with final answers to each problem in the back of 
the book, especially when every student in the same class is assigned the same prob-
lems. Other examples that are probably not controversial are online text, lectures with 
Powerpoint slides, video lectures of famous professors, and documentaries. I am not 
claiming that these types of instructional material have no place in the educational 
process [14, 17]. They very well may but they seem to lack adaptivity. 

An obvious example of an adaptive learning technology may be an intelligent tu-
toring system, but what is it that makes it adaptive?  A typical answer from our field 
may be, a rich student model with many student-related variables (knowledge, affect, 
metacognition, motivation, social factors), updated in real-time, in a sophisticated 
manner, inferring the unobservable from the observable, and used in sophisticated 
pedagogical decision making at multiple levels. Each learner or team of learners gets 
the instruction that is most effective, efficient, or pleasurable for them. Instructional 
decisions are always based on nuanced, fully up-to-date information.  

It may be relevant also to point out that in many discussions about MOOCs and e-
learning, a very low bar is used when talking about personalization or adaptivity.  For 
example, Daphne Koller, one of the Coursera co-founders, in her Ted Talk 
(https://www.youtube.com/watch?v=U6FvJ6jMGHU), hails the ability to provide an 
error-specific feedback message (on an error discovered through data mining) as an 
important aspect of personalization of instruction in MOOCs. Further, in a widely-
used learning management system such as Moodle (https://moodle.org/) [16], even 
simple branching structures are considered to be adaptive forms of instruction, in 
contrast to the intuitions of many ITS researchers.  

A Somewhat Unsatisfactory Way to Define Adaptivity? 

Let me now examine a prior proposed definition of our concept of interest. The ar-
gument has been put forward that a key criterion for adaptivity in learning technolo-
gies is that the system has an inner loop [22], meaning that it provides step-level 
guidance during complex, multi-step problem solving or dialogues. This form of 
guidance is to be contrasted with answer-level guidance, in which feedback is provid-
ed only at the end of each problem. In his 2006 paper, VanLehn views the presence of 
an inner loop as a defining criterion for intelligent tutoring systems: “Systems that 
lack an inner loop are generally called Computer-Aided Instruction (CAI), Computer-
Based Training (CBT) or Web-Based Homework (WBH).  Systems that do have an 
inner loop are called Intelligent Tutoring Systems (ITS)” [22, p. 233]. In a later article 
[21], however, he seemed to back off: “Most intelligent tutoring systems have step-
based or substep-based granularities of interaction, whereas most other tutoring sys-
tems [emphasis added] (often called CAI, CBT, or CAL systems) have answer-based 
user interfaces.” Importantly, he points out that systems that provide step-based tutor-
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ing tend to have a stronger positive effect on student learning outcomes, compared to 
no tutoring conditions (i.e., a greater effect size) than systems that provide answer-
based tutoring (i.e., do not have an inner loop). VanLehn’s definition is attractive in 
many ways: It emphasizes adaptive behavior as a hallmark of intelligence, which 
seems right to us. It avoids debates about system architectures or about the thorny 
question, what is AI? It aligns with key empirical evidence. On the other hand, it is 
not without its shortcomings, reason perhaps that VanLehn seems to have backed off. 
Step-based guidance may not be very adaptive if the tutor can only recognize one 
particular set of steps through each problem. Also, certain desirable forms of adaptiv-
ity may not easily be viewed as step-level support (e.g., reacting to student affect or 
adaptive selection of problems in the system’s outer loop). Also, some systems that 
are commonly considered intelligent or adaptive have rather minimal inner loops such 
as ASSISTments [12], Wayang Outpost/Mathsprings [9], and Hint Factory tutors 
[20]. These systems all have a legitimate claim to being adaptive and intelligent. AS-
SISTments and Wayang Outpost/Mathsprings may not have an elaborate inner loop, 
but they have other features, such as being designed with a fundamental and sound 
understanding of student learning. Also, Wayang Outpost in its outer loop adapts to 
student metacognition and affect in certain ways. Similarly, Hint Factory tutors do not 
have on-board intelligence, yet behave like an intelligent tutor because of the next-
step hint capability.   

In this discussion, it is interesting to consider the degree to which specific forms of 
adaptivity are supported by empirical investigations (e.g., task analysis) and/or rigor-
ous research. For example, step-level feedback and cognitive mastery are strongly 
supported in the empirical ITS literature, as enhancing student learning [7, 8, 11, 15]. 
Although the ability to support multiple student strategies within a given problem is 
widely viewed as desirable, the only study I know that tested this assumption did not 
find evidence to support it [23].  

Adaptivity: A Proposed Definition 

Given these considerations, let me now highlight an alternative definition of adap-
tivity, first presented in a recent article by Aleven, Beal, and Graesser [4], who listed 
three key elements of advanced learning technologies.  For purposes of the current 
discussion, we can take this term to be synonymous with AIED; the key elements can 
therefore be viewed of key elements of the kind of adaptivity or intelligence we 
would like to see in our smart systems for education. 

   “Although defining ALTs (advanced learning technologies) is dif-
ficult, ALTs have 3 key elements to varying degrees: 

• First, these technologies are created by designers who have 
a substantial theoretical and empirical understanding of 
learners, learning, and the targeted subject matter. 

• Second, these systems provide a high degree of interactivi-
ty, reflecting a view of learning as a complex, constructive 
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activity on the part of learners that can be enhanced with de-
tailed, adaptive guidance. 

• Third, the system is capable of assessing learners, while 
they use the system, along different psychological dimen-
sions, such as mastery of the targeted domain knowledge, 
application of learning strategies, and experiences of affec-
tive states. On the basis of these assessments, the systems 
make pedagogical decisions that attempt to adapt to the 
needs of individual learners.” 

This definition lists factors, rather than necessary and sufficient conditions, thus 
acknowledging that adaptivity is an open-textured concept, that is, a concept whose 
meaning needs to be interpreted as we go, perhaps on a case-by-case basis, and per-
haps with a shift in meaning over time, as our field evolves and develops new and 
innovative forms of instructional support. Listing factors helps with defining the con-
cept flexibly in a way that enables us to talk about degrees of adaptivity, rather than 
view it as binary. It is interesting to point out, further, that these elements are technol-
ogy-agnostic; no specific technologies are mentioned or assumed. It is reasonable to 
think that the second and third key elements (interactivity with detailed guidance 
based on learner variables assessed by the system) will often involve AI technology. 
AI might be a particularly good match, given its emphasis on knowledge representa-
tion, reasoning, and problem solving, its concerns with diagnostic processes needed to 
infer and update learner models, and its concern with the nature of knowledge to be 
learned (e.g., [24]). Nonetheless, AI cannot be the one defining ingredient of what 
makes our systems adaptive. 

On a personal note, this definition marks an expected return to a central theme of 
my dissertation, which dealt with a tutoring system, CATO, for case-based legal ar-
gumentation, a quintessential ill-defined task domain [1, 2, 3]. CATO was designed to 
help beginning law students learn skills of argument by analogy, a common form of 
argument in the legal domain. That is, this work addresses debates about whether a 
given new case (a problem situation about which a legal claim has arisen) properly 
belongs to an open-textured category, which, as in our current discussion, was defined 
by factors, rather than necessary and sufficient conditions. A key mode of analyzing, 
exploring, and arguing is to compare the new case to carefully selected past cases 
with favorable and unfavorable decisions [10], with the factors functioning as key 
dimensions of comparison. In the legal domain, comparisons with past cases that have 
been authoritatively classified often bring substantial clarity, although not often prov-
ably correct answers. And so it is with our question of what it means for a learning 
environment to be adaptive, although with an interesting twist: Our own domain lacks 
authoritative classifications; we do not have a supreme arbiter of whether systems are 
officially AIED systems or not (nor, of course, should we strive to have such an arbi-
ter). We do have paradigm cases, however, landmark intelligent tutoring systems and 
even the hypothetical intelligent tutoring system sketched above. These systems can 
play an important role as anchors in enlightened discussions about the foundations of 
our field. 

AIED 2015 Workshop Proceedings - Vol 4 15



Element 1: Design Based on an Empirically-Grounded 
Understanding of Learners 

Perhaps it helps to elaborate on each of the three key elements (or factors). Inter-
estingly, the first element (i.e., the requirement that the designers have “a substantial 
theoretical and empirical understanding of learners, learning, and the targeted subject 
matter”) relates to the design of the system, not to system features or tech-
niques/methods/algorithms under the hood. (The discussion of this factor is informed 
by debates I have had with my colleague Ken Koedinger.) This requirement could be 
met in many different ways. Specific to the concerns of the field of AIED, the first 
part of this definition emphasizes (implicitly) the use of cognitive task analysis and 
educational data mining to guide system design or redesign, development, and cycli-
cal improvement.  A particularly attractive scenario is that the designers carry out 
cognitive task analysis activities up front to study learners’ ways of thinking in the 
given domain including their strategies and informal shortcuts, but also including the 
specific conceptual and procedural difficulties they experience. This scenario contin-
ues with the data-driven refinement of the system, preferably in ways in which the 
overall effectiveness of the system, in terms of out-of-system transfer of learning 
outcomes, preparation for future learning, learner (and instructor) satisfaction, and so 
forth, is continuously assessed, so that improvement from cycle to cycle is clearly 
visible. It may be clear that this vision fits particularly well with the current emphasis 
of big data in education. The fields of EDM and AIED can be at the forefront of this 
movement (see, e.g., [5]). 

A somewhat different way of thinking about this requirement may be that the pro-
ject team has specialists in a variety of fields, not just technology experts but also 
researchers in relevant branches of psychology, in education in the given subject area 
(e.g., math education, science education, legal reasoning, and so forth), as well practi-
tioners. 

This first factor implies a substantial broadening of how we think about adaptivity, 
compared for example to the intuitive notion discussed above and more generally, 
compared to how we, as a field, have construed the notion of adaptivity up until now. 
It raises the possibility of considering the design of systems, including even the 
choice of problems sets and detailed learning objectives, as part of what makes a sys-
tem adaptive. It may even make it possible to see a modicum of adaptivity in some of 
our prime examples of instructional materials previously considered as non-
controversial non-examples, such video lectures. When designed to target known 
challenges in learning, they meet the first factor, the more so when based on extensive 
empirical investigations of what is hard for learners to learn. They would however not 
be strong examples, as they would not meet the second and third factors. 

Element 2: Interactivity 

The second requirement for adaptivity is that a system supports a high degree of in-
teractivity, to provide guidance in complex and constructive learning activities. I do 

AIED 2015 Workshop Proceedings - Vol 4 16



not mean to say that more interactivity is always better; rather, in emphasizing the 
adaptive nature of the guidance that the system gives, the system is capable of provid-
ing an appropriate amount of guidance for the given learner(s) at the specific junction 
in their learning process. How much guidance is appropriate at what stages of learn-
ing is an interesting question [13].  

The second factor was included to help capture the emphasis that our field places 
on constructive learning activities and on learning by doing, rather than learning by 
(merely) reading, watching or listening. An interesting data mining study of data from 
a psychology online course suggests that learning by doing yields six times greater 
learning than reading online text in the course or watching the video lectures [14].  A 
clear cut case of the second factor would be an intelligent tutoring systems with de-
tailed guidance in their inner loop, even if we do not consider the presence of an inner 
loop as a defining characteristic. I do not mean to rule out systems or projects that 
focus on enhancing reading, watching, or listening by means of interactive support for 
comprehension or metacognitive strategies, for example. The second factor was in-
cluded partly to help rule out (or at least, help view as low on the adaptivity scale) the 
non-controversial non-examples listed above, such as fixed problem sets with only 
answer-level feedback in the back of the book, or long video lectures without interac-
tive activities 

Frankly, this second factor is the factor that I am the least sanguine about; it may 
be somewhat redundant with the third factor, and it is difficult to view interactivity 
per se as a good thing, contributing to learning. Then again, discussions around the 
notion of interactivity are interesting, as long as the discussants are mindful that it is 
not interactivity per se that matters, but how it supports learning or other desirable 
educational outcomes. Further, this factor highlights an important connection, namely, 
that of our field with the broader field of human-computer interaction. 

Element 3 –Change Instruction Depending on Learner Differences 

The third requirement, as mentioned, is that the system in its pedagogical decisions 
takes into account that learners differ and that the same learner is not the same for 
very long; learners change as they learn. For example, different learners have differ-
ent prior knowledge, may experience different affect during a given learning task, 
tend to have different goals for learning the material, and may differ in how they 
regulate their own learning. In collaborative learning situations, learners may have 
different collaboration skills and social skills; they may be a good or a poor match 
regarding prior knowledge or personality, and so forth. A system should be consid-
ered as more adaptive to the extent that it adjusts its instruction, both in the inner and 
outer loop, based on these learner variables and perhaps others.  

This requirement is consistent with Woolf’s emphasis on a system having a student 
model and using it to adapt instruction [25], traditionally viewed as a hallmark of 
“intelligent” tutoring. The system builds up and maintains a student model by contin-
uously assessing learners along various psychological dimensions (cognitive, meta-
cognitive, motivational, and so forth). This student model is then used as the basis for 
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individualization. Perhaps the requirement that it is the system doing the assessing is 
too stringent.  Perhaps the viewpoint that what is being assessed is the learner is too 
stringent as well. Alternative viewpoints would be that a group of learners is being 
assessed or perhaps that the system interprets the situation more than the learner(s) or 
group of learners, if that distinction makes sense (it may not). I do not mean to argue, 
however, that we define our field in terms of whether or not systems have a student 
model. That is, I do not mean to equate AIED with the field of UMAP. For example, 
it is conceivable that a system could be strong with respect to the first two factors but 
not the third and be generally accepted as belonging to the field of AIED. 

There are many interesting open questions regarding how systems (as well learning 
environments not strongly supported by technologies) should adapt to learners and 
which learner variables (or learner group variables) are most important in this regard. 
In my opinion, our field is uniquely positioned to extend the science of how instruc-
tion should adapt to individual differences. Of the three factors, the third reflects most 
clearly how we have traditionally viewed our field. 

Final Remarks 

In closing, it may be worth re-iterating that the proposed definition of adaptivity 
does not place emphasis on particular technologies; rather, it emphasizes the behavior 
of systems, much in line with VanLehn’s seminal 2006 article [22] and also in line 
with the Turing test as a behavioral test of intelligence. Another attractive property of 
this definition is that also honors the interdisciplinary foundations of our field. In my 
view, AIED was never only about technology (CS/AI, computational linguistics, and 
so forth); its strength has always been that it included people and methodologies from 
different fields, such as human-computer interaction, psychology (cognitive, educa-
tional, developmental, social), education, design, statistics, and so forth.  The field 
and its methodologies are interdisciplinary. Empirical evaluation of systems building 
has always been highly valued in our field, sometimes even to a fault (e.g., when in-
teresting new technology developments were not given air time at conferences before 
there are proven results). The emphasis on high-quality empirical work is enormously 
important toward the goal of creating a science for the design and implementation of 
technologies that can support effective, efficient, and pleasurable learning experiences 
for a wide range of learners. 

An implication of the proposed definition is that reviewer comments that “there is 
no AI in the system” or “the work does not push the envelop in terms of AI algo-
rithms applied to education” should be a thing of the past. Instead, reviewer feedback 
should refer to the factors listed above: systems not being designed with deep insight 
into learning and learners’ difficulties, not being interactive, and not being able to 
react in nuanced ways that make learning better. 

The way for AI to stay married to Ed is perhaps not to declare it an open marriage, 
but rather, to re-define the marriage so it is appropriately broad and open-ended, a 
way of renewing the vows. We hope that the thoughts offered in this paper can be 
helpful. 
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Finally, what’s in a name?  A lot, I would argue.  Our name reflects how we view 
ourselves, and in turn, how the rest of the world views us. Our current name honors 
AI as a central component as we do. I would much prefer that the disciplinary diversi-
ty and focus on behavior of systems be central. How about: 

 
 AIED = Adaptive Instruction:  Evaluation and Design? 
  

Or, if we are willing to tolerate AIEDD, how about: 
  
 AIEDD = Adaptive Instruction:  Evaluation, Development, and Design 
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Abstract. AI-ED community has hewed to rigorous evaluation of software 
tutors and their features. Most of these evaluations were done in-ovo or in-vivo. 
Can the results of these evaluations be replicated in in-natura evaluations? In 
our experience, the evidence for such replication has been mixed. We propose 
that the features of tutors that are found to be effective in-ovo/in-vivo might 
need motivational supports to also be effective in-natura. We speculate that 
some features may not transfer to in-natura use even with supports. 
Recognition of these issues might bridge the gap between AI-ED community 
and educational community at large.  

Keywords: In-ovo, in-vivo, in-natura, replication of results. 

1 Introduction 

Evaluation of software tutors may be carried out in one of three settings: 
- In-ovo: Research subjects hand-picked for the evaluation use the software tutor in 

a laboratory setting, typically under tightly controlled conditions, and under the 
supervision of the researcher. 

- In-vivo: Students enrolled in a course use the software tutor in the class room, 
typically under tightly controlled conditions and under the supervision of the re-
searcher or course instructor.  

- In-natura: Students enrolled in a course use the software tutors, typically after 
class, on their own time, and unsupervised. 

These three types of evaluation are summarized in Table 1. 
 

Type Location Subjects Conditions Supervised 
In-ovo Laboratory Recruited Controlled Yes 
In-vivo Classroom Students enrolled 

in a course 
Controlled Yes 

In-natura After-class Not controlled No 
Table 1: Types of evaluation of software tutors 

AI-ED community has reported frequently using in-ovo and in-vivo evaluations in 
its studies of the effectiveness of software tutors and their features. Researchers have 
strictly controlled the conditions of these studies – what a subject can do or not do 
during the study, whether the subject is exposed to any distractions during the study, 
etc. – so as to minimize the influence of extraneous factors.  
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However, in real-life, especially at baccalaureate level, software tutors are less 
used as in-class exercises than as after-class assignments or study aides. The reasons 
for such use are many, including: course instructors may not want to spend valuable 
class time using software tutors; and students may not have access to (sufficient num-
bers of) computers during class.  

When software tutors are used for after-class assignments, mandatory or otherwise, 
issues of intrinsic and extrinsic motivation play a much larger role in their use and 
utility. For starters, the popular aphorism If you build it, they will come does not apply 
to software tutors – unless students are required to use a software tutor, they will not 
use it (in any significant numbers). This significantly drives down participation and 
may skew evaluation results because of the self-selected nature of subjects. When 
they do use it, extrinsic motivation often plays a larger role than intrinsic motivation – 
if they are awarded course grade proportional to how well they do on the software 
tutor, they are more likely to engage seriously with the tutor. On the other hand, if 
they are given credit simply for using the software tutor, they are likely to do the least 
amount of work possible to qualify for such credit.   

Given these considerations, do the research results elicited under carefully con-
trolled conditions in-ovo or in-vivo extend to in-natura use of software tutors? In 
other words, can results obtained in-ovo or in-vivo be replicated in-natura? Our expe-
rience has been mixed. We will present results from evaluations of two features – 
reflection and self-explanation - vouched for by the AI-ED community that did not 
pan out in our in-natura evaluations.  

For our evaluations, we used software tutors for programming concepts, called 
problets (problets.org). These tutors are being used every semester by 50-60 schools, 
both undergraduate and high-school. Since problets are deployed over the web, stu-
dents have access to the software tutors anytime, anywhere. Problets are set up to 
automatically administer pre-test-practice-post-test protocol every time they are used 
[5]. They have been continually used and evaluated in-natura since fall 2004. 

2 Reflection 

The benefits of post-practice reflection have been studied by several researchers 
(e.g., [3]). In problets, we introduced reflection in the form of a multiple-choice ques-
tion presented after each problem. The question states "This problem illustrates a 
concept that I picked based on your learning needs. Identify the concept." The learner 
is provided five choices, each of which is a different concept in the domain. The 
learner must select the most appropriate concept on which the problem might be 
based, and cannot go on to the next problem until (s)/he correctly selects it. The prob-
let records the number of unique concepts selected by the learner up to and including 
the most appropriate concept. See Figure 1 for a snapshot of the reflection question 
presented after the student has solved a problem on selection statements. 
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Figure 1: Selection tutor: Problem in the left panel; Reflection question in the right 

panel 
 

 We conducted several controlled evaluations of reflection [8] using selection and 
while loop tutors in 2006-07. Control group was never presented any reflection ques-
tions. Test group was presented a reflection question after each problem during pre-
test, practice and post-test. If a student solved a problem incorrectly, the student was 
required to answer the subsequent reflection question correctly before going on to the 
next problem.  
 Practice was adaptive, and based on the student’s performance on the pre-test. The 
entire protocol was limited to 30 minutes for control group and 33 minutes for test 
group. For analysis purposes, we considered only practiced concepts [5], i.e., con-
cepts on which the student solved a problem incorrectly during pre-test, solved one or 
more problems during adaptive practice and also solved the post-test problem before 
running out of time.  
 Table 1 lists the score per problem on pre-test and post-test of all practiced con-
cepts. No significant difference was found between control and test groups, indicating 
that the two groups were comparable. However, no significant difference was found 
in their pre-post improvement either, suggesting no differential effect of reflection on 
their learning. Please see [8] for additional details of the evaluation.  
 

Score per problem Pre-Test Post-Test Pre-post p 
Control Group (Without Reflection) (N =89) 
Mean 0.118 0.736 < 0.001 
Standard-Deviation 0.177 0.353 
Test Group (With Reflection) (N =152) 
Mean 0.144 0.787 < 0.001 
Standard-Deviation 0.183 0.319 
Between groups p 0.283 0.266  
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Table 1: Both the groups improved significantly from pre-test to post-test; the dif-
ference between the two groups was not significant on either the pre-test or the post-

test 

3 Self-Explanation 

The effectiveness of providing self-explanation questions in worked examples has 
been well documented by AI-ED community (e.g., [1]).  

Selection tutor was used for this study. When the student solves a problem incor-
rectly, the tutor presents feedback including step-by-step explanation of the correct 
execution of the program in the fashion of a fully worked-out example. Self-
explanation questions were presented embedded in this step-by-step explanation, as 
shown in Figure 2. Each self-explanation question is a drop-down menu that deals 
with the semantics of the program, e.g., the value of a variable, the line to which con-
trol is transferred during execution, etc. The questions were independent of each oth-
er, but answering them required the student to closely read the step-by-step explana-
tion/worked out example and understand the behavior of the program in question.   

 

 
Figure 2. Snapshot of selection tutor with self-explanation questions displayed in 

the right panel 
  
So as not to overwhelm the student, the tutor limited the number of self-

explanation questions per problem to three. The student was allowed as many at-
tempts as needed, but had to answer each self-explanation question correctly before 
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proceeding to the next question, and had to answer all the self-explanation questions 
correctly before proceeding to the next problem. A version of the tutor was used for 
the control group that did not present any self-explanation questions. This version of 
the tutor allowed the learner to advance to the next problem as soon as it displayed 
step-by-step explanation of the current problem.   

Controlled evaluation of selection tutor was conducted in-natura over three semes-
ters: fall 2012-fall 2013 [4]. No significant difference was found in the average score 
per pre-test problem between control (N = 395) and test (N = 335) groups [F(1,729) = 
1.018, p = 0.313]. So, the two groups were equivalent. The mean number of concepts 
practiced by control group was 1.62, and by test group was 1.78. However, since con-
trol group was allowed 30 minutes to practice with the tutor and test group was al-
lowed 40 minutes, univariate analysis of the number of concepts practiced was con-
ducted with self-explanation as the fixed factor and total time spent as the covariate. 
The difference between the two groups was found to be significant [F(2,597) = 
62.207, p < 0.001]: accounting for the extra time allowed, control group practiced 
1.72 ± 0.11 concepts whereas test group practiced 1.662 ± 0.12 concepts. Therefore, 
test group practiced significantly fewer concepts than control group. No significant 
difference was found between the two groups on the pre-post change in score on prac-
ticed concepts, suggesting no differential effect of self-explanation on learning. Please 
see [4] for additional details of the evaluation. 

4 Discussion 

In both the studies – on reflection and self-explanation – we have verified that our 
implementation is behaviorally similar to, if not the same as described in at least some 
of the literature on the topic published in the AI-ED community. Even if our interpre-
tation of both reflection and self-explanation behaviors differs enough from those 
reported in literature to render our treatments ineffective, we would expect that the 
increased time-on-task due to these faux treatments would have still yielded some 
learning benefits.  

Our evaluations cannot be faulted for inadequate participation – our evaluations 
have typically involved 200-300 students, which is an order of magnitude larger than 
the number of subjects reported in typical in-ovo and in-vivo evaluations.  

We have used standard protocols for evaluation – controlled studies, pre-test-
practice-post-test protocol and partial crossover design. We have used ANOVA for 
data analysis. In our studies, we have considered only practiced concepts – concepts 
on which students solved problems during all three stages of the protocol: pre-test, 
practice and post-test, so noise is not an issue in the analyzed data.  

These practices have been effective - not all our evaluations have come up empty, 
e.g., we have found significant effect of providing error-flagging feedback on test 
performance (e.g., [6]), and significant stereotype threat (e.g., [7]).  

An explanation for the lack of results might be the difference in student motivation 
in in-ovo/in-vivo versus in-natura evaluation. Apart from issues of extrinsic motiva-
tion mentioned earlier, it may also be argued that given the lack of supervision in in-
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natura evaluation, students are less likely to experience Hawthorne effect [2]. So, the 
features of tutors that are found to be effective in in-ovo/in-vivo evaluations might 
need motivational support to also be effective in in-natura evaluations.  

Then again, even with motivational support, students may resent having to perform 
tasks (such as answering questions on reflection) that they do not perceive as directly 
contributing to their assignment at hand, and may not participate in, or may not be 
amenable to benefiting from what they view as a chore. In other words, some features 
may not be transferable from the laboratory to the field regardless of the supports 
provided. 

While we have focused on the transferability of evaluation results from lab/class-
room to after-class setting, researchers have reported similar issues transferring results 
from the lab to the classroom, e.g., in a study of politeness in intelligent tutors [9], 
researchers reported finding weaker results when the study was conducted in a class-
room rather than a laboratory. They speculated that grades, an extrinsic motivational 
factor, may be to blame. Furthermore, they wrote [9], “In the rough-and-tumble of the 
classroom, with its noise, question-asking, and social environment, students may 
simply not concentrate as much on the feedback provided by the computer tutor. The 
lab setting, on the other hand, is a quiet environment where subjects work on their 
own with few distractions, and certainly none from classmates and a teacher” (italics 
not in the original). The noise, distractions and lack of structure used to describe a 
classroom as compared to laboratory setting are the very same terms, magnified, that 
could be used to describe an after-class setting as compared to a classroom. In other 
words, when it comes to noise, distractions and lack of structure, laboratory and after-
class setting are at opposite ends of a spectrum, with the classroom situated in be-
tween.  That students may not concentrate as much on the feedback provided by the 
tutor may explain why reflection and self-explanation, both provided as part of feed-
back, failed to live up to expectation in our in-natura evaluations.  

It appears that in-natura use of software tutors entails more than just large-
scale/unsupervised deployment of in-vivo results and in-vivo use entails more than 
just live-classroom deployment of in-ovo results. Motivational supports may be need-
ed to transition results from the laboratory to the field and some results found in the 
laboratory may fail to transfer to the field even with motivational supports. Treating 
in-natura use of software tutors as being distinct from in-ovo/in-vivo uses is reminis-
cent of the outgrowth of Chemical Engineering as a discipline of the field from 
Chemistry as a discipline of the laboratory. While Chemistry is the study of properties 
of materials, Chemical Engineering is the study of the production of materials on an 
industrial scale, albeit with its basics firmly rooted in Chemistry. In the early years, 
chemists refused to accept Chemical Engineering as anything more than Chemistry, 
and engineers refused to recognize Chemical Engineering as an engineering discipline 
[10], but not so any more. May be AI-ED community should treat in-natura, in-vivo 
and in-ovo as three independent, necessary and valuable stages in the evaluation of 
any treatment. May be, in-natura evaluation is what is needed for educational com-
munity at large (especially higher-education community) to recognize and incorporate 
the important pedagogical insights being offered by AI-ED community. 
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Abstract. In this position paper, I reflect upon the question “Should AI stay 
married to Ed?”, specifically referring to how research in AI and Education 
should cross-fertilize to define AIED as an independent practice, beyond its 
composite fields. In my view, a mix of approaches, inspired by cognitive sci-
ence, should serve to formulate characteristic research questions for the AIED 
community. Such questions may be derived from considering the social context 
of learning and how it is applied in artificial systems, as exemplified by educa-
tional games and ITS with Teachable Agents. I conclude by suggesting two dis-
cussion points of emergent interest to AIED research: (1) How can we formu-
late scientifically based guidelines for the use and evaluation of educational 
software? (2) Is there anything such as “unique AIED competence” and, if so, 
what does this imply for the AIED identity? 

Keywords: AIED, marriage, multidisciplinary research, educational games, 
ITS, Teachable Agents. 

1 Introduction 

What is and what should be the role of AI in Education and conversely of Education 
in AI?  

For all its successes, the very need to reassert AIED’s position as a research field 
after 25 years may reflect two critical shortcomings: a failure to appreciate its relative 
independence from both AI and education, on the one hand, and an underused and 
conservative application of AI for educational purposes that has not been fully em-
braced by educators, on the other. One might compare to fields like HCI or interaction 
design, which have successfully defined and built research communities around cross-
disciplinary domains that focus on people’s use of technology.  

A stumbling-block to AIED practitioners might be that the field has no obvious 
“core”, that is, it has no clearly defined subject of investigation, such as “computers” 
or “interactive systems” or even an abstract topic like “instructional strategies”. The 
most concise, official description of the field appears in operational terms, with re-
spect to the scope of the AIED journal, as “the application of artificial intelligence 
techniques and concepts to the design of systems that support learning” (from 
ijaied.org). This leaves room for a great variety of research and different approaches – 
which is good – but the field seems to lack a common conceptual framework for relat-
ing advances in AI to advances in education research that would inform characteristic 
AIED research questions. Is it at all clear for the field’s different practitioners what 
the common denominator of AIED research is?  
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I posit that it means something to be knowledgeable in AIED and being skilled in 
AIED research as such, beyond having expertise in AI and Education as distinct fields. 
The identity of the AIED field is then formed by the content of this “AIED compe-
tence”, its unique contributions and necessary limitations to other areas. In effect, 
other considerations become important for AIED than in traditional AI research that 
does not necessarily apply to education. For example, the AIED researcher with an AI 
background might be more concerned with “weak AI” as a means to make students 
learn better or pay more effort, while having to take into account what can be realisti-
cally implemented and evaluated in a school or classroom setting, on different tech-
nical platforms (tablets, smart phones, laptops etc.) and for different groups of stu-
dents. Likewise, an AIED researcher with an education or pedagogy background 
would look to how the use of technology can add to present pedagogical strategies 
and teaching methods as a means to achieve the same goals. Eventually, as research 
from both ends cross-fertilize, they may transform educational practices by setting 
new learning goals defined by the use of technology (e.g. “21st century skills”) [1]. 

In this text, I present a view of AIED that develops from practical considerations 
for a functioning relationship between AI and Ed, but also forms a new area of re-
search for educational purposes. The educational context both constrains and opens 
up a largely unexplored scene for novel applications of AI techniques that further 
motivates the growth of AIED as an independent field. As such, I argue that AIED 
should aspire to achieve two overarching goals: (1) Improve human learning, and (2) 
Inform and expand the scientific basis of education. (Notably, the AIED Society has 
set as its aims to promote knowledge and research in AIED but does not explicate the 
aims of the field itself.) 

As a field of empirical, scientific inquiry (and not just the pragmatic “application 
of AI techniques”), AIED may be fruitfully compared to Cognitive science. The suc-
cess of cognitive science as an academic discipline shows how intrinsically different 
fields – among those psychology, biology, computer science, anthropology and phi-
losophy – have found a common identity in the pursuit of certain well-recognized 
research questions under the multidisciplinary banner of “cognition”. Notably, one 
does not have to be an expert in all these fields to become an expert cognitive scientist, 
and it is possible to work within any of these fields without doing research of intrinsic 
interest to cognitive science. Thus, cognitive science found an identity of its own from 
combining perspectives and methods from various disciplines, in principle not differ-
ent from how AIED can develop from merging aspects of AI and education research. 

The first question then becomes how the multidisciplinary AIED field should be 
conceptualized in relation to its history and previous accounts. Second, we need to 
know what the content of the practice is – the research outcomes and applications – 
that motivates AI and Ed’s relationship. By setting the example, cognitive science 
might be just the marriage counsellor that AI and Ed need to develop their common 
interests and secure the future well-being of AIED. 

2 Reconceptualizing AIED as a multidisciplinary field 

Looking back, Cumming and McDougall [2] already in 2000 speculated how AIED 
might be “mainstreaming into education” in the (then) future of 2010. They argued 
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both for relabeling the field (“especially the ‘AI’”, p. 204, which they considered does 
not communicate the field well) and its crucial need for “AI expertise of the highest 
order” in order to “keep at the forefront of all of the contributing disciplines” (p. 205). 
This appears, to express it mildly, as a tall order for AIED to take. Above all, it seems 
to indicate that the field has long had an unclear identity, particularly when it comes 
to defining the kind of AI expertise needed for being an AIED, rather than an AI or 
educational, researcher.  

I will not propose a new label for AIED research, but perhaps its identity should 
not be formed on basis of its historical, composite fields, but rather from what moti-
vates AIED research as a multidisciplinary practice in the present and for the future. 
As to the topics of research, there is a vast array of educational technologies available 
today that did not exist at the field’s inception 25 years ago. In short, things have 
changed, and besides emerging new technologies, there is an emerging new genera-
tion of AIED researchers. 

Looking forward, I approach this question from the perspective of a beginning re-
searcher in the field, who needs to define his future area of expertise. While being 
actively involved in the AIED community [e.g. 3, 4, 5, 6], I do not see myself as be-
longing either to the “AI field” or the “Education field” or at least not exclusively so. 
Rather, and for reasons outlined in the introduction, I would attest to Cumming and 
McDougall’s [2] observation that “Many AIED researchers would be happy to be 
described as cognitive scientists.” (p. 198) and their suggestion that AIED “should 
overlap with cognitive science” (p. 205).  

Like cognitive science, albeit on a smaller scale, AIED may play a crucial role for 
bringing computer science-oriented (AI) and psychology/pedagogy-oriented (Educa-
tion) research together. Figure 1 illustrates how this view of an emerging AIED field 
differs from previous conceptions of bringing AI and Ed together.  

 
 
 
 
 
 
 
 

Fig. 1. Two alternative conceptions of AI + Ed: (left) AIED as the combinatory interests of AI 
and Education research; (right) AIED as an independent, multidisciplinary field, defining its 

own aims and scope in between the respective fields of AI and Education. 

The emancipation of AIED research from its surrounding disciplinary boundaries 
(Fig. 1, left) would make room for its own defining research questions (Fig. 1, right). 
Whereas AI puts machine learning and human-like intelligence in focus, Education 
focuses on fostering human learning and intelligence. AIED knowledge should then 
serve to bridge this gap by informing techniques to promote more efficient and intel-
ligent interactions with humans that improve educational outcomes (rather than, say, 
aiming to reproduce human abilities or solving computational problems that do not 
feed back to students). A combination of methodological approaches is likely needed, 
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as every method carries with it implicit assumptions about what knowledge it can 
produce (from an AI as well as an education perspective). 

Often multidisciplinary knowledge is needed to appreciate the educational applica-
tions of different technologies. A classic example would be how computers in school 
are most often used as word processing and communication tools, whereas the sophis-
tication of the underlying technology would make the computer the obvious arena for 
students to learn from and by AI technologies in any school subject. However, just 
like book not read, the computer becomes meaningless as an educational tool unless it 
is engaging enough for students to actually use it. Student engagement puts the inter-
active qualities of the system in the forefront, not in terms of superficial “usability”, 
but rather as to “learnability” and “teachability”. This poses an array of non-trivial 
AIED research questions as to how the technology functions in the educational con-
text and how AI may serve to improve the scientific basis of education. Next, I con-
sider some of these challenges in greater detail and how they are dealt with in two 
types of AIED applications that exemplify the present and future potential of the field. 

3 What AIED Brings to Artificial intelligence for Authentic 
Learning 

Education is a social process characterized by learning in interaction: between teach-
ers and students, among students, and, if AIED has a say, between “intelligent” arte-
facts and both teachers and students. As extensively demonstrated by Reeves and 
Nass’ “media equation” [7], adding interactivity to a system naturally invites social 
behavior. Accordingly, as computerized learning environments become increasingly 
interactive and adaptive, they can be said to expand upon the social dimension that 
affects the learning process. This has important implications for AIED, first for dis-
tinguishing AIED applications from other, “static” learning material such as text 
books; second, for which methods should be used to study learning outcomes (e.g. 
some would take this as an argument for a situated perspective on learning, or against 
“media comparison studies” that undervalue the instructional process as such [e.g. 8, 
9]). Stressing the interactivity aspect also brings forth the “social intelligence” of the 
system as an important consideration for new AI techniques. 

With the more advanced interactivity that comes with technical development, it 
makes sense for a field like AIED to take social motivations for learning with artifi-
cial systems to the core of its interest. Considering that students may vary as much in 
what keeps them motivated and engaged as they do in cognitive abilities, AI tech-
niques devoted to exercise social influence (e.g. by virtual agents and feedback) that 
adapt to the individual student would allow for unique educational arrangements. 
More specifically, AIED may serve to dissolve previous conceptions of “education”, 
noted also by Cumming and McDougall, as something that takes place in groups (e.g. 
in schools and classes) versus “learning” as something that happens in an individual 
(sometimes with a book or a computer).  

Schwartz and colleagues [10] argue for a specific form of computer interactivity 
that generates a “learning sweet spot” of both high motivation and high learning from 
students’ social motivations. This “sweet spot” is achieved through designing an envi-
ronment that encourages shared initiative and engagement in interaction, in their case 
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with a teachable pedagogical agent. The researchers make the important point that the 
technology is not used with the goal to “perfectly” model human traits, conversation 
or intelligence, but only to be sufficient to elicit the social schemas (e.g. that of teach-
er/student) that engage students in productive interactions for learning.  

Notably, the research question and goal of making a human-like functioning, artifi-
cial system (e.g. “How can we model human intelligence and learning?”) are essen-
tially different from those of making a system designed to help students organize and 
reason with their own concepts (e.g. “How can we visualize students’ knowledge?”, 
“What level of prompting from the system is optimal for triggering students to con-
tribute with their own knowledge?”). One can also say that the goal of the former is to 
produce an autonomously intelligent system, whereas the goal of the latter is to pro-
duce a jointly (with the student and to the advantage of the student) intelligent system.  

The perspective on “joint intelligence” takes more of the social context into ac-
count, which brings AIED closer to traditional educational research, drawing from 
established pedagogical strategies such as peer tutoring and learning-by-teaching. 
However, what makes AIED unique as a research field is that it deals with variables 
known to have an impact on learning but that have never before been possible to ma-
nipulate independently and systematically, such as social roles (including altering 
avatar representations of gender or ethnicity), others’ skills or knowledge level (using 
virtual peers), and parameters for individually adapting material for teaching in 
groups. The educational impact of such manipulations makes a prominent subject for 
AIED research. 

In sum, the social nature of interaction points to a range of issues crucial to under-
standing the impact of AI techniques when employed in real-world educational set-
tings, which AIED should serve to make explicit for both the AI and education com-
munity: 

First, it is essential to understand which social factors drive students’ learning, 
since technical functions, even when used, may turn out to be used in unintended 
ways that diverge from the original pedagogical principles [6].  

Second, it is important to realize that employing AI techniques may bring “added 
value” to traditional teaching but possibly also “reduced value”, if it takes time and 
resources from educational needs that are better met by human teachers or other 
means [11]. It should be a concern of educators to determine when and for what pur-
pose to use AI-based systems for students’ learning, and it should be a primary con-
cern of AIED research to distinguish between the “added” and the “reduced” values 
for different knowledge needs. 

Third, and arguably the most crucial point for positioning the AIED research field, 
the shortcomings of technology, as well as the shortcomings of educational practices 
for predicting successful learning, leave space for new and original research on what 
forms students’ learning experience in their interaction with technology. I take two 
examples to show how our expectations of how AI techniques “should” work can be 
as important for the outcome of the interaction as the underlying technology itself. 
This also shows that even if the social context cannot be fully controlled or predicted, 
a careful design can devote AI techniques to create certain “illusions” of intelligent 
behavior that promote students’ learning.  
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3.1 Example 1: “Educational” games 

Many computer games make use of some AI; however, AI techniques appear striking-
ly underused in the subcategory of so-called “educational games”. However, there is 
an ambiguity in the term “educational games” that both confuses researchers and 
confounds educational practices. This confusion is mirrored in the debate of whether 
or not “computer games” as such are effective for learning (for contrasting accounts, 
see [12, 13]).  

In short, the “educational” in games might refer to the educational subject content 
in terms of topics relevant to the curriculum (such as “a math game training frac-
tions”1 or “a political strategy game that models the global economy”2), or it might 
refer to the (intended) educational use of the game in a school context (such as play-
ing a commercial game in the Halo or Assassin’s Creed series that employ AI tech-
niques and that some teachers may use for training “strategy thinking” or “problem-
solving” skills, though these are not explicit aims of the game). Games with subject-
relevant content typically include explicit exercises or “game tasks” for the intended 
skill (e.g. counting, spelling tasks) whereas the educational use of other games typi-
cally assumes that relevant skills are learned implicitly, through the practice of other 
kinds of overarching “game goals”. 

As to the vast offer of games that claim educational content, there is rarely any ad-
vanced AI to direct or scaffold the learning process. For example, several AIED-
relevant review- and development articles have remarked that the vast majority of 
math games in the open market (e.g. in AppStore) do not adhere to even basic, cogni-
tive design principles and they seem to contain little more than simple ‘drilling’ exer-
cises with limited feedback [14, 15, 16].  

Using other, commercial computer games for educational purposes, may have great 
effects on student engagement but little or no effect on learning [13]. This is because 
game-players may utilize the affordances in a game in a relatively superficial way, 
learning only “what to press when” to achieve certain results, such that good game 
performance and progression do not necessarily require the deeper cognitive pro-
cessing wished for good education. Linderoth reaches the thought-provoking conclu-
sion that the educational appeal of computer games may come from maintaining an 
“illusion of learning” (ibid, p. 59).  

The task for the educator is further complicated by the fact that some commercial 
games might indeed require great skill (e.g. for solving puzzles) but it is hard to de-
termine how much of these abilities are trained by the game itself and, if so, to what 
extent they transfer to school-relevant tasks (e.g. solving physics problems or mathe-
matical equations). 

Nevertheless, it seems safe to say that the education industry has failed to take on 
board the creative application of the relatively sophisticated “game AI” techniques 
used in the commercial gaming industry. Rather than the “illusion of learning” on 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  

1  http://www.mathsgames.com/fraction-games.html 

2  http://www.positech.co.uk/democracy3/index.php 
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behalf of the student, an alternative and productive use of “game AI” (or “weak AI”) 
would be to maintain an “illusion of intelligence” [17] on behalf of the software that 
keeps the student engaged in  intellectual activities for actual learning, just like the 
game-player is kept engaged in playing for entertainment. In other words, a game 
might not need cognition-like computational power to have educational value in terms 
of meaningful learning, but the resources it does use should be dedicated to educa-
tionally relevant goals. It is to the latter point commercial games often cut short.  

Whereas the above may be bad news to educational games, it is good news to the 
AIED research field, because it shows that there are both potentially effective AI 
techniques already in place and an enormous interest from the education community 
to employ them (e.g. Education apps being the second largest category in AppStore 
after Games, both in numbers of 100.000+). Games appear as a domain where AI and 
Educational interests merge but where AI techniques have been underemployed for 
learning. This makes “educational games” a primary topic for AIED research, a brain 
child still in its infancy, which calls for more attention and better interdisciplinary 
upbringing by AI and Ed.  

3.2 Example 2: ITS including Teachable Agents 

Intelligent Tutoring Systems (ITS) might represent the most dedicated and successful 
use of AI for student-centered learning, since it actively employs AI techniques not 
only to structure and present material but also for communication purposes that (more 
or less) model that of a human teacher. I chose this example (and to include Teacha-
ble Agents, or TA, as a “reversed” model of tutoring) because it clearly illuminates 
how AI-based system can make use of familiar social schemas [e.g. 18, 19].  

ITS and TA exploit and benefit from social learning mechanisms (most visibly so 
when represented by a visual character on screen although the system could be entire-
ly text-based) derived from the student-teacher relationship. As these systems become 
increasingly advanced, the knowledge needs about people’s social motivations and 
social psychology in general become of greater importance to the AIED field.  

But is it a realistic, or even wanted aspiration, for AIED purposes (i.e. for use in 
teaching and learning) to develop virtual agents that are as life-like or sociable as a 
real person? This is an important question for the future of AIED because it poses 
where resources are better spent; for instance, how should the overwhelming task of 
producing human-like AI be balanced against working out effective instructional 
strategies that can be formalized and computed? 

Importantly, artificial systems can invoke social responses to improve learning 
without having to employ AI. For example, Okita et al [20] showed that the mere 
belief in “real” social interaction when interacting with a computer agent had positive 
effects on learning, again an effect exploited in the TA metaphor [18]. Some of my 
own AIED research [3, 4] suggests that social effects of interacting with a Teachable 
Agents might also transfer from the learning situation to being tested on one’s 
knowledge; students took on harder problems and performed better on those problems 
if tested “in company” with the TA they had previously worked with in a learning 
game. In short, remarkably simple social stimuli may trigger complex and beneficial 
learning behaviors. 
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As an interesting contrasting example, some researchers have employed AI tech-
niques to create an “illusion of teachability”, by making an agent appear more socially 
sensitive to the student’s input than it actually is [21]. In this case, the system con-
strues a mental model of the human student that informs the agent’s responses so it 
appears as “teachable”, though it actually only reflects the kind of knowledge gaps 
and mistakes that the student has displayed. In effect, the student has to “teach” exact-
ly the things needed to improve his/her own shortcomings (and not necessarily those 
of a third-party agent). This adds to the power of the social schema by showing that 
not only the intentional belief of teaching drives the effect, but also the belief in how 
the tutee (the agent) responds. 

My point here is that an important topic of AIED research is to disentangle the so-
cial and cognitive mechanisms underlying the effects of ITS and TA, both for the 
general understanding of such systems and for developing resource-effective systems. 
For example, the “teachability” features of a TA may be theoretically divided into the 
underlying (AI-governed) mechanisms that direct the information processing, and its 
social appearance, as constituted by its visual looks, the things it says, and the types 
of choices it offers. A key contribution of technology is to offer means to control and 
regulate these factors through digitalized and personalized "social" responses that can 
avoid the pitfalls of human socializing (such as distraction from the task and negative 
stereotyping) while maintaining and even adding to the benefits (such as constructive 
feedback and active engagement). 

In sum, ITS and TA represent a case of true cross-fertilization of the AI and Educa-
tion domains that produce some unique results, never before seen in human history: 
semi-independent, virtual beings whose sociable qualities place them somewhere in 
between artificial and human agents, more like active “educational peers” than pas-
sive information systems. In this sense, AIED breaks up the traditional teacher/student 
dichotomy and includes a third party in the educational design. Students’ social moti-
vations to engage in interaction with this party might be more a matter of the effective 
representation of social features as learned and recognized from the outside world, 
than how its knowledge is represented inside the system. For use in the social context 
of a classroom, this makes a strong argument for bringing in more of the educator’s 
experience of “what works” into the design of AI systems. 

4 Moving On 

Taking the example of cognitive science, I aimed to illustrate AIED as a multidisci-
plinary practice that forms its identity in relation to technical development as well as 
pedagogical methods and social learning theories. To the extent that “AI” and “Edu-
cation” hold separate identities as distinct fields that do not seamlessly combine or 
“marry”, it might be more productive to focus on what they can form together, as a 
common theme for their future. Educational games and ITS with TA provide example 
domains that cannot be said to be either “AI” or “Ed” but very much AIED. Relating 
to those examples, I conclude by suggesting two further discussion points that AIED 
should take into consideration when moving on together: 
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1. As to educational software (including games, ITS, simulations and other digital 
learning environments), AIED still seems predominantly concerned with develop-
ment and design aspects, whereas little has been done to serve educators’ need for 
sound evaluation and scientifically based, qualitative assessment of existing appli-
cations. How do design criteria for learning-effective software translate to evalua-
tion criteria? Considering the vast selection of educational apps to date, perhaps the 
best way to guide teachers is to formulate meta-criteria that help inform their own 
selection and recognize well-designed content? How can AIED assist in making 
this judgment scientifically informed? 
 

2. Considering the range of issues an AIED researcher may have to confront, as ex-
emplified in this text, what is the essence of the “AIED competence” – what does 
an AIED researcher (need to) know that others don’t? Is there anything such as “in-
terdisciplinary expertise” in its own right and then, how does this show, and how is 
it applied, within AIED research? Is the explication of specific AIED knowledge 
areas required (or just helpful) for forming a unique identity of the field? 
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Abstract. This article describes contributions that artificial intelligence (AI) has 
made and needs to continue to make towards long-term educational goals. The 
article articulates two challenges in education that require the use of AI: 
personalizing teaching and learning 21st century skills. This article first describes 
AI and some of its history and then suggests why AI is invaluable to development 
of instructional systems. Instructional systems that use AI technology are 
described, e.g., computational tools that personalize instruction, enhance student 
experience and supply data for development of novel education theory 
development.  Additionally, some intelligent tutors supply researchers with new 
opportunities to analyze vast data sets of instructional behavior and learn how 
students behave.  
 

1 A Brief History of Artificial Intelligence in Education 
 
The field of Artificial Intelligence in Education is focused on research into, 
development of and evaluation of computer software that improves teaching and 
learning.  Several long term goals have been espoused, such as to interpret complex 
student responses and learn as they operate; to discern where and why a student’s 
understanding has gone astray, to offer hints to help students understand the material 
at hand and ultimately to simulate a human tutor’s behavior and guidance.  
Personalized tutors have been envisioned that adapt to an individual student’s needs 
or to teach to groups of students, e.g., classified by gender, achievement level, amount 
of time for lesson, etc.  Another goal is to use Artificial Intelligence (AI) techniques 
learn about teaching and learning and to contribute to the theory of learning. 
 
AI techniques are needed for almost every phrase in the definition of intelligent tutors 
above, including interpret complex student responses, learn as they operate, discern 
where and why a student’s understanding has gone astray and offer hints. The central 
problems (or goals) of AI research include reasoning, knowledge, planning, learning, 
natural language processing (communication), perception and the ability to move and 
manipulate objects [1]. AIED has been applied to complex domains, e.g. physics, 
programming, writing essays, and reading. These tutors learn about the strengths and 
weaknesses of students in these domains and also about students’ skills, and emotion. 
How effective are intelligent tutors? Several tutors have been shown to be very 
effective in the classroom. Researchers looking at student skills at end of experiments 
and also at the end of course and large scale standardized testing evaluations found 
dramatic improvement understanding and learning [2]. Intelligent online tutors are an 
AI success story [3], though researchers seek to move beyond domain dependence 
and to support learning of multiple tasks and domains.  
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To mentor effectively and support individuals or groups, intelligent tutors will assess 
learning activities and model changes that occur in learners. Estimates of a learner’s 
competence or emotional state, stored in user models, represent what learners know, 
feel, and can do. When and how was knowledge learned? What pedagogy worked 
best for this individual student? Machine learning and data mining methods, both 
derived from the field of AI, are needed to explore the unique types of data that derive 
from educational settings and use those methods to better understand students and the 
settings in which they learn (see [2, 4]). 
 
Technology cannot impact education in isolation, rather it operates as one element in 
a complex adaptive system that considers domain knowledge, pedagogy and 
environments that students, instructors and technology co-create [5]. AI and 
Education researchers need to be driven by the problems of education practice as they 
exist in school settings. The emerging forms of technology described here will 
challenge, if not threaten, existing educational practices by suggesting new ways to 
learn [6].  Policy issues that involve social and political considerations, need to be 
addressed, but are beyond the scope of this document.  

2 AI called by a different name: AI behind the scenes 
 
Many components of intelligent instructional systems have their roots in artificial 
instructional research, e.g., adaptive curriculum, modeling (student, teacher, domain), 
educational data mining, speech recognition and dialogue systems. All began by using 
artificial intelligence (AI) techniques. Yet once these algorithms and techniques begin 
to appear as parts of larger tutors, the tutors are no longer considered AI and AI 
receives little or no credit for their successes. Many of AI's greatest innovations have 
been reduced to the status of just another item in the tool chest of instructional 
designers or computer science. Nick Bostrom explains “A lot of cutting edge AI has 
filtered into general applications, often without being called AI because once 
something becomes useful enough and common enough it's not labeled AI anymore.” 
[7] “After all, all smart technologies currently in use (in the classrooms or homes), 
from tablet computers to smart phones, from Internet search engines to social 
networking sites, have a growing reliance on techniques derived from AI.” [7] The AI 
effect began in the larger AI field and “occurs when onlookers discount the behavior 
of an artificial intelligence program by arguing that it is not real intelligence.” [7]  
Pamela McCorduck writes: “It's part of the history of the field of artificial intelligence 
that every time somebody figured out how to make a computer do something—play 
good checkers, solve simple but relatively informal problems—there was chorus of 
critics to say, 'that's not thinking'.” [8]  AI researcher Rodney Brooks complains 
“Every time we figure out a piece of it, it stops being magical; we say, ‘Oh, that's just 
a computation.’” [9]. 
 
Intelligent personal assistants in classrooms or in smartphones use algorithms that 
emerged from lengthy AI research. IBM's question answering system, Watson, which 
defeated the two great Jeopardy champions by a significant margin, was derived from 
basic AI research in natural language processing, information retrieval, knowledge 
representation, automated reasoning, and machine learning technologies to the field of 
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open domain question answering [10]. In addition, the Kinect, which provides a 3D 
body–motion interface for the Xbox 360 and the Xbox One was derived from basic 
AI research [7]. 
 
AI is whatever hasn't been done yet.  Software and algorithms developed by AI 
researchers are now integrated into many applications, without really being called AI, 
e.g., speech understanding as part of online travel reservations, expert systems that 
save companies millions of dollars (US). Michael Swaine reports “AI advances are 
not trumpeted as artificial intelligence so much these days, but are often seen as 
advances in some other field.”[11]  “AI has become more important as it has become 
less conspicuous,” Patrick Winston says. “These days, it is hard to find a big system 
that does not work, in part, because of ideas developed or matured in the AI world.” 
[12].  

3 Impact on Education 
 
A related question about AIED relates to the impact of AI on education and focuses 
on the extent to which the results of AIED research are meaningful to real educational 
practice [13]. Does the education community even care? Similar to many fields 
aspiring to scientific rigor, the AIED community can showcase dozens of studies 
demonstrating the statistical significance of this or that approach or system or their 
individual components through rigorously designed studies, but it is not always clear 
how the results of many of those studies actually translate into real educational 
teaching and learning practices raising a question as to whether all this rigor may not 
be happening in a vacuum.   
 
For example, schools in the USA are not thriving.  Too many schools teach in 
traditional ways and aren’t preparing the next generation to meet new challenges. 
When today’s students graduate, they’ll be asked to fill the jobs of tomorrow—ones 
we can’t even imagine [14]. And they’ll be asked to tackle global problems like 
climate change, endemic hunger, and refugee problems.  Additionally, the current use 
of digital resources in K12 and higher education can be described as dysfunctional: 
many school stakeholders can’t find sufficient effective digital resources, while large 
collections of resources exist and sit online, waiting to be discovered. Some solutions 
have been proposed to migrate successful evidence-based digital resources into 
classrooms. One solution is to define a roadmap that moves well-tested resources 
towards publishers and software companies and ultimately into classrooms.  
 
More than 4 million USA students at the K12 level took an online course in 2011, up 
significantly from just 1 million three years earlier. During the coming decade 
education should shift from print to digital and from batch processing to personalized 
learning [15]. In addition to virtual schools, online learning is increasingly being 
incorporated into traditional settings that blend the best of online and face- to-face 
learning.  A shift to online learning is happening in K12 in the USA due in part to the 
need to implement college- and career- ready standards, the shift to next-generation 
assessments, and the prevalence of affordable devices. Online learning may move 
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standardized teaching towards more personalized instruction without increasing the 
number of teachers. 
 
The field of AIED, now nearly thirty years old, has finally achieved some of its oldest 
goals. Thirty years is calculated from the first Intelligent Tutoring Systems 
Conference, 1988, organized by Claude Frasson in Montreal, Canada.  Some long-
term goals are currently being worked on, including understanding and responding to 
student knowledge, meta-knowledge (thinking about learning), and affect [16-19]. 
Educational games and new forms of digital learning are being investigated. In many 
cases evaluation of student progress shows improvement in learning. Some of the 
success is due to increasing computer power and some due to researchers focusing on 
specific isolated problems and pursuing them with the highest standards of scientific 
accountability. The reputation of AIED, in the education world at least, is still not 
very positive, because few tutors are robust enough to work consistently in a 
classroom environment.  

4 Future directions for AIED to justify and maintain its unique 
identity    

 
AI techniques are essential to develop new representations and reasoning about 
cognitive insights, to provide a rich appreciation of how people learn and to measure 
collaborative activity. Communities of researchers offer distinct clues to further refine 
individual instruction in online environments and also require far deeper knowledge 
about human cognition, including dramatically more effective constructivist and 
active instructional strategies [20]. 

4.1 Personalize teaching 
One-to-one attention is very important for learning at any age. Research has also 
shown that students’ emotions influence achievement outcomes: confidence, 
boredom, confusion, stress, and anxiety are all strong predictors of achievement [21, 
22]. However, teachers are unable to provide attention based on intimate knowledge 
of each student.  Providing personalized teaching for every learner begins by 
providing timely and appropriate guidance for student cognition, meta-cognition and 
emotion [20]. In other words, online tutors should determine in real-time what to say, 
when to say it, and how to say it. This process grows increasingly complex as the 
topics become more difficult and the required detectors becomes more complex, e.g., 
detectors for students’ knowledge, skills, or emotion. The field of Learning Science 
has provided a wealth of knowledge about how to deliver effective feedback and how 
to teach with new methods (e.g., problem-based learning [23]. Rich, multi-faceted 
models of instruction go beyond providing simple statements about correctness and 
provide feedback appropriate to each student’s learning needs. 
 
Mentoring systems should support learners with decision-making and reasoning, 
especially in volatile and rapidly changing environments. Learners often need to make 
informed decisions and justify them with evidence, gathered through collaboration 
and communication (see [24, 25]). Students need to learn science practices, scientific 
reasoning and how to apply facts and skills they have acquired. In collaborative 
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learning, students share their experiences and perhaps persuade others to see their 
point of view, and articulate what they need to learn more about. They "mess about" 
and generate their own questions about the targeted science. Groups of students need 
to be supported as they discuss their methods and results, ask questions and make 
suggestions.  
 
Respond to student affect. Student emotion while learning is critical to 
understanding student behavior. Researchers are developing intelligent tutoring 
systems that interpret and adapt to the different student emotional states [26, 27]. 
Humans do not just use cognitive processes to learn; they also use affective processes. 
For example, learners learn better when they have a certain level of disequilibrium 
(frustration), but not enough to make the learner feel completely overwhelmed [28]. 
This has motivated researchers in affective computing to produce and creating 
intelligent tutoring systems that can interpret the affective process of students. An 
intelligent tutor can be developed to read an individual's expressions and other signs 
of affect in an attempt to find and guide the student to the optimal affective state for 
learning. There are many complications in doing this since affect is not expressed in 
just one way but in multiple ways so that for a tutor to be effective in interpreting 
affective states it may require a multimodal approach (tone, facial expression, etc.).  
One example of a tutor that addresses affect is Gaze Tutor that was developed to track 
students’ eye movements and determine whether they are bored or distracted and then 
the system attempts to reengage the student [29]. 
 
AI might be a game changer in education. It provides tools to build computational 
models of students’ skills and to scaffold learning.  AI methods can act as catalysts in 
learning environments to provide knowledge about the domain, student and teaching 
strategies through the integration of cognitive and emotional modeling, knowledge 
representation, reasoning, natural language question-answering and machine learning 
methods [30]. When such tutors work smoothly they provide flexible and adaptive 
feedback to students, enabling content to be customized to fit personal needs and 
abilities and to augment a teacher’s ability to respond. AI techniques appear to be 
essential ingredients for achieving mentors for every learner. 
 
User models are being developed that leverage advanced reasoning and inference-
making tools from AI, represent inferences about users, including their level of 
knowledge, misconceptions, goals, plans, preferences, beliefs, and relevant 
characteristics (stereotypes) along with records of their past interactions with the 
system.  They might also include information on the cultural preferences of learners 
[31] and their personal interests and learning goals. When modeling groups of 
learners, the model should make inferences to identify the group skills and behavior.  
 
Finally, providing a mentor for every learning group means improving the ability of 
intelligent tutors to provide timely and appropriate guidance. In other words, tutors 
need to determine in real-time what to say, when to say it, and how to say it. This 
grows more complicated as the skills demanded by society increase in complexity. 
The learning sciences have provided a wealth of knowledge about how to deliver 
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effective feedback, but the challenge is to incorporate 21st century skills, such as 
creativity and teamwork.  

4.2 Teach 21st Century Skills 
Citizens of the 21st century require different skills than did citizens from earlier 
centuries [20]. 21st century skills include cognitive skills (non-routine problem 
solving, systems thinking and critical thinking), interpersonal skills (ranging from 
active listening, to presentation skills, to conflict resolution) and intrapersonal skills 
(broadly clustered under adaptability and self-management /self-development 
personal qualities) [32]. We describe two AI techniques that can improve teaching for 
21st Century skills: dialogue systems and inquiry learning. 
 
Dialogue Systems. One key development for teaching 21st century skills is 
implementation of strong dialogue and communication systems. Human tutors can 
understand a student’s tone and inflection within a dialogue and interpret this to 
provide continual feedback through ongoing dialogue. Intelligent tutoring systems are 
still limited in dialogue and feedback.  Systems that begin to simulate natural 
conversations have been developed [33, 34]. However, more research is needed to 
understand student tone, inflection, body language, and facial expression and then to 
respond to these.  Dialogue modules in tutors should ask specific questions to guide 
students and elicit information while supporting them to construct their own 
knowledge [33, 34]. The development of more sophisticated dialogues between 
computers and students partially addresses the current limitations in human-computer 
communication and creates more constructivist teaching approaches. 
 
The 21st century worker needs both ‘hard’ skills (traditional domains, such as, 
history, mathematics, science) as well as ‘soft’ skills (teamwork, reasoning, 
disciplined thinking, creativity, social skills, meta-cognitive skills, computer literacy, 
ability to evaluate and analyze information). Further, working in today’s knowledge 
economy requires a high comfort with uncertainty, a willingness to take calculated 
risks, and an ability to generate novel solutions to problems that evade rigorous 
description. Unfortunately, many of today’s classrooms look exactly like 19th century 
classrooms; teachers lecture and students remain passive and work alone on 
homework problems that do not require deep understanding or the application of 
concepts to realistic problems.  Our system of education is behind and the gap grows 
wider each day. 
 
As we know, changes in educational policy, practice and administration tend to 
happen slowly. For example, in the U.S. about 25 years are required for an individual 
to receive a sufficiently well-rounded education to become a proficient educator [30, 
35]. The impact of that individual’s teaching cannot be seen in subsequent learners for 
another 20 years. Thus the total cycle time for learning improvement is on the order 
of 45 to 50 years. Very few challenges in research or social policy cover such a long 
time scale [36]. 
 
Inquiry and Collaborative Learning. What type of technology is needed to mentor 
students as they learn complex, ill-structured problems?  How can technology support 
exploratory behavior and creativity? Open-ended and exploratory inquiry-based 
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systems support learners to question and enhance their understanding about new areas 
of knowledge [37, 38]. Innovative instructional approaches, such as preparation for 
future learning, have uncovered ways to increase comfort with uncertainty and 
promote development of adaptive expertise [39]. 
 
Engagement in the information society often requires people to collaborate and 
exchange real-time responses over lengthy time periods [20]. A single individual 
working alone over time often cannot provide enough expertise to solve modern 
problems (e.g., environmental issues, sustainability, security). Technology is needed 
to support small groups, class discussions, ‘white boarding,’ and the generation of 
questions. To support learners in groups, networking tools are needed to facilitate 
individuals to learn within communities, communities to construct knowledge, and 
communities to learn from one another [40-43]. AI software is needed to support 
students in collaboration, researchers to examine learning communities and learning 
communities to morph into global communities. For example, how do learning 
communities sustain, build on, and share knowledge? Students clearly do not 
construct original knowledge in the same way as do research communities, but they 
can learn from community-based project work [44]. 
 
Support for inquiry and collaboration is needed as students become exposed to 
diverse cultures and viewpoints. What is the process by which teams generate, 
evaluate, and revise knowledge? How can we enhance learners’ communication skills 
and creative abilities? Which tools match learners with other learners and/or mentors 
taking into account learner interests? Finally research is needed to support 
exploratory, social, and ubiquitous learning. How can software both support 
collaboration and coach about content? Can technology support continuous learning 
by groups of learners in ways that enable students to communicate what they are 
working on and receive help as needed? Learning communities, networking, 
collaboration software and mobile and ubiquitous computing are being used to create 
seamless social learning [41].  Socially embedded and social driven learning is 
pervasive. 
 
In a society built on knowledge, citizens need to acquire new knowledge quickly, to 
explore alternative problem solving approaches regularly and to form new learning 
communities effectively [20]. People need to tackle knowledge challenges and 
opportunities. For educators, this requires rapid revision of what is taught and how it 
is presented to take advantage of evolving knowledge in a field where technology 
changes every few years. As an example of rapid change and unpredictability, 
consider the Internet itself. It first appeared in the mid-1990s. By 2015, 37.3% of the 
Earth’s population uses it. Internet services and applications apply to virtually every 
aspect of modern human life (e.g., research, banking, shopping, meeting people, 
health, travel, job seeking). How can education prepare students for a society that 
changes so dramatically and rapidly? In just 25 years the Internet has become a major 
factor in nearly every civilized activity and applies to virtually every aspect of human 
life.  At the minimum, students need to be taught how to search it, learn from it, 
evaluate its information, use it wisely, and contribute to it with well-vetted 
information. One answer lies in improved and expanded learner competencies. 
Learners must be more creative, more agile, and more able to learn in groups; they 
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must know how to learn. Key features include skills in critical thinking, creativity, 
collaboration, meta-cognition and motivation. 
 

5 Discussion 
 
This article described why AI is vital in Education and identified two challenges: 
personalized teaching and learning 21st century skills.  Specifically, personalized 
learning should be supported by tools that enhance student and group experience, 
reflection, analysis, and theory development. Learning 21st century skills should be 
facilitated by resources that improve human-computer interfaces (dialogue systems) 
and inquiry-based and collaborative learning.  We also expect AI technology to 
contribute to richer experiences for learners who will then be able to reflect on their 
own learning. Learning scientists with AI tools will have new opportunities to analyze 
vast data sets of instructional behavior collected from rich databases, containing 
elements of learning, affect, motivation, and social interaction. 
 
Research shows that skilled workers have more job opportunities than do less skilled 
workers [45]. As technology advances, educated workers tend to benefit more, and 
workers with less education tend to have their jobs automated. 
 
Over the next few years we expect intelligent online instruction to increasingly be a 
part of the online learning landscape [46]. Maybe in five years, children will 
increasingly be online with educational games and simulation environments; behind 
the scene will be intelligent tutoring capabilities adapting the environment. Similar to 
working with Google, people may not know what the adaptation algorithm is doing, 
but it is changing the individual search ranking in the background [46].  Algorithms 
are there and making search more effective. Similarly, students will see action like 
this in the educational material they use, with intelligence in the background. 
Intelligent tutors may provide many of the benefits of a human tutor and also provide 
real-time data to instructors and developers looking to refine teaching methods. 
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Abstract. We claim that this marriage has never been closed and exclusive. It 

started because both AI and Education share the goal of understanding the human 

process of knowing, and getting to know, i.e. learning. The difference is how the 

two areas exploit the understanding they aim to develop. AI is more focused on 

making machines that know and learn like people or better than them. AIED is 

more interested in supporting people to learn better. 

Keywords: AI in Education, AIED, AI 

1 Introduction 
AI originated from the curiosity of understanding how the human mind works and 

creating models of reasoning and machines that mimic and improve on human reason-

ing (using the capacities of computers). The early research in AI started with theoretical 

studies in reasoning and knowledge representation, metacognition, and learning of a 

single human (single agent). This research, married the area of Cognitive Psychology 

and lead to the creation of the area of Cognitive Modeling. The need for practical ap-

plications drove the formation of many “children” areas of applied AI: Expert Systems, 

Probabilistic Reasoning, User Modeling, Ontologies (and more recently, Semantic Web 

and Linked Data), and Advanced Learning Algorithms (which branched more recently 

into Data Mining, Data Analytics, Data-warehousing etc.).  

Around the mid 1990ies, the theoretical interest shifted towards situated action and 

social reasoning, and multi-agent architectures, leading to the creation of the area of 

Multi-Agent Systems. Theoretical studies in Argumentation and Negotiation followed 

with the creation of their own research areas. The area of Interactive Virtual Agents 

(IVA) emerged around the end of the 1990ies. Another “child” area of applied AI is 

Recommender Systems (RecSys), which deploys user modeling and advanced learning 

algorithms to emerging CS application areas, such as e-commerce. Around the same 

time, some AI researchers turned their sight to modeling other human psychological 

phenomena such as emotion and affect, which lead to the establishment of the Affective 

Computing area. 

2 AI and CogPsy Meet Education 
 AI in Education has been “married” to all of these children of AI.  Early ITS work 

in the 1980s and early 1990ies on pedagogical planning, domain knowledge modeling, 
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student modeling and ITS shells applied techniques from the areas of planning expert 

systems, and knowledge representation. The second half of the 1990s saw attention 

shift to agent-based tutoring systems, tutorial dialogues, animated characters, and the 

first works on modeling learner affect and adapting the interaction with the tutor. In the 

beginning of the new century the application of ontologies and semantic web technol-

ogies for learning material annotation and concept maps for domain knowledge repre-

sentation took a center stage and the first applications of recommender systems for 

learning materials considering both content based and social recommendations, and 

visualizations appeared to explain both the recommendations and the student model 

(social navigation, open learner modeling). We have seen many research topics in 

AIED evolve into its own children areas, such as CSCL (a child of AIED, the Learning 

Sciences and CSCW) and EDM (a child of Data Mining and AIED).  
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Motivation is an important factor in learning, and the first attempts to model com-

putationally motivational pedagogical strategies started around 1995. The OCC model 

of emotions triggered interest in incorporating affective factors in HCI around 2000, 

and it was very soon followed by work in the AIED area, on modeling affect in learning 

scenarios.  

The realization that students engage in off-task behaviours or “game the system” 

around 2005 lead to increased interest in learner motivation and engagement, as well 

as  educational games (and gamification) which started 10 years earlier.  Yet the inspi-

ration for this work is found often in other disciplines (Social Psychology, Persuasive 

Technology, Behaviour change and even Neuroscience), rather than in Affective Com-

puting.  

Figure: Approximate evolution of AIED research topics along with AI 

research topics and the emerging applied AI - children areas, and the in-

fluences of other areas of CS and other disciplines AI research topics and 

the emerging applied AI - children areas, and the influences of other ar-

eas of CS and other disciplines AI research topics and the emerging ap-

plied AI - children areas, and the influences of other areas of CS and 

other disciplines 
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3.  Exploration vs Rigour 

The influence of the above AI-children areas, broader computer science areas and 

other disciplines has been not just in the choice of research topics of AIED researchers, 

but also in the methods used to carry out, design and evaluate the research. In the early 

years the focus was on constructing working ITS and a typical research paper included 

a detailed design justification, description and perhaps a couple of screen-shots as 

“proof of existence”, with not much evaluation. Later on it became necessary to present 

evaluation data – even if it consisted only of the number of students who liked the 

system. With the increasing influence of Educational Psychology, evaluation methods 

from the behavioural sciences were introduced in the area. This coincided with the rapid 

development of web technologies and tools that allowed an easy design of systems and 

easier experimentation with more subjects as the ITS prototypes were now accessible 

on the web. The CMU cognitive tutors were successfully applied with thousands of 

children in the US, and they started producing a lot of data allowing to evaluate the 

learning effects on a large scale and for long term use. After 2005, statistical methods 

for evaluation became a standard, and a typical research paper in the area became much 

more like a psychology paper or a natural science paper than an engineering paper. The 

main point became studying the phenomenon of a human interacting with an “experi-

mental tool” designed based on a particular theoretical foundation, and in a way, a sig-

nificant part of the research in AIED became a branch of applied Cognitive Science. 

Researchers who were more interested in building systems than in studying human cog-

nition wandered off to other areas that focused more on the technologies, for example 

ICALT, EC-Tel, Web-Based Learning.  

Yet, there are still researchers interested in developing further the “tools”, not only 

from the point of view of the underlying cognitive theories, but also, from the available 

new technologies developed in the meantime by the Mobile & Ubiquitous Computing 

community,  new data-mining techniques that can allow to automatically learn and im-

prove pedagogical decisions (not necessarily based on theory). The AIED community 

needs the researchers interested in technology so that the field doesn’t become stagnant, 

overly constrained by methodology, making miniscule improvements based on the 

same mature AI technologies. So the marriage between AIED and the younger AI chil-

dren (such as Recommender Systems, or Affective Computing, and even “embryo” ar-

eas such as Mechanism Design, Trust, and Negotiation in AAMAS) is important.   

When we look at the complex map of how the research topics and children areas 

emerged, we can notice that in several areas the connection is bi-directional. For exam-

ple, the area of User Modeling and Personalization, which emerged as a child of AI, 

has been strongly influenced by AIED. Similarly, IVA, and Affective Computing, have 

moved ahead to a large extent due to insights and case studies in the context of educa-

tional applications.  Newly emerged areas, such as Persuasive Technologies also have 

a lot to learn from the area of AIED, and AIED has a lot to learn from them. 
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3 Conclusion 
So, in conclusion, the marriage between AI and Education and AI is in name only, 

as much as the name AI describes the inspiration of understanding how the human mind 

works and creating models (with practical use) of human mind.  In fact it has been more 

of an “open marriage” with quite a few partners – the children areas of applied AI and 

some other areas and disciplines (as shown in The Figure). Yet, AI is a good family to 

be in – a large and productive family of smart people. In many ways, it is a perfect 

marriage. 
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Abstract. Evidence based practice (EBP) is of critical importance in
Education where, increasingly, emphasis is placed on the need to equip
teachers with an ability to independently generate evidence of their best
practices in situ. Such contextualised evidence is seen as the key to in-
forming educational practices more generally. One of the key challenges
related to EBP lies in the paucity of methods that would allow educa-
tional practitioners to generate evidence of their practices at a low-level
of detail in a way that is inspectable and reproducible by others. This
position paper focuses on the utility and relevance of AI methods of
knowledge elicitation and knowledge representation as a means for sup-
porting educational evidence-based practices through action research. AI
offers methods whose service extends beyond building of ILEs and into
real-world teaching practices, whereby teachers can acquire and apply
computational design thinking needed to generate the evidence of in-
terest. This opens a new dimension for AIEd as a field, i.e. one that
demonstrates explicitly the continuing pertinence and a maturing reci-
procity of the relationship between AI and Education.

1 Introduction

AI methods of knowledge representation and knowledge elicitation can make
an important contribution to supporting educational evidence-based practices
(EBP) through Action Research (AR). EBP is of critical importance in education
where, increasingly, emphasis is placed on the need to equip teachers with an
ability to independently generate evidence of their best practices in situ [8]. Such
evidence is seen as the key to informing educational practices more generally.
One of the key challenges related to EBP lies in the lack of readily available
methods that would support the generation of evidence by practitioners at a fine-
grained level of detail and in a way that is reproducible by other practitioners.
There is also a notable lack of consensus as to what constitutes good evidence

? My colleagues Manolis Mavrikis, Karen Guldberg, Sarah Parsons, Helen Pain and
Mina Vasalou have all contributed over the years in different ways to the development
of the position presented in this paper, as have all of my students taking the Learning
and Teaching with Technologies module at the UCL Institute of Education. LeAM
and TARDIS were both funded by the European Commission (FP6-IST-2003-507826
and FP7-ICT2011-7-288578 respectively).
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in education, with randomised controlled studies being typically favoured due to
being seen as leading to measurable results similar to those in the biological and
medical sciences – currently the gold standard of scientific rigour. Unfortunately,
given the inextricable dependency of educational outcomes on the context within
which learning and teaching takes place, e.g. [1], the results of such studies
tend to have limited generalisability. Education requires a more nuanced and
transparent approach than a pill-like medical intervention approaches can offer;
they need to serve as tools for teacher reflection and experimentation in order
to provide an informed basis for effecting positive change on the learners.

2 In pursuit of a broader definition of AI in Education

AI methods used to elicit knowledge of teaching and learning processes and to
represent such knowledge computationally, offer the tools needed by teachers
to gather evidence in a systematic, detailed and incremental manner that can
be also shared with and inspected by others. Viewing the contribution of AI to
Education as a methodological one opens up an important perspective on the
possible role of AI in Education than has been adopted to date. Some important
fundaments for the adoption of such a perspective have been laid some thirty
years ago by Alan Bundy who categorised Artificial Intelligence (AI) field in
terms of three kinds of AI: (i) basic AI, aiming to explore computational tech-
niques to simulate intelligent behaviour, (ii) applied AI, concerned with using
existing AI techniques to build products for real-world use and (iii) cognitive
science, or computational psychology, focusing on the study of human or animal
intelligence through computational means [2]. In doing so, Bundy highlighted the
diversity of motivations for doing AI and, consequently, of the methodologies to
both inform and evaluate systems that are underpinned with AI. This diversity
of motivations was also noted by Mark and Greer [10] in their exploration of the
AIEd evaluations methodologies, where they highlighted the distinction between
formative and summative evaluations. Retrospectively, this distinction remains
crucial insofar as it allows for a more precise definition of AIEd within the wider
fields of AI and Education, by bringing to the fore the dependency between
the technologies engineered within AIEd and the purpose, context and design of
their use. Over the years, the role of formative evaluation has been elaborated by
AIEd researchers based on the growing aspirations of the community not only to
establish some ground truths to inform the design and implementation of AIEd
technologies, but also to connect AIEd research with educational practices.

Conlon and Pain [5], who relied on Bundy’s 3-kind definition of AI to pro-
vide their own vision of AIEd, proposed a Persistent Collaboration Methodology
(PCM) as a means of ensuring the real-world relevance and effectiveness of the
AIEd technologies and to enhance rigour of the design, implementation and
evaluation process. PCM draws equally from the key educational methodology
of Action Research (AR) [4], applied AI approaches to knowledge elicitation and
representation, and human-computer interaction (HCI) design. In contrast with
the prevalent practices at the time, PCM advocated that early and continuous
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involvement of practitioners specifically as action researchers in the design and
evaluation of AIEd technologies is essential to securing the educational validity
of such technologies, to enabling a contribution to both AI and educational the-
ories and practices, and to achieving a balance in the emerging technologies and
research between the ’technological push’ and ’educational pull’. While inspira-
tional in its effort to acknowledge and marry educational and AI methods PCM
remains firmly within the boundaries of AIEd practices offering insights as to the
best educational systems designs, but not necessarily as to the best educational
practices more generally. In the next two sections I discuss the affordances of
knowledge representation as a conceptual tool of relevance to educational prac-
tices and, using two examples, I illustrate the role of knowledge elicitation as a
means for utilising and for developing this conceptual tool further.

3 Knowledge Representation

Knowledge representation (KR) is fundamental to AI and, arguably, to any sci-
entific endeavour, because at its very basic (and most general), it is a conceptual
tool for describing and reasoning about the world we inhabit. Scientific theories
are in essence forms of knowledge representation about the world, albeit delivered
at different levels of specificity. In AI, knowledge representation is inevitably and
by definition a theory of intelligence, or more precisely – of intelligent reasoning.

Davis et al. [6] define knowledge representation in terms of five distinct roles
that it plays in AI. The first and overarching role of KR, is to serve as a surrogate
of the thing itself, i.e. the world being represented. As a surrogate, KR offers us
(or a computer system) a means for reasoning about the world without having
to take action in it, i.e. it allows us to determine consequences within the world
we describe by thinking about them rather than by enacting them. Thus, KR
provides tools for thinking about and for refining our perceptions of the world,
which are, at least conceptual and, at their most usable, computational in nature.

The second role of KR is in forcing us to make ontological commitments
that tell us how to see the world, i.e. what kind of concepts, entities, etc. and
relationships between them describe the world. Since it is impractical (and im-
possible) to represent all of the characteristics of the world, Davis et al. refer to
these ontological commitments as a ”strong pair of glasses that determine what
we can see, bringing some parts of the world into sharp focus, at the expense of
blurring other parts.”. They highlight that such focusing/blurring is the greatest
affordance of KR in that it enables decisions about what to attend to and what
to ignore in our world (Davis et al., [6], p.5). Although ontologies are language
agnostic, the choice of representation technologies1 will impact on what specific
commitments we make; logic, rules, frames, semantic nets, etc., constitute differ-
ent representation technologies, each encapsulating a specific viewpoint on what
kinds of things are important in the world. For example, frames use a prototypes
viewpoint, whereas logic focuses on individual entities and the relations between

1 This is the term is used by Davis et al. to refer to ”the familiar set of basic repre-
sentation tools like logic, rules, frames, semantic nets, etc.” (p.3)
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them. These are by no means the only representation technologies available in AI
and neither are they the only technologies that are possible or needed for some
domains. In Education and AIEd, ontologies are relatively well understood and
accepted as forms of representations of specific subject domains and of knowl-
edge about the learner. However, while they inform us about a possible view
of the world, in terms of its component parts, they do not tell us how we can
reason about the world using those parts.

The third role of KR is therefore as a theory of intelligent reasoning, which
tells us what inferences we can and should draw (sanctions vs. recommendations,
respectively), given our ontological commitments. Recommendations define what
inferences are appropriate to make and hence which ones are intelligent. A the-
ory of intelligent reasoning lies at the core of AI and, arguably, of educational
practice, because it is critically concerned with understanding intelligent action
and its relationship to the external world [7];[1]. It is this relationship that re-
sides at the heart of teachers’ adaptive capabilities and it is in capturing it that
one of the greatest challenges for AIEd (and Education) lies. This challenge is
all the more, because KR related to reasoning involves making the fundamental
choice of a theory of intelligent reasoning that must underpin a given repre-
sentation. Given many different conceptions of intelligent reasoning (e.g. logic,
psychology, biology, statistics and economics, etc.) such choice will yield very
different conclusions and hence, yet again, different views of the world. For ex-
ample, logic views reasoning as a form of calculation such as deduction, whereas a
theory derived from psychology views intelligent reasoning as a variety of human
behaviour, plausibly involving structures such as goals, plans or expectations.
Education too offers a variety of different theories of learning, each engendering
inferences that are possible and needed. The contrast between approaches which
view learning as an outcome of a pre-designed intervention or as an outcome of
a transactional experience offers one example.

The fourth role of KR is as a medium for pragmatically efficient computation.
As such KR provides an environment in which thinking can be accomplished (and
conclusions drawn). Ontological and inferential representations jointly provide
a contribution to defining such an environment and although they do not in
themselves guarantee full computational efficiency, the choice of the specific rep-
resentation technologies and of intelligent reasoning theory must act in support
of achieving such efficiency. While educational theories of learning as transac-
tional and situated experiences are abound they tend to lack specificity as to how
exactly such experiences can be captured, described and reasoned about. And
while AIEd research provides numerous accounts of such mechanisms and ex-
plicitly considers computational efficiency (both as relate to problem solving and
affect, e.g. [11]), those accounts tend to be limited in scope and in their power
to convince educational community of their applicability to wider education.

The fifth (and final) role of KR is as a medium of human expression, i.e. a
language through which we convey and ground our view of the world. As such
KR allows us to share the different representations with other people. It is pre-
cisely the affordance of being sharable and inspectable that makes KR such a
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compelling candidate as a conceptual tool for supporting evidence-based prac-
tices in education. This affordance is also of crucial relevance to AIEd practices:
at least in principle, the representations created by educational practitioners can
provide rich source of authentic data that can then be used to inform the AIEd
systems. However, how successfully the affordances of KR as a medium for ex-
pression can actually be exploited at the intersection of AIEd and Education,
hangs on an understanding that although it does not matter what language we
employ to express our world view, the language that we do employ has to be easy
to use. As Davis et al. put it ”If the representation makes things possible but
not easy, then as real users we may never know whether we have misunderstood
the representation and just do not know how to use it, or it truly cannot express
things we would like to say”. Thus, a representation has to provide a language
in which we can communicate without having to make a heroic effort (p.15).

Davis et al.’s definition of KR in AI is very useful in highlighting its role as a
tool for thinking with and as a method for understanding the complexities of our
internal and external experiences. There are at least four different ways in which
KR as a methodology can serve education. First, it forces us to make explicit our
tacit knowledge about the world and the relationships therein. Representing such
tacit knowledge enables us not only to reflect on the world that we represent,
but also to gain a better understanding of what it is that we actually know.
Such reflection is key to educational practice because it brings into focus the
strengths and weaknesses in the particular approaches to supporting learning
and the kinds of priorities that may characterise such support. Second, KR
allows us to create different knowledge representations of the same phenomenon
without having to fundamentally change the way we act in the real world. This
is important in education where any efforts to effectuate a change involve real
and potentially life long impact on real people (the learners) and wherefore
such efforts must always be based on informed choices. Third, KR allows us to
observe the possible consequences of the different representations on the world,
thus enhancing our predictive powers, without involving the actual experience
of such consequences. As with the second point, this is important to our being
granted access to different viewpoints on the same phenomenon, but this time
we also have access to various possible consequences of adopting the different
viewpoints. Fourth, KR allows us to share the different representations with
other people to generate rich critiques of the different viewpoints and to enrich,
update or change our existing viewpoints based on the perspectives of the others’
unique experiences and understandings. As well as being shareable with others,
KR can also provide a trace of our own views of the world over time and a basis
for reflection and introspection on how our ideas evolved and what influenced
them.

4 Knowledge elicitation

Knowledge elicitation (KE) is an inseparable companion of knowledge represen-
tation in that it is through KE that we engage in reflection about the world.
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KE is a process in which we can engage alone (through self questioning) or with
others, either collaboratively or as respondents to someone else’s queries and the
process can be either formal or informal, and structured or unstructured.

There are various forms of KE instruments that have been adopted, developed
and tested in the context of AIEd. For example, questionnaires or interviews,
have been borrowed directly from the social sciences, whereas methods such as
post-hoc cognitive walkthroughs, gained in power and applicability with the ad-
vent of audio and video technologies, and further through logs of man-machine
interactions. Other methods, e.g. Wizard of Oz (WoZ), have been devised as
placeholders for yet-to-be-developed fully functional learning environments or
components thereof, with the specific purpose of informing the design of tech-
nologies in a situated fine-grained level of detail way (e.g. see [12]).

Although KE is standardly employed in AIEd to inform the design of its
technologies, its role as a means of explicitly informing educational practice is
less well understood and it may be even regarded as somewhat out of AIEd’s
focus. Yet, it is precisely in examining both how KE informs the design of our
technologies and how real educational practices may be affected by KE, that the
idea of AI as a methodology, comes to life. It is through this two-way lens that we
can start to appreciate the real value of creating a more transitive relationship
between AI and Educational practices. Two research projects – LeActiveMath
(in short LeAM [13]) and TARDIS [14] – serve to illustrate these points.

LeAM is a system in which learners at different stages in their education can
engage with mathematical problems through natural language dialogue. It con-
sists of a learner model, a tutorial component, an exercise repository, a domain
reasoner and natural language dialogue capabilities. LeAM’s design is based on
the premise that the specific context of a situation along with the learner-teacher
interaction are integral to both regulating learners emotions and to being able
to recognise and act on them in pedagogically viable ways.

To inform the learner and the natural language dialogue models, studies
were conducted using WoZ design and a bespoke chat interface. Specifically,
the student-teacher communication channel was restricted to a typed interface
with no visual or audio inputs to resemble the interface of the final learning
environment. Five experienced tutors participated in the studies where they had
to tutor individual learners in real time, delivering natural language feedback.
They were asked to talk aloud about their feedback decisions as they engaged in
tutoring and to further qualify those decisions by selecting situational factors,
e.g. student confidence or difficulty of material, that they considered important
in those decisions. The tutors were asked to make their factor selections through
a purpose-built tool every time they provided feedback. To aid them in this task
some factors were predefined (based on previous research), but these were not
mandatory as the tutors could add their own factors to the existing set.

Following each completed interaction, the tutors were invited to participate
in post-task walkthroughs, which synchronised a replay of (1) the recording of
the student screen (2) the verbal protocol of the tutor and (3) the selected
situational factors for the given interaction. Walkthroughs allowed the tutors
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and the researchers to review specific interactions, to discuss them in detail, to
explain their in-the-moment choices of factors, and to indicate any change in
their assessment of the situations.

The data elicited provided a concrete basis for the implementation of LeAM’s
user and dialogue models and the corresponding knowledge representations.
However, the studies also provided important insights into the potential impact
that the KE process had on the participating tutors. Specifically, the demand
on teachers’ to report on the situational factors of importance to their feedback
decisions brought to their attention that such factors may indeed play a role and
forced them to think explicitly about them while making those decisions. Ver-
bal protocols facilitated verbalisation of those decisions while they were made
and later on provided an important tool for facilitating situated recall. Although
initially, all tutors had a clear understanding of and an ability to identify the
factors related to subject domain taught, e.g. the difficulty of the material or
correctness of student answer, they were much less willing or fluent at diagnosing
and talking about factors related to student’s affective states. However, after an
initial familiarisation period, involving up to two sessions, their willingness to
engage in situational analysis and the fluency of their reports increased, while the
tentativeness in identifying student behaviours at fine level of details decreased.
This was evidenced primarily in the increased speed at which they engaged in
the task, the fluency and quality of their verbal protocols and in the post-hoc
interviews. Another interesting outcome was the tutors’ increased attention to
giving praise in their feedback, as well as a more targeted attention to possible
relationship between the form of students’ responses and their mental states.

The use of verbal protocols during the interactions, each of which was followed
by semi-structured interviews, allowed the tutors to formulate hypotheses about
the possible meanings of the students’ different behaviours in terms of cognitive
and affective states and to evaluate those first against the appropriateness of their
feedback and then during subsequent tutoring sessions with further students.
Finally, post-task walkthroughs were used with the tutors, during which situated
recall was facilitated through replay of the video-recorded screens and verbal
protocols. The fact that the tutors were given the opportunity to inspect their
selection of situational factors and to correct them gave them an opportunity
to assess the consistency of their interpretations and further, to analyse those
situations where they did not agree with themselves, leading, in some tutors’
own words, to deep reflection and grounding of their understanding of (a) what
matters to them the most in tutoring situations and (b) the kinds of tutoring they
want to be able to deliver ideally. The appreciation of the tutors’ involvement
in the LeAM’s KE process was reflected in their request for a tutoring system
for tutors, through which they could rehearse and perfect their understanding
of the different nuances of educational interactions along with their pedagogical
feedback and which they could also use to train novice tutors.

Although the realisation of the potential value of KE methods used to in-
form an intelligent tutoring system such as LeAM was very inspirational, the
methods used, specifically, the way in which they were used, was fundamentally
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research-centric. The studies were aimed specifically and exclusively to estab-
lish some ground truths about very particular kinds of educational interactions
for the purpose of creating knowledge representations to underpin the system’s
learner modelling and natural language dialogue capabilities. As such the tutors
participating in the LeAM studies were in essence merely willing informants
for and testers of the technological design ideas. Because of the complexity of
the studies’ set up the tools and the methods used in the study did not lend
themselves readily for independent use by the tutors.

The importance of practitioner independence in generating evidence of their
practices is emphasised throughout the EBP literature, where it is often accom-
panied by the rhetoric of action research [4] and the call for practitioners as
researchers of their own practices. This rhetoric was used to underpin the de-
sign of the TARDIS system – a serious game for coaching young people in job
interview skills through interactions with intelligent conversational agents able
to react to social cues and complex mental states as detected and modelled by
TARDIS’ user modelling tools [14]. The TARDIS project took LeAM’s insights
forward, by employing KE methods throughout. Apart from the goal of inform-
ing the design of the game, the goal was also to inform the design of use of such
a game in real contexts of youth employment associations across Europe. Inde-
pendence of use by practitioners as facilitators of this game was key. In TARDIS,
KE was used as the basis for developing practitioners’ self-observation and self-
reporting skills, which were then built on in the formative evaluation studies, in
which the practitioners increasingly participated as researchers, with the sup-
port by researchers being gradually removed. The whole process was divided
into three stages, roughly corresponding to the three years of the project. The
first stage (familiarisation) involved gradual preparation and training of practi-
tioners in the application of knowledge elicitation for the purpose of knowledge
representation in the domain of job interview training.

Post-hoc walkthroughs, using video replays of practice of job interview ses-
sions between youngsters and practitioners were used to (a) access practitioners’
expert knowledge to be represented in TARDIS; (b) allow the practitioners to
make overt to themselves, and to the researchers, the types of knowledge and
interpretations that are of particular interest in the context of job interview skills
coaching and (c) allow the practitioners to reflect on their and the youngsters’
needs, leading up to the specification of the necessary and sufficient elements of
a technology-enhanced learning environment able to support those needs. This
specification was captured in the form of requirements and recommendations,
while the reflections were recorded as practitioners’ videos annotations in an
off-the-shelf tool called Elan (https://tla.mpi.nl/tools/tla-tools/elan/).

The second stage (testing, critique and design of use) involved a period of
continuous cycles of reflection, observation, design and action scaffolded by re-
searchers and guided by the Persistent Collaboration Methodology [5]. This stage
was crucial not only to the TARDIS researchers who were able to implement ever
more sophisticated prototypes, but it was also fundamental to the practitioners’
growing confidence in providing targeted critique of those prototypes, to their
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increased independence in using TARDIS and in experimenting with its different
set-ups. Crucially, the knowledge self-elicitation skills, developed in the first year,
along with their rehearsed focus on the type and form of information needed by
the researchers to create the various computational models, provided the practi-
tioners with a structure against which to report their observations and reflections
to the researchers and a common language for both. One of the key outcomes
of this was a growing sense of co-ownership of the tools and knowledge devel-
oped which was reflected in the independent curation of TARDIS tools by the
practitioners who participated in the project to other practitioners. As such the
participating practitioners became lead-practitioners in co-designing with their
colleagues the use of TARDIS in their everyday practices. This independence was
put to the test and further deepened in the third and final stage of the project,
where the practitioners engaged in summative evaluation of the system with
minimal support from the researchers (independent use and research). As well
as being able to use the system independently and to explore new ways in which
to utilise it within their existing practices, a key outcome was the practitioners’
confidently vocal involvement in the development and testing of a schema for
annotating data of youngsters engaging in job interviews. This schema was used
directly in the analysis of the TARDIS evaluation data, offering the first such
tool for examining job interview skills at the low level of detail needed to build
user models and artificial agents in this domain [3].

The practitioners’ roles and competencies have evidently changed from those
of willing informants (the beginning of the project), through advisors and co-
designers of the TARDIS system (middle of the project), to lead-practitioners
who initiate projects independently (end of the project). At the core of this
change was a gradual shift in the practitioners’ way of thinking and viewing the
world of their practice. Through engaging in KE and its eventual KR in terms of
design recommendations and fine-grained specification of the domain and infer-
ences therein (annotation schema), the practitioners’ role in applying technology
in their practices changed from that of mere consumers to its co-creators and
owners. They demonstrated an ability to think about their domain and practices
in terms that are by nature both computational (low level knowledge specifica-
tion) and design (design of the technology’s look-and-feel, functionality, as well
as pedagogical design2). In other words the practitioners have demonstrated an
emergent ability to engage in computational design thinking.

5 Conclusions

This paper argued a position that the relationship between AIEd and Educa-
tion can be strengthened through the application of AI as a methodology for
supporting educational evidence-based practices. AI offers to educational prac-
titioners specific instruments for generating evidence of their practices that are
inspectable and reproducible by the wider educational community. AI methods
of knowledge elicitation and representation can enable practitioners to engage

2 Note that some researchers in Education view teacher as a design science, e.g. [9]
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in computational design thinking and this can engender practitioners indepen-
dence in defining, creating and inspecting their real-world practices at a low-level
of representational detail. Investing in educational practitioners using AI as a
methodology is not entirely altruistic insofar as the specificity of the evidence
thus generated creates an important opportunity for AIEd to tap into situated
knowledge of educational practices in a way that supports the implementation of
AIEd systems sustainably and over long-term. Such investment carries a promise
of creating a dynamically generated knowledge infrastructure thereby reducing
the often prohibitive cost of developing AIEd systems and by lending itself more
readily to targeted mining and interpretation by the AIEd researchers and devel-
opers. Making the AI methods available to practitioners opens the AIEd research
to critical, but informed inspection by some of its end-users and it offers a much
needed opportunity to re-interrogate its approaches to connecting with existing
educational practice, along with its future goals and aspirations more generally.
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Abstract. Advanced learning technologies are reaching a new phase of their
evolution where they are finally entering mainstream educational contexts, with
persistent user bases. However, as AIED scales, it will need to follow recent
trends in service-oriented and ubiquitous computing: breaking AIED platforms
into distinct services that can be composed for different platforms (web, mobile,
etc.) and distributed across multiple systems.  This will represent a move from
learning platforms to an ecosystem of interacting learning tools. Such tools will
enable new opportunities for both user-adaptation and experimentation. Tradi-
tional macro-adaptation (problem selection) and step-based adaptation (hints
and feedback) will be extended by meta-adaptation (adaptive system selection)
and micro-adaptation (event-level optimization). The existence of persistent
and widely-used systems will also support new paradigms for experimentation
in education, allowing researchers to understand interactions and boundary
conditions for learning principles. New central research questions for the field
will also need to be answered due to these changes in the AIED landscape.

1 Introduction

Initial efforts to bring learning technology into schools faced hardware hurdles, such
as insufficient computing resources.  Later efforts encountered serious barriers related
to matching technology to teachers’ beliefs, pedagogy, and resource constraints.
While all of these barriers are still relevant, learning technology is endemic in higher
education and has made significant footholds in K-12 schools, with estimates of 25-
30% of science classes using technology as early as 2012 (Banilower, Smith, Weiss,
Malzahn, Campbell, & Weis, 2013).  Correspondingly, an influx of investment into
educational technology has occurred, with online learning doubling from a $50b in-
dustry to a $107b industry in only three years (Monsalve, 2014).

Future barriers will not be about getting learning technology into schools: they will
be about competing, integrating, and collaborating with technologies already in
schools.  This is not an idle speculation, as it is already occurring. In a recent multi-
year efficacy study to evaluate a major adaptive learning system, some teachers start-
ed using grant-purchased computers to use other math software as well (Craig, Hu,
Graesser, Bargagliotti, Sterbinsky, Cheney, & Okwumabua, 2013).  After working for
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many years to get teachers to use technology, the point may come where they are
using so many technologies that it is difficult to evaluate an intervention in isolation.

Some research-based artificial intelligence in education (AIED) technologies have
already grown significant user bases, with notable examples that include the Cogni-
tive Tutor (Ritter, Anderson, Koedinger, & Corbett, 2007), ALEKS (Falmagne, Al-
bert, Doble, Eppstein, & Hu, 2013), and ASSISTments (Heffernan, Turner, Lourenco,
Macasek, Nuzzo-Jones, & Koedinger, 2006). Traditionally non-adaptive systems
with large user bases, such as Khan Academy and EdX, have also started to add basic
adaptive learning and other intelligent features (Khan Academy, 2015; Siemens,
2013).

Large-scale online platforms are not just the future of learning, but they are also
the future of research. Traditional AIED studies have been limited to dozens to hun-
dreds of participants, sometimes just for a single session. While such studies will
remain important for isolating new learning principles and collecting rich subject data
(e.g., biometrics), large-scale platforms could be used to run continuously-randomized
trials across thousands of participants that vary dozens or even hundreds of parame-
ters (Beck and Mostow 2006; Liu, Mandel, Brunskill, & Popovic, 2014).  Even for
AIED work not based on such platforms, it is increasingly feasible to “plug in” to
another system, with certain systems serving as active testbeds for 3rd-party experi-
ments (e.g., ASSISTments and EdX).

The difference is qualitative: rather than being limited to exploring a handful of
factors independently, it will be possible to explore the relative importance of differ-
ent learning principles in different contexts and combinations.  In many respects, this
means not just a change to the systems, but to the kinds of scientific questions that can
and will be studied. These opportunities raise new research problems for the field of
AIED. A few areas related areas will reshape educational research: Distributed and
Ubiquitous Intelligent Tutoring Systems (ITS), Four-Loop User Adaptation, AI-
Controlled Experimental Sampling, and Semantic Messaging. Some new frontiers in
each of these areas will be discussed.

2 Distributed and Ubiquitous AIED

As implied by the title, AIED technologies are approaching a juncture where many
systems will be splitting up into an ecosystem of reusable infrastructure and plat-
forms. The next generation of services will be composed of these services, which may
be hosted across many different servers or institutions. More specifically, we may be
reaching the end of the traditional four-component ITS architecture with four mod-
ules: Domain, Pedagogy, Student, and Communication (Woolf, 2010).  While the
functions of all these modules will still be necessary, there is no reason to think that
any given ITS must contain all these components, in the sense of building them, con-
trolling them, or owning them.  The future for ITS may be to blow them up so that
each piece can be used as a web-service for many different learning systems.

With respect to other online technologies, learning technology is already behind.
On even a basic blog site, a user can often log in using one of five services (e.g.,
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Google, Facebook), view adaptively-selected ads delivered by cloud-based web ser-
vices that track users across multiple sites, embed media from anywhere on the inter-
net, and meaningfully interact with the site on almost any device (mobiles, tablets,
PC).  In short, most web applications integrate and interact with many other web ser-
vices, allowing them to be rapidly designed with robust functionality and data that no
single application would be able to develop and maintain.

From the standpoint of AIED, moving in this direction is an existential necessity.
Without pooling capabilities or sharing components, serious academic research into
educational technologies may be boxed out or surpassed by the capabilities of off-the-
shelf systems, many of which will have closed architectures. Unfortunately, while
industry research can offer powerful results, competing pressures can lead to under-
reporting: publishing research is costly, time-consuming, and can risk disclosing trade
secrets or unfavorable empirical findings. While some companies make the invest-
ment to generalize their research, many others do not.  By comparison, academic
institutions and research-active commercial systems should be motivated to share and
combine technologies to build more effective and widely-used learning technology.
This model of collaborative component design stands alone in making platforms that
co-exist with major commercial endeavors, such as web-browsers (FireFox), operat-
ing systems (Linux), and statistical packages (R; R Core Team, 2013). Moreover,
service-oriented computing allows for a mixture of free research development and
commercial licensing of the same underlying technologies.

The benefits of moving toward service-oriented AIED will be substantial.  First,
they should enable AIED research to deeply specialize, while remaining widely appli-
cable due to the ability to plug in to other platforms with large and sustained user
bases. In such an ecosystem, user adaptation will be free to expand beyond the ca-
nonical inner loop and outer loop model (VanLehn, 2006). Composing and coordi-
nating specialized AIED services will also demand greater standardization and focus
on data sharing between systems.  While this process may be painful initially, stand-
ards for integrating data across multiple systems would enable the development of
powerful adaptation, analytics, and reporting functionality that would greatly reduce
barriers for developing AIED technology and studying its effects on learners.

3 Four-Loops: Above Outer Loops and Under Inner Loops

One implication of scaling up AIED and moving beyond the standard four-component
ITS model is that adaptation to users may become prevalent at grain sizes larger and
smaller than traditional ITS. VanLehn (2006) framed the adaption from tutoring sys-
tems as consisting of an outer loop (selecting problems) and an inner loop (providing
help and feedback on specific problem steps). These are often referred to as “macro-
adaptivity” and “step-based adaptivity.” However, recent developments have shown
the first steps toward “meta-adaptivity,” where the system adapts to the user by shift-
ing the learner to an entirely different ITS system (which may then adapt to the user
differently). Likewise, research on “micro-adaptivity” has looked at the benefits for
using data to fine-tune interactions below the problem step level (e.g., keystroke-level
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inputs, emotion detection, presentation modes or timing of feedback). This implies a
four-loop model for user adaptation, as shown in Figure 1.

Fig. 1. Four-Loop User Adaptation

3.1 Meta-Adaptation: Handoffs Between Systems

Meta-adaptation has only become possible recently, due to increasing use and maturi-
ty of AIED technology. In the past, learning technologies such as ITS were trapped in
sandboxes with no interaction.  Due to service-oriented approaches, systems have
taken the first steps toward real-time handoffs of users between systems. For example,
in the recent Office of Naval Research STEM Grand Challenge, two out of four teams
integrated multiple established adaptive learning systems: Wayang Outpost with AS-
SISTments (Arroyo, Woolf, & Beal, 2006; Heffernan et al., 2006) and AutoTutor
with ALEKS (Nye, Windsor, Pavlik, Olney, Hajeer, Graesser, & Hu, in press).  Other
integration efforts are also underway as part of the Army Research Lab (ARL) Gener-
alized Intelligent Framework for Tutoring (GIFT) architecture, which is built to inte-
grate external systems (Sottilare, Goldberg, Brawner, & Holden, 2012) and version of
AutoTutor has also been integrated with GIFT.

These initial integrations represent the first steps toward meta-adaptation: transfer-
ring the learner between different systems based on their needs and performance.
This type of adaptation would allow learners to benefit from the complementary
strengths of multiple systems. For example, learners that benefit most from animated
agents might be sent to systems such agents (i.e., trait-based adaptation).  Alternative-
ly, different types of learning impasses or knowledge deficiencies may respond best to
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learning activities in different systems (i.e., state-based adaptation). One problem that
this approach might mitigate is the issue of wheel spinning, where an adaptive system
detects that it cannot serve the learner’s current needs (Beck & Gong, 2013). Meta-
adaptation might also mean referring the learner to a human instructor, tutor, or peer.
In general, meta-adaptation would focus on passing students and knowledge between
different adaptive learning contexts (both AI-based and human).

Meta-adaptation is the maximum possible grain size, which makes it somewhat dif-
ferent from standard adaptation because users are transferred to an entirely different
system. This type of adaptation likely requires either distributed adaptation or bro-
kered adaptation.  Distributed adaptation would involve individual systems deciding
when to refer a learner to a different system and possibly trusting the other system to
transfer the student back when appropriate. This would be analogous to doctors in a
hospital, who rely on networks of specialists who share charts and know enough to
make an appropriate referral, but may use their own judgment about when and how
they make referrals. On the converse, brokered adaptation would require a new type
of service whose purpose is to monitor student learning across all systems (i.e., a stu-
dent model integrator) and make suggestions for appropriate handoffs. This service
would be consulted by each participating AIED system, probably as part of their outer
loop. In the long term, such a broker may be an important service, because it could
help optimize handoffs and ensure that students are transferred appropriately. Such
brokers might also play a role for learners to manage their data and privacy settings.
Other models for coordinating handoffs might also emerge over time.

3.2 Micro-Adaptation: Data-Optimization and Event Streams

In addition to adaptivity at the largest grain size (selecting systems), research on the
smallest grain sizes (micro-adaptation) is also an important future area. Micro-
adaptation involves optimizing for and responding to the smallest level of interac-
tions, even those that are not associated with a traditional user input on a problem
step. For anything but simple experiments, this type of optimization and adaptation is
too fine-grained and labor-intensive to perform by hand at scale, meaning that it will
need to rely on data-driven optimizations such as reinforcement learning. Chi, Jordan
and VanLehn (2014) used reinforcement learning to optimize dialog-based ITS inter-
actions in the Cordillera system for Physics, which showed potential gains of up to 1σ
over poorly-optimized dialog or no dialog. Dragon Box has taken a related approach
by optimizing for low-level user interface and click-level data, by applying trace-
based models to find efficient paths for learning behavior and associated system re-
sponses (Andersen, Gulwani, & Popovic, 2013).

These lines of research represent the tip of the iceberg for opportunities for micro-
adaptation. A variety of low-level data streams have not yet been leveraged.  Contin-
uous sensor data, such as emotion sensors or speech input waveforms, may present
rich opportunities for exploring fine-grained user-adaptation based on algorithmic
exploration of possible response patterns. Low-level user interface optimization may
also help improve learning, such as human-computer interaction design or keystroke-
level events or mouse-over actions (i.e., self-optimizing interfaces).
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Both the strength and the drawback of micro-optimization is that it is will tightly fit
the specific user interface or content (even down to specific words in text descrip-
tions). Optimizing for a particular presentation of a problem can lead to learning effi-
ciency gains by emphasizing parts that are salient to learning from that specific case,
while skipping or downplaying other features. However, micro-level optimization
will likely suffer from versioning issues (e.g., changes to small problem elements
potentially invalidating prior data and policies) and also transferability issues (e.g., an
optimized case not transferring well from a desktop to a mobile context). Solutions to
weight the relevance of prior data will be required to address issues related to altered
problems or new contexts (e.g., mobile devices, classroom vs. home, different cultural
contexts).

4 AI-Controlled Experimental Sampling

Techniques for micro-adaptation may also reshape experimental methods. Artificial
intelligence can play a major role in the experimental process itself, which is a type of
efficient search problem. Educational data mining research has already started look-
ing at dynamically assigning subjects to different learning conditions based on multi-
armed bandit models (Liu, Mandel, Brunskill, & Popovic, 2014).  Multi-armed bandit
models assume that each treatment condition is like a slot machine with different
payout distributions (e.g., student learning gains). These models are common in medi-
cal research, where it is important to stop treatments that show harms or a consistent
lack of benefit.  They allow building intelligent systems that explore new strategies,
while pruning ineffective ones.

The field is only taking its first baby steps for these types of experimental designs.
Fundamental research is needed to frame and solve efficient-search problems present
in AIED experiments. Based on varying different parameters and interactions in the
learning experience, learning environments can search for interpretable models that
predict learning gains. In the long term, models for automated experimentation may
even allow comparing the effectiveness of different services or content modules, by
randomly selecting them from open repositories of content.

The most difficult aspect of this problem is likely to be the interpretability.  While
multi-arm bandit models can be calibrated to offer clear statistical significance levels
between conditions, models that traverse the pedagogical strategy space are often too
granular to allow for much generalization.  For example, some popular models for
large learning environment focus on efficient paths or traces of learning behavior and
associated system responses (Andersen, Gulwani, & Popovic, 2013).  Unfortunately,
these models are often not easily generalizable: they may capture issues tied to the
specific system or may tailor instruction to specific problems so tightly that it is diffi-
cult to infer theoretical implications (Chi, Jordan & VanLehn, 2014).

New techniques are needed that can automatically explore the space of pedagogical
designs, but that can also output interpretable statistics that are grounded in theories
and concepts that can be compared across systems.  This is a serious challenge that
probably lacks a general algorithmic solution. Instead, such mappings will probably
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be determined by the constraints of learning and educational processes. A second
major challenge is the issue of integrating expert knowledge with statistically-
sampled information. Commonly, expert knowledge is used to initially design a sys-
tem (e.g., human-defined knowledge prerequisites), which is later replaced by a statis-
tically-inferred model after enough data is collected. However, in an ideal world,
these types of heterogeneous data would be gracefully integrated (e.g., treating expert
knowledge as Bayesian prior weights). Future research in AIED will need to identify
where this sort of expert/statistical hybrid modeling is needed, and match these prob-
lems with techniques from fields of AI and data modeling that specialize in these
issues. Ultimately, a goal of this work should be to blur the lines between theory and
practice by building systems that can both report and consume theoretically-relevant
findings.

5 Semantic Messaging: Sharing Components and Data

To share technology effectively, AIED must move toward open standards for sharing
data both after-the-fact (i.e., repositories) and also in real-time (i.e., plug-in architec-
tures).  The first steps in these directions have already been taken.  Two notable data
repository projects with strong AIED roots exist: the Pittsburg Science for Learning
Center (PSLC) DataShop (Koedinger, Baker, Cunningham, Skogsholm, Leber, &
Stamper, 2010) and the Advanced Distributed Learning (ADL) xAPI standards for
messaging and learning record stores (Murray & Silvers, 2013). The IMS Global
Specifications are also a move in this direction (IMS Global, 2015).

Due to solid protocols in messaging technologies, the technical process of ex-
changing data between systems at runtime is not onerous.  The larger issue is for a
receiving system to actually apply that data usefully (e.g., understand what it means).
Hidden beneath this issue is a complex ontology alignment problem.  In short, each
learning technology frames its experiences differently.  When these experiences and
events are sent off to some other system, the designers of each system need to agree
about what different semantics mean.  For example, one system may say a student has
“Completed” an exercise if they viewed it.  Another might only mark it as “Complet-
ed” if the learner achieved a passing grade on it. These have very different practical
implications. Likewise, the subparts of a complex activity may be segmented differ-
ently (e.g., different theories about the number of academically-relevant emotions).
While efforts have been made to work toward standards, this seldom solves the prob-
lem: the issue with standards is that there tends to be so many of them.

So then, ontology development must play a key role for the future of ITS interop-
erability.  There are multiple ways that this might occur.  Assuming the number of
standards is countable, it would be sufficient to have an occasional up-front invest-
ment to develop and update explicit mappings between ontologies by hand.  While
this is low-tech, it works when the number of terms is fairly small.  For larger ontolo-
gies of AIED behavior and events, it may be possible to align ontologies by applying
both coding systems to a shared task (e.g., build benchmark tasks that are then marked
up with messages derived from that ontology).
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By collecting data on messages from benchmark tasks, it may be possible to auto-
mate much of the alignment between ontologies, particularly for key aspects such as
assessment. Research on Semantic Web technologies is also very active, and may
offer other effective solutions to issues of ontology matching and alignment (Shvaiko
& Euzenat, 2013). The final approach is to simply live without standards and allow
the growth of a folksonomy: common terms that are frequently used. These terms can
then become suggested labels, with tools that make their use more convenient and
prevalent.  The one approach that should not be taken is to try to develop a super-
ontology or new top-down standard for the types of information that learning systems
communicate. While there are roles for such ontologies, top-down ontologies have
never achieved much support within research or software development communities.

6 Closing Remarks

The future for AIED should be a bright one: expansion of learning software into
schools will ultimately result in unprecedented diversity and size of user bases. The
areas noted in this paper are only the first wave for new AIED opportunities. In time,
it will be possible to explore entirely new classes of questions, such as mapping out
continuous, multivariate functional relationships between student factors and peda-
gogical effectiveness of certain behaviors. Systems such as personal learning lockers
for data would allow for longitudinal study of learning over time, either in real-time
or retrospectively. A major game-changer for future learning research will probably
be data ownership and privacy issues: data will exist, but researchers will need to
foster best-practices for data sharing, protection, and archiving.

With this wealth of data, researchers will be able to connect learning to other rela-
tionships and patterns from less traditional data sources. In 20 years, the range of
commonly-available sensor data will be dizzying: geolocation, haptic/acceleration,
camera, microphone, thermal imaging, social ties, and even Internet-of-Things devic-
es such as smart thermostats or refrigerators. Moreover, the ecosystem of applications
leveraging this data will likewise be more mature: your phone might be able to tell a
student not only that their parents left them a voicemail, but that they sounded angry.
This event might then be correlated with a recent report card, and the consequences of
the interaction might be analyzed. Learning is a central facet of the human experience,
cutting across nearly every part of life. To that end, as life-long learning becomes the
norm, the relationship between life and learning will become increasingly important.
By consuming and being consumed in a distributed and service-oriented world, AIED
will be able to play a major role in shaping both education and society.
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Abstract. Motor skill learning is hardly considered in current AIED literature. 

However, there are many learning tasks that require consolidating motor tasks 

into memory through repetition towards accurate movements, such as learning 

to write, to draw, to play a musical instrument, to practice a sport technique, to 

dance, to use sign language or to train for surgery. The field of Artificial Intelli-

gence (AI) needs new sap to cope with the challenges in the Educational (ED) 

domain aimed to support psychomotor learning. This new sap can be provided 

by novel interactive technologies around the Internet of the Things that deal 

with Quantified-self wearable devices, 3D modelling, Big Data processing, etc. 

The paper aims to identify opportunities and challenges for AI + ED that can be 

discussed during the workshop. Some of the issues raised are illustrated within 

a case study instantiated in the Aikido practice, a defensive martial art that in-

volves learning skilled movements by training both the body and the mind, and 

which is not only part of extra-curricular activity in many schools, but has also 

been reported of value for teaching in STEM (Science, Technology, Engineer-

ing and Mathematics) education, in particular, some laws of mechanics. 

Keywords: motor skill learning, psychomotor domain, artificial intelligence, 

education, Internet of the Things, personalization, Aikido, STEM. 

1 Introduction 

Motor skill learning can be defined as achieving the ability to perform a function 

acquired with practice that requires body and/or limb movement to accomplish the 

goal of an action or task [1]. Although it is not a new concept [2], up to my 

knowledge (grounded by a review of the papers published in the International Journal 

of Artificial Intelligence in Education (IJAIED) and which is reported elsewhere [3]), 

the physical aspects of learning have been hardly considered in the AIED research. 

Nevertheless, consolidating specific motor tasks into memory through repetition 

(thus, creating long-term muscle memory for a given task) is very relevant in diverse 

educational scenarios that support learning processes involving not only brain activi-
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ty, but also physical activity, such as learning to write, to draw, to play a musical 

instrument, to practice a sport technique, to dance, to use sign language or to train for 

surgery that require long-term physical training, as reported in [3]. In these situations, 

learners have to train by repeating basic and very specific movements till they learn 

the best way to carry them out effectively without conscious effort. It has to be re-

marked here that learning physical skills (i.e., the proficiency of individual move-

ments, also called sensomotor habits [4]) goes beyond mere muscle memory, but 

involve blending motor skills and cognitive, meta-cognitive and affective skills. In 

fact, psychomotor skills cannot be acquired by multiple repetitions of given motor 

pattern without considering the importance of feedback between cognitive processes 

and motor actions [5]. However, the focus of the discussion that this paper aims to 

bring to the workshop is mainly on how the physical part related to the psychomotor 

learning domain (which deals with physical movement, coordination and the use of 

the motor skill areas [6]) can be supported from an AIED perspective, both in 1) the 

modelling of the learner physical interaction, and 2) the provision of the required 

personalized support during the learning. In my view, this is a new dimension that is 

worth to be explored by combining AI + ED research. The cognitive, meta-cognitive 

and affective dimensions are already being widely addressed in AIED literature.  

In addition, at this point in time, technology has evolved in such a way that it can 

monitor the movements carried out by the learners through diverse types of sensors 

(e.g., inertial, optical, position, electromyography, etc.) and timely feedback can be 

provided through diverse actuators (such as resistance, force, vibration, etc. as well as 

servo motors) to help the learner improve the performance of the corresponding 

movement. Quantified-self approaches (based on data gathered from wearable devices 

such as electronic bracelets and intelligent t-shirts) allow personal awareness and 

reflection for behavioral monitoring in many situations, such as physical exercise or 

affective support. Big Data allows processing real time data streams gathered from 

heterogeneous information sources. 3D models  of real objects can be produced with 

low-cost scanners and printers. These technologies (among others) support the so 

called Internet of the Things (IoT), that is, the connection of physical things to the 

Internet, which makes possible to access remote sensor data and to control the physi-

cal world from a distance [7]. In this context, the do-it-yourself movement supports 

non-experts in getting familiar with these novel interaction technologies and in being 

able to build ad-hoc electronic components for their own needs. Thus, AIED re-

searchers can take advantage of this supportive context so the learning curve of inte-

grating above technologies with AI techniques can be feasible for the field. 

As a result, this paper proposes to explicitly open a new research line for the AIED 

field where ED can benefit from AI techniques enriched with emerging novel interac-

tive technologies around the Internet of the Things. This new research direction, 

framed within the psychomotor learning domain, requires a shift towards supporting 

physical practice (i.e., training) rather than supporting instructional teaching. This 

implies that the physical actions carried out while practicing need to be monitored, 

modelled and, when needed, corrected, to achieve successful motor skill learning (i.e., 

skills learning at a physical level). 
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2 Opportunities and Challenges 

As discussed in [3], the synergy of Artificial Intelligence techniques with novel inter-

active technologies opens new opportunities for researching the physical (i.e., cor-

poral) aspects of learning. For instance, it seems to be possible to provide intelligent 

real time feedback to scaffold physical skill learning by using sensors, actuators, 3D 

scanning and modelling, data streams processing, etc. And in order to improve per-

formance, tangible scaffolding could be provided to guide motor skill learning in a 

personalized way through embodiment technology. A case study that illustrates some 

issues involved is outlined in Section 3.  

In any case, by integrating novel interactive technology, the foreseen goal is that 

AIED researchers can produce systems that sense the learner’s corporal behavior as 

she learns specific skilled movements, and then guide the learner on how to react in 

an optimal way (taking into account the learner’s current performance, corporal fea-

tures and the particularities of the specific movement to perform) by providing per-

sonalized feedback during the learning process (rather than just giving directions of 

what to do and how to do, as in traditional AIED intervention approaches). Procedural 

learning in terms of motor skill is usually difficult to explain by the instructor and to 

understand by the learner. In fact, this procedural tutoring support is of major rele-

vance in the case of novice learners, as they might get into a wrong habit if no timely 

feedback is provided to them while practicing by their own and, thus, they cannot 

understand why the movement is not correct.  

In order to build procedural learning systems that can personalize motor skill learn-

ing, both AI and ED research need to revise the application of their theoretical and 

methodological approaches to the particularities of the psychomotor learning domain. 

From the AI point of view, there is a need for modelling the individual functional and 

corporal features, her interaction and the accurate movement, by processing the simul-

taneously and continuously data streams produced by diverse and heterogeneous sen-

sors, and then controlling the robotics to physically deliver the intervention to the 

learner. From the ED point of view, the focus has to be put on identifying what is the 

most appropriate intervention in each case (considering cognitive, meta-cognitive, 

affective and behavioral dimensions) and when and how it should be delivered in 

order to make a positive impact in the learning process.  

Therefore, as discussed in [3], there exist challenges regarding 1) modelling and 

representing the movements of the learner by building the learner physical interaction 

model as well as the accurate movement model, and 2) providing the appropriate 

personalized physical support in the most efficient way for each learner in each train-

ing context. More specifically, regarding the modelling of movements, there seem to 

be challenges related to: i) detecting the physical interaction, ii) modelling the move-

ments to be trained, iii) error diagnosing and intervention modelling, and iv) model-

ling the learner. In turn, regarding the provision of the appropriate personalized phys-

ical support, challenges might exist in order to: i) deciding upon adaptation, ii) evalu-

ating the user activity, iii) visualization of movement performance, and iv) sharing 

progress and social learning.  
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3 A case study for AI + ED: supporting personalized 

psychomotor learning in Aikido  

In order to facilitate the discussion on existing challenges for AI + ED to support 

personalized motor learning skill learning, a case study is presented. This case study 

focuses on Aikido martial art. Since it might surprise the reader the selection of this 

domain from an ED perspective, first some of the reasons for its selection are dis-

cussed. Then, some technological advances that can help AI to provide personalized 

motor skill training within the Aikido psychomotor learning domain are presented. 

They intend to include in the AIED research agenda ideas that can be explored.  

3.1 Aikido & ED: more than just a psychomotor learning domain  

Aikido is a non-aggressive Japanese martial art that consists of entering and turning 

movements that redirect the momentum of an opponent's attack, and a throw or joint 

lock that terminates the technique [8]. The word is formed by Ai (coordination, ac-

cord, harmony, blending), Ki (psychological energy, spirit, universal force) and Do 

(way of life, philosophy of living) [9]. It is guided by defending oneself while also 

protecting the attacker from injury. In fact, it is based on the principle that in order to 

control an attacker, the defender must meet the attack in a state of perfect balance 

[10]. Properly carrying out the technique requires years of training by repeating over 

and over the sequence of movements that makes up each Aikido technique.  

Martial arts do not only involve complex manipulations of human anatomy and 

physiology [9], but they aim to train both the body and the mind, since training con-

sist of improving mental disposition and motor skills (i.e., fitness and coordination) 

[4]. According to these authors [4], the technique of self-defense can be defined as a 

specific sequence of movements constituting a partial or total resolving of various 

dynamic situations. These movements imply eccentric and concentric muscle work, 

rotation of the trunk and hips, translocation of the body mass center and adequate leg 

work. Interplay of muscle tension and relaxation combined with accurate decisions is 

needed. This requires the development of skills in body movement control that com-

bine mental balance and appropriate motor actions, where the general motor fitness is 

adjusted to the individual level of motor abilities (i.e., quality is more important than 

strength). Automation of movements occurs when mental processes are free of con-

trolling individual movements. An ability of psycho-physical self-controls is also 

required to allow for efficient performance under stressful situations.  

Since Aikido practice involves the execution of paired movements between the at-

tacker (uke: receiver of the technique) and the defendant (tory: doer of the technique), 

it helps understanding cooperation and timing in movement [11]. Recent studies using 

electroencephalography and electromyography techniques have shown that the pos-

tural control training using Aikido improves psychomotor performance [10]. 

Nonetheless, the benefits of Aikido go beyond physical fitness and motor abilities. 

For instance, some studies suggest that Aikido training increases mindfulness [11]. In 

particular, since practitioners are taught to be mindful of the technique, breathing, 
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balance, center of gravity and their connection to the other person, it may facilitate 

increasing one’s awareness of body position, of others around, practitioner’s emotion-

al states and how other people’s emotions may affect the Aikido practitioner’s emo-

tional states. As compiled by these authors, benefits of increased mindfulness may 

include better concentration, stronger awareness, improved immune system function-

ing and decreases in stress related physical symptoms [12, 13]. In this way, Aikido 

training may enhance awareness and resolution of problematical situations, as during 

training sessions, the practitioner learns to deal with multiple stressors concurrently, 

and this is learnt to do in an effective manner while remaining calm, which suggests 

that Aikido seem to teach practical problem solving and acceptance of circumstances 

[11]. In this sense, Aikido is one of the more spiritual martial arts as it studies the 

energy within oneself, her partner and the world through the physical principles of 

entering, turning and securing, and thus, focuses directly on the energy involved in 

dealing with one’s emotions, perceptions of trust and fear, and conceptions of reality 

as well as the energy and demands in relating with another human being [14]. In this 

authors’ viewpoint, Aikido can contribute to relationship encounters, conflict resolu-

tion, motivation and personal energy by an effective management of energy, improv-

ing interpersonal relationships and facilitating stress reduction. Following these ideas, 

studies have shown that including martial arts such as Aikido in school programs can 

enhance student’s awareness of violence prevention and allow them to react calmly 

and without panic, reducing violence in schools [15]. 

In addition to above benefits, Aikido has also potential to be used in education, not 

only for physical education (i.e., development of motor abilities, mental and physical 

health benefits, violence reduction…) but also in STEM education (i.e., Science, 

Technology, Engineering and Mathematics). In this sense, there are studies where 

some laws of Physics are taught with Aikido practice (see [15]) that show statistically 

significant improvements in the scores on biomechanics (i.e., mechanics principles of 

human movement) tests as well as statistically significant correlations between the 

results in those tests and the performance of the Aikido techniques. From these works, 

it seems that solid-state mechanics concepts such as the law of momentum conserva-

tion, second law of motion for angular motion, centrifugal force and composition of 

resultant forces and moments of force, can be explained more effectively with the 

practice of Aikido, facilitating the understanding of how forces act on a person while 

in translator or rotary motion.  

Since the practice of Aikido seems to improve not only motor skills, but also some 

cognitive abilities (i.e., acquiring the knowledge of mechanics required by the scholar 

curriculum), this martial art has been chosen to discuss how a psychomotor learning 

domain like this could benefit from an AIED procedural learning environment. In this 

sense, some ideas on how to provide some tangible scaffolding when needed to guide 

motor skill learning in a personalized way using novel interactive technology from the 

IoT are discussed next. The research question behind is: How to design and imple-

ment a personalized procedural learning environment that can physically train and 

guide the particular way each learners’ body and limbs should move in order to 

achieve a specific learning goal that is related to improving learners’ motor skills 

acquisition, such as the needs identified in the Aikido practice? 

AIED 2015 Workshop Proceedings - Vol 4 76



3.2 Improving AI based personalized motor skill learning in Aikido with 

novel interactive technologies  

The goal of Aikido is to hold the uke (attacker) in a compromised and secured posi-

tion with a minimal amount of effort [17]. To achieve this, Aikido practice involves 

the manipulation of various joints of the body and is based on effective anatomical 

principles to subdue a training partner by twisting the limbs or locking up the skeletal 

system. In order to better understand the body’s responses and improve the proficien-

cy of applying specific techniques, anatomical studies on cadavers that investigated 

the nerves, bones, muscles, tendons and tissues manipulated by each technique have 

been carried out in the past [9]. However, novel interactive technologies, such as 

those provided by quantified-self wearable devices, can be used to gather dynamic 

indicators while making the movement. This can help to understand how the move-

ments are performed and improve training. For instance, the movements carried out 

by a person can be monitored using diverse types of sensors (inertial, optical, posi-

tion, physiological, etc.) [18] for real time motion study outside the laboratory [19]. 

This technology is becoming less and less intrusive, to the point that sensors that al-

low complex movement patterns tracking are getting embedded directly into clothes 

[20]. The interaction data streams continuously collected by these sensors in real time 

need to be processed. Due to its volume, variability and speed, Big Data mining tech-

niques need probably to be applied [21]. 

In addition, as introduced above, Aikido requires long-term physical training to 

learn how to carry out the movements in the most efficient way. Very often, the exe-

cution of the corresponding techniques involves practitioners moving along a curve 

and lowering one’s center of gravity in order to employ the centrifugal force acting on 

the opponent and one’s own gravity [16]. Forces applied are notably subtle and intri-

cate, and thus, difficult to learn without the direct tutelage by an experienced sensei 

(teacher) [17]. This is not easy to put into practice without being repeatedly told what 

is done wrong and what should be done right. In order to be able to compare how the 

movement is performed, a model of the accurate movement needs to be built. In the 

field of virtual reality, there are works that build virtual skeletal models for video-

games from the information collected using wearable technology (e.g., biomechanical 

or inertial sensors), which both map the movement as well as recognize gestures with 

AI techniques [22]. The movement controlled by sensors can also be represented in 

3D models of the human body [23].  

The next step is to provide some guided feedback. Since the situations where the 

applied techniques are never the same (e.g., the degree and direction of force is differ-

ent, the position of the tory is not always the same, body shape and muscular structure 

differ from uke to uke, perception and timing change) the application of the technique 

must change accordingly [24]. This means that the provided feedback should be per-

sonalized to the current situation, including uke and tory body built. With respect to 

defining the appropriate feedback to give, an initial proposal can be to provide some 

tangible scaffolding through embodiment technology that corrects the learner’s 

movements by physically controlling and guiding the movement of the learner till her 

ideal movements (considering the learner’s own body built) are achieved. Feedback 
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with different levels of complexity (simple verification, try again and elaborated) 

provided through different channels (visual, audio and haptic) [17] should be consid-

ered. For instance, in order to provide motor intervention, some works use electromy-

ography sensors (i.e., the measure of the electrical activity produced by the skeletal 

muscles) to detect movement intentions and help to carry them out through exoskele-

tons (i.e., physical shells) moved with servo motors [25]. Resistive sensors have also 

been used to move body parts through vibrations [26]. Inertial sensors and vibro-tactil 

feedback is also used to replicate referred postures and correct those that are not alike 

[27]. A forced feedback system to guide fingers movement to improve motor skills 

when playing the piano has been implemented with a simple exoskeletal robotics [28]. 

The technology for 3D modelling can be used to build physical prototypes of tangible 

objects. As an example, combining available technologies, a 3D printed hand has 

been controlled with Arduino using servomotors [29]. 

However, guiding the learner by delivering forced haptic feedback when the 

movement performed does not reflect the reference movement might not be the most 

appropriate psycho-educational approach to achieve long-term learning, although it 

might help to increase motivation by contributing to short-term performance [30]. 

Therefore, there is a need to research the appropriate personalized support to provide. 

Here, the application of TORMES methodology [31] (or an extended version of it that 

addresses the particularities required by the psychomotor learning domain and the 

requirements to sense the environment and provide tangible support) can be of value 

to model the personalized dynamic psychomotor support to be provided in specific 

situations. In particular, TORMES extends the design cycle of interactive systems as 

defined by ISO 9241-210 with the life cycle of e-learning and the layered evaluation 

of adaptive systems, and combines user centered design methods (which can be ap-

plied to gather tacit knowledge from psychomotor experts as well as experienced 

Aikido teachers and practitioners) with (big) data mining techniques (that can be used 

to analysis performance indicators regarding the movements carried out gathered 

from Aikido training sessions, for instance, using wearable devices). 

There is a commercial software (i.e., Aikido 3D1) that recreates with animated 

characters the movements of a high degree Aikido black belt using motion capture 

technology. The goal of this tool is to facilitate visualizing how the techniques are to 

be carried out, so the learner can see it from different perspectives, in slow motion, 

zoomed, etc. It provides a technological improvement on top of what takes place in 

Aikido dojos (i.e., training places) around the world, but the approach behind is simi-

lar: learner watches how an expert (in this case, an animated character whose behav-

ior has been modelled with the movements of an expert) carries out the technique and 

then tries to reproduce (imitate) the same movements with a partner. However, an 

AIED support through a procedural learning environment could improve the learning 

experience by physically controlling and guiding the movements of the learner when 

appropriate, so she can correct them till she masters the movements for the technique 

(considering the learner’s own body built and skills, as well as the context where the 

movement is carried out, including the opponent features). This requires the follow-

                                                        
1 https://www.aikido3d.com  
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ing: 1) sensing the learner’s movement and the context in which this movement takes 

place (e.g., the physical features and abilities of the opponent), 2) comparing it against 

the accurate movement (e.g., how an expert in the technique would carry the move-

ment out considering the same physical features and abilities of the learner and the 

opponent), 3) deciding whether it is appropriate to provide the tangible support at this 

moment (dealing with focusing on short term performance vs. long-term learning), 

and 4) if appropriate, then provide the tangible support in an effective non-intrusive 

way, for instance with vibro-tactil feedback through actuators sew on the Aikidogi 

(i.e., the Aikido training uniform).  

4 Conclusion 

There is a challenge and opportunity to take advantage of AI and ED research to de-

velop personalized procedural systems that can support learners while acquiring psy-

chomotor abilities. Learning and improving motor skills is of relevance in many do-

mains, such as learning to write, to draw, to play a musical instrument, to practice a 

sport technique, to dance, to use sign language or to train for surgery.  

In this paper, the relevance of Aikido practice and the support it can obtain from 

AIED based procedural learning environments has been discussed for the first time in 

the literature. In addition, the application of novel interaction technologies that are 

being used by the Internet of the Things (such as quantified-self wearable devices, big 

data processing and 3D modelling) to build an AIED procedural learning environment 

has been proposed by reporting works that partially address some of the technological 

issues discussed. Although the assimilation of new technologies is always costly, the 

do-it-yourself movement, which encourages people in creating Internet of the Things 

applications by their own [32], can simply their learning curve and thus, their usage 

should be feasible for the AIED research community, provided that many people 

around the world are taking advantage of them without a wide specialized technologi-

cal background. In turn, non-specialized users benefit from the feeling of belonging to 

a community that characterizes this kind of developing culture (as well as the open 

source and open hardware philosophy underneath it) and receive on-line peer support 

both on search (i.e., looking for information with the help of web search engines or 

within specialized repositories) and on demand (i.e., asking in specialized forums).  

In addition, it can also be noted here that most of the approaches referenced in the 

previous section can be controlled by an Arduino based infrastructure. Arduino is an 

open source electronics prototyping platform, which is based on easy to use hardware 

and software [33]. As reported in previous work, Arduino can be used to gather con-

textual information from sensors [34] and deliver ambient intelligent feedback [35]. 

In summary, the motivation of this paper is to propose a new research direction to 

the AIED field, where novel interactive technologies enrich Artificial Intelligence 

techniques to deal with some challenges within the Educational domain. This pro-

posal will be discussed further during the workshop “Les Contes du Mariage: Should 

AI stay married to ED? A workshop examining the current and future identity of the 

AIED field” taking place during the 17th International Conference on Artificial Intel-
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ligence in Education (AIED 2015). Outcomes from the discussion in the workshop 

will be included in a paper for the IJAED Special Issue “The next 25 Years: How 

advanced, interactive educational technologies will change the world” [3]. 
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Realizing the Potential of AIED 
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Abstract. This is a time of opportunity and promise for AIED as a field. The 
field has had some major successes, and is having an impact with significant 
numbers of learners. Now that Big Data has arrived in education, opportunities 
are opening up to generate analytics from that data and use it to personalize 
learning.  There is however potential to have an even greater impact on educa-
tion, and make greater use of AI technologies. The field should focus on realiz-
ing this potential, and not divorce itself from either AI or Ed. Achieving impact 
will require more effective dialog and collaboration with educators, learners, 
and people in industry. 

Keywords: Educational impact, partnering with education, partnering with in-
dustry, participatory design, technology transfer 

1 The Time for AIED has arrived 

These are exciting times for learning technologies. Technology is becoming inte-
grated into education at all levels, as online learning, blended learning, and smart 
classrooms are becoming the norm. The global market in technology-enabled learning 
is projected to grow at an annualized rate of 20.3% to $220bn in 2017 (Mar-
ketsandMarkets, 2014). Large as this is it is still a small fraction of the $5.89tr that is 
projected to be spent on education in 2015 (Next Up Research, 2010); this suggests 
there will be even greater opportunities in the future. Technology-enabled education 
is enabling and fuelling demand for personalized and adaptive learning and assess-
ment (Borden, 2011; Getting Smart, 2012), capabilities which AIED systems are well 
positioned to provide. 

AIED-based systems are contributing to this innovation in learning. Alelo’s lan-
guage and culture training systems (Johnson, 2010; Camacho et al., 2009; Johnson et 
al., 2012) are in widespread use throughout the world, with well over 100,000 learners 
to date. They have had a significant effect on the cultural and linguistic competence of 
the learners who use them. For example the 3rd Battalion, 7th Marines, the first Ameri-
can Marine unit in the Iraq war to complete their tour of duty without any combat 
fatalities, learned Iraqi Arabic language and culture using Alelo’s Tactical Iraqi learn-
ing environment (Marine Corps Center for Lessons Learned, 2008). Another AIED 
success story is the ASSISTments system, which is being used throughout the United 
States by nearly 20,000 or more students per year (Gelfand, 2011). And perhaps the 
biggest success so far has been the Carnegie Learning curriculum and software, which 
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as of 2010 had been used by over 500,000 students (Institute of Education Sciences, 
2010). 

The workshop call for papers questions whether the ideas of AIEd are influencing 
AI or Education in any major way. The above examples illustrate that it is AIED is in 
fact having an impact. One could perhaps argue as to whether they are having a major 
impact, but they certainly intend to do so. 

Yet these examples are just the beginning, and AIED has the potential to have an 
even greater impact on education in the future. The challenge for the AIED communi-
ty is to realize that potential. It needs more success stories – examples of AIED re-
search that is having an impact. The more instances there are of research that is hav-
ing an impact, the more impact the field as a whole will have. 

I regret that other obligations do not permit me to participate in person in the work-
shop in Madrid. However remote participation is becoming commonplace in technol-
ogy-enabled learning, so I hope it is also possible for a major international conference 
on technology-enabled learning such as AIED. In any case I feel compelled to con-
tribute this position paper and hopefully offer some constructive suggestions. 
 
2     Connect AIED to Educational Problems 

 
I have a number comments on the questions posed in the call for papers, but I will 
focus here on just one: the extent to which the results of AIED research are meaning-
ful to real educational practices. Or to put it another way: What steps can people in 
the AIED community take to ensure that their research has meaningful educational 
impact? Here are some recommendations. 

Talk with educational leaders. More than individual teachers, educational 
leaders and managers have a broad view of how where the unmet educational needs 
are, and may be open to innovative approaches that can meet those needs. Many of 
these are needs that AIED technologies can address. If you have a promising AIED 
technology, show it educational leaders and listen to what they have to say. They 
might help you make the connection to education needs, or if not you will come away 
with a better understanding of what the critical educational needs really are. They 
may be able to put you in touch with schools and teachers that are receptive to inno-
vative solutions. 

Talk with people in the edtech industry. There is not enough dialogue be-
tween AIED researchers and people in the edtech industry, which leads me to suspect 
that that there may be an insufficient appreciation of what researchers can learn from 
such dialogue. People in edtech have an understanding of what it takes to make a real 
impact on real educational problems with technology. They may be aware of educa-
tional problems that they themselves are not in a position to address, but they wish 
someone else would. 

Engage in effective iterative, participatory design. The workshop call for pa-
pers suggests that participatory research is often a matter of rhetoric rather than prac-
tice. The question as I see it is how to make such participatory research achieve more 
effective results. Dialogue with educational leaders prior to the start of the design 
process can help, to make sure that the design is focusing on the right problems. So 
can iterative participatory design, in which researchers show teachers and learners 
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partial prototypes and ask for input on how to improve it. Participatory design can be 
very effective when people have something concrete to respond to. 

Learn from research programs that value educational contributions. The 
US National Science Foundation’s Cyberlearning program is an example of research 
program whose projects address learning research questions as well as learning tech-
nology questions. The program requires research teams to carefully evaluate the edu-
cational impact of the designs that they develop, instead of simply focusing on tech-
nology development. Other AIED researchers can draw useful lessons from this and 
similar programs. 

The RALL-E project (Alelo, 2015) is an example of an exploratory AIED re-
search project that has undertaken each of these steps. With funding from the National 
Science Foundation’s Cyberlearning program, we have developed a lifelike robot that 
can converse in Chinese, using the Robokind’s Zeno-R25 robot as a platform. We 
developed the concept with advice from the Virginia Department of Education, which 
made us aware of critical needs in their state such as the lack of availability of quali-
fied language teachers in many schools and the lack of access to high-quality interac-
tive learning materials in many of those schools. We designed RALL-E as an interac-
tive language-learning tool that students can use to develop their conversational skills, 
with or without the presence of a teacher. The Virginia Department of Education in-
troduced us to the principal of a receptive test site, the Thomas Jefferson High School 
for Science and Technology (TJ) in Alexandria, Virginia. We have developed the 
robot iteratively, and have conducted a series of focus group tests with students and 
teachers at TJ. This has helped us refine the technical concept, as well as develop a 
better understanding of how it might be used in an educational context. This gives us 
confidence that students and teachers will respond positively to the completed solu-
tion. And finally, we talk with other people in the edtech industry, to determine how 
this technology might be relevant to educational needs that they see. 

As more AIED projects draw lessons from projects that have had good impact, it 
will help the field overall to realize its potential of improve education. The rapid in-
crease in availability of computing resources is multiplying the opportunities for the 
field to make a difference. If we seize these opportunities the prospects for the future 
of AIED are bright indeed. 
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Preface 

 
This workshop, a follow-up to the successful first Simulated Learners workshop held 
at AIED 2013, is intended to bring together researchers who are interested in simulat-
ed learners, whatever their role in the design, development, deployment, or evaluation 
of learning systems.  Its novel aspect is that it isn’t simply a workshop about pedagog-
ical agents, but instead focuses on the other roles for simulated learners in helping 
system designers, teachers, instructional designers, etc. 
 
As learning environments become increasingly complex and are used by growing 
numbers of learners (sometimes in the hundreds of thousands) and apply to a larger 
range of domains, the need for simulated learners (and simulation more generally) is 
compelling, not only to enhance these environments with artificial agents, but also to 
explore issues using simulation that would be otherwise be too expensive, too time 
consuming, or even impossible using human subjects. While some may feel that 
MOOCs provide ample data for experimental purposes, it is hard to test specific hy-
potheses about particular technological features with data gathered for another pur-
pose.  Moreover, privacy concerns, ethics approval, attrition rates and platform con-
straints can all be barriers to this approach.  Finally, with thousands of learners at 
stake, it is wise to test a learning environment as thoroughly as possible before de-
ployment. 
 
Since this is a follow-up to the 2013 workshop, we build on some of the ideas that 
emerged there (see proceedings at:  http://goo.gl/12ODji).   
 
The workshop explores these and other issues with the goal of further understanding 
the roles that simulated learners may play in advanced learning technology research 
and development, and in deployed learning systems. 
 
 
John Champaign and Gord McCalla 
Workshop Co-Chairs 
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Abstract. Instructional planning (IP) technology has begun to reach
large online environments. However, many approaches rely on having
centralized metadata structures about the learning objects (LOs). For
dynamic open-ended learning environments (DOELEs), an approach is
needed that does not rely on centralized structures such as prerequisite
graphs that would need to be continually rewired as the LOs change. A
promising approach is collaborative filtering based on learning sequences
(CFLS) using the ecological approach (EA) architecture. We developed
a CFLS planner that compares a given learner’s most recent path of LOs
(of length b) to other learners to create a neighbourhood of similar learn-
ers. The future paths (of length f) of these neighbours are checked and
the most successful path ahead is recommended to the target learner,
who then follows that path for a certain length (called s). We were
interested in how well a CFLS planner, with access only to pure be-
havioural information, compared to a traditional instructional planner
that used explicit metadata about LO prerequisites. We explored this
question through simulation. The results showed that the CFLS plan-
ner in many cases exceeded the performance of the simple prerequisite
planner (SPP) in leading to better learning outcomes for the simulated
learners. This suggests that IP can still be useful in DOELEs that often
won’t have explicit metadata about learners or LOs.

Keywords: instructional planning, collaborative filtering, dynamic open-
ended learning environments, simulated learning environments, simu-
lated learners, ecological approach

1 Introduction

Online courses need to be able to personalize their interactions with their many
learners not only to help each learner overcome particular impasses but also
to provide a path through the learning objects (LOs) that is appropriate to
that particular individual. This is the role of instructional planning (IP), one of
the core AIED sub-disciplines. IP is particularly needed in open-ended learning
environments (OELEs), where learners choose their own goals, because it has
been shown that sometimes learners require an outside push to move forward
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[11]. An added challenge is what we call a dynamic open-ended learning envi-
ronment (DOELE), where both the learners and LOs are constantly changing.
Some learners might leave before finishing the course, while others may join
long after other learners have already begun. New material (LOs) may need to
be added in response to changes in the course or the material, or to learner
demand. Sometimes new material will be provided by the course developers, but
the big potential is for this to be crowd sourced to anybody, including learners
themselves. Other material may fade away over time.

Note that a DOELE is similar to, but not the same as, a “traditional” open-
eded learning environment [8, 11]. A traditional open-ended environment also
gives students choice, but mostly in the problems they solve and how they solve
them, with the course itself fixed in its content, order and goals. In a DOELE
everything is open-ended and dynamic, including even what is to be learned,
how deeply, when it needs to be learned, and in what order.

An impediment to IP in a DOELE is that there is no centralized represen-
tation of knowledge about the content or the learners. Work has been done to
make IP possible in online environments, such as [7], where authors showed that
by extending the LO metadata, instructional plans could be improved to adapt
based on individual learning styles as well as a resource’s scheduling availability.
But for IP to work in DOELEs, an approach to IP is needed where centralized
course structures would not need to be continually revamped (by instructional
designers, say) as learners and LOs change.

We wish to explore how IP can be done in a DOELE. We model a DOELE
in the ecological approach (EA) architecture [14]. In the EA there is no overall
course design. Instead, courses are conceived as collections of learning objects
each of which captures usage data as learners interact with it. Over time this us-
age data accumulates and can be used for many pedagogical purposes, including
IP [2]. Drawing inspiration from work like [1, 5], we propose a new IP algorithm
based on collaborative filtering of learning sequences (CFLS). For a given learner
our planner finds other learners who have traversed a similar sequence of learn-
ing objects with similar outcomes (i.e. similar paths). Then it suggests paths to
the learner that were successful for these similar learners (peers) going forward.

To evaluate IP techniques in such an environment, one could implement a real
course with thousands of learners using the EA to capture learner interactions
with the various LOs in the course. However, after doing this it would take
several years for enough learners to build up enough interactions with each LO to
provide useful data to be used by an instructional planner. Also, in a course with
thousands of learners, there is risk of causing confusion or inconvenience to a vast
multitude if there are problems while the planner is under development. Finally,
there are unanswered design questions such as the criteria to use for identifying
an appropriate peer, how many LOs should be recommended for a learner before
re-planning occurs, and appropriate values for many other parameters that would
be used by the planner. In order to overcome these challenges and gain insight
into these questions immediately, we have thus turned to simulation.
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2 Simulation Environment

Before describing the CFLS planner and experiment in detail, we describe the
simulation environment. The simulation is low-fidelity, using very simple ab-
stractions of learners and LOs, as in our earlier work [6]. Each of the 40 LOs has
a difficulty level and possible prerequisite relationships with other LOs. Each
simulated learner has an attribute, aptitude-of-learner, a number between (0,1)
representing a learner’s basic capability for the subject and allows learners to be
divided into groups: low (≤ .3), medium (.4 – .7) and high aptitude (≥ .8).

A number called P[learned] is used to represent the learning that occurred
when a learner visits a LO, or the probability that the learner learned the LO.
P[learned] is generated by an evaluation function, a weighted sum: 20% of the
learner’s score on a LO is attributed to aptitude-of-learner, 50% attributed to
whether the learner has mastered all of the prerequisite LOs, 20% attributed
to whether the learner had seen that LO previously, and 10% attributed to the
difficulty level of the LO. We feel this roughly captures the actual influences on
how likely it is that real learners would master a learning object.

The simulated learners move through the course by interacting with the
LOs, one after another. After each LO is encountered by a simulated learner,
the above evaluation function is applied to determine the learner’s performance
on the LO, the P[learned] for that learner on that LO. In the EA architecture,
everything that is known about a learner at the time of an interaction with a
LO (in this case, including P[learned]) is captured and associated with that LO.
The order of the LOs visited can be set to random, or it can be determined by
a planner such as the CFLS planner. To allow for the comparison of different
planning approaches without advantaging one approach, each simulated learner
halts after its 140th LO regardless of the type of planner being used.

3 Experiment

By default, the simulation starts with an empty history - no simulated learners
have yet viewed any LOs. However, because the CFLS planner relies on having
previous interaction data, it is necessary to initialize the environment. Thus,
a simple prerequisite planner (SPP) was used to initialize the case base with a
population of simulated learners. The SPP is privy to the underlying prerequisite
structure and simply delivers LOs to learners in prerequisite order. As Table 1
shows, the SPP works much better than a random planner. The data from the 65
simulated learners who used the SPP thus was used to initialize the environment
before the CFLS planner took over. This interaction data generated by the SPP
also provides a baseline for comparison with the CFLS planner. Our simulation
experiment was aimed at seeing if, with appropriate choices of b and f (described
below) the CFLS planner could work as well or better than the SPP.

We emphasize that the CFLS planner has no knowledge about the under-
lying prerequisite structure of the learning objects. This is critical for CFLS
planning to work in a DOELE. However, there are two places where clarification
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Table 1. Baseline results for each group of simulated learners (high, medium and low
aptitude) when visiting LOs randomly and following a simple prerequisite planner.

Planning Type / Aptitude low medium high

Random N=21 N=26 N=18
Average Score on Final Exam (P[learned]) 0.107 0.160 0.235

Simple Prerequisite Planner (SPP) N=21 N=26 N=18
Average Score on Final Exam (P[learned]) 0.619 0.639 0.714

is required. First, while the SPP is running, the evaluation function will be used
by the simulation to calculate P[learned] values for each LO visited. This usage
data will contain implicit evidence of the prerequisite relationships. So, at a later
time when the CFLS planner is given access to the same usage data, the CFLS
planner could implicitly discover prerequisite relationships from the interaction
data. Second, during the CFLS planner execution, the underlying prerequisite
structure is still being consulted by the evaluation function. However, the CFLS
planner knows nothing about such prerequisites, only the P[learned] outcome
provided by the evaluation function. When simulated learners are replaced with
real learners, the evaluation function would disappear and be replaced with a
real world alternative, such as quizzes or other evidence to provide a value for
P[learned]. Similarly, the CFLS planner does not require knowledge of the dif-
ficulty level of each LO, nor does it require knowledge of the aptitude of each
learner; these are just stand-in values for real world attributes used by the sim-
ulation and would disappear when the planner is applied in a real world setting.

Different studies can use simulated student data in varying ways. In some
cases, low fidelity modelling is not adequate. For example, in [4] it was found that
the low fidelity method of generating simulated student data failed to adequately
capture the characteristics of real data. As a result, when the simulated student
dataset was used for training the cognitive diagnosis model, its predictive power
was worse than when the cognitive diagnosis model was trained with a simulated
student dataset that had been generated with a higher fidelity method. In our
study, using a low fidelity model is still informative. We are less concerned with
the exactness of P[learned] and are more interested in observing possible relative
changes of P[learned] for certain groups of students, as different variations of the
planner are tried on identical populations of simulated students.

The CFLS planner works as follows. For a given target learner the CFLS
planner looks backward at the b most recent learning objects traversed. Then, it
finds other learners who have traversed the same b learning objects with similar
P[learned] values. These b LOs can be in any order, a simplification necessary
to create a critical mass of similar learners. These are learners in the target
learner’s “neighbourhood”. The planner then looks forward at the f next LOs
traversed by each neighbour and picks the highest value path, where value is
defined as the average P[learned] achieved on those f LOs ahead. This path is
then recommended to the learner, who must follow it for at least s (for “sticky”)
LOs before replanning occurs. Of course, s is always less than f . In our research
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we explored various values of b and f to find which leads to the best results (we
set f = s for this experiment). “Best results” can be defined many ways, but
we focused on two measurements that were taken for each learner at the end of
each simulation: the percentage of LOs mastered, and the score on a final exam.
A LO is considered to be mastered when a score of P[learned] = 0.6 or greater
is achieved. The score on the final exam is taken as the average P[learned] on
the LOs that are the leafs of the prerequisite graph (interpreted as the ultimate
target concept, which in the real world might well be final exams).

There is still a cold start problem even after the simulation has been ini-
tialized with the interaction data from the SPP. This is because the simulated
learners who are to follow the CFLS planner have not yet viewed any LOs them-
selves as they begin the course, so there is no history to match the b LOs to
create the plan. In this situation, the CFLS planner matches the learner with
another arbitrary learner (from the interaction data from the SPP), and recom-
mends whatever initial path that the other learner took when they first arrived
in the course. While another solution to the cold start problem could be to start
the new learner with the SPP, we did this to avoid any reliance whatsoever on
knowing the underlying prerequisite structure.

The most computationally expensive part of the CFLS planner is finding the
learners in the neighbourhood, which is at worst linear on the number of learners
and linear on the amount of LO interaction history created by each learner. Each
learner’s LO interaction history must be searched to check for a match with b,
with most learners being removed from the list during this process. The forward
searching of f is then executed using only the small resulting dataset.

4 Results

We ran the CFLS planner 25 different times with all pairings of the values
of b and s ranging from 1 to 5, using a population of 65 simulated learners.
This population had the same distribution of aptitudes as the population used
to generate the baseline interaction data described above. The heat maps in
Figs. 1 and 2 show the measurements for each of the 25 simulations, for each
aptitude group, with the highest relative scores coloured red, mid-range scores
coloured white, and the lowest scores coloured blue. In general, simulated learners
achieved higher scores when following the CFLS planner than when given LOs
randomly. The CFLS planner even exceeded the SPP in many cases.

A success triangle is visible in the lower left of each aptitude group. The
success triangles can be interpreted to mean that if a path is going to be recom-
mended, never send the learner any further ahead (s) than you have matched
them in the past (b). For example if a learner’s neighbourhood was created using
their b = 2 most recent LOs, then never make the learner follow in a neighbour’s
steps further than s = 2 LOs. One reason for the eventual drop at high values
of b is that no neighbour could be found and a random match is used instead.
However, the abrupt drop at b > s was unexpected. To be sure the pattern was
real, an extended series of simulations was run. We ran b = 6 and s = 5 to see
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if there would be a drastic drop in performance, and indeed this was the case.
We also ran another row varying b with a fixed s = 6, and again found a drop
at b = 7.

Fig. 1. Average % Learning Objects Mastered by aptitude group

Fig. 2. Average Score on Final Exam (P[learned]) by aptitude group

A hot spot of successful combinations of b and s appeared for each aptitude
group. For low aptitude learners, it was best to only match on the b = 1 most
recent learning objects, and to follow the selected neighbour for only s = 1 LOs
ahead before replanning. This combination of b and s is the only time when
the CFLS planner outperformed the SPP for the low aptitude group. However,
for the medium and high aptitude groups, the CFLS planner outperformed the
SPP in all cases within the success triangle. Looking at final exam scores (Fig.
2), medium aptitude learners responded well to being matched with neighbours
using b = 1 or 2 and sticking with the chosen neighbour for the same distance
ahead. The high aptitude group responded very well to using neighbourhoods
created with b = 3 and recommending paths of s = 3.

Within the success triangles, the rows and columns of Fig. 2 were checked
to see if there existed an ideal b for a given s, and vice versa. Wherever there
appeared to be a large difference, Student’s t-test was used to check for statistical
significance. We are able to use paired t-tests because the simulated learners have
exactly the same characteristics in all the simulation runs, the only difference
being the order in which LOs were interacted with. For example, learner #3
always has aptitude-of-learner = .4, so, there is no difference in that learner
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between simulation runs. We used a two-tailed t-test because it was not certain
whether one distribution was going to be higher or lower than the other.

Looking along the rows, when s is held the same, there are some cases where
one value of b is better than another. For the low aptitude group, for the most
part the lower the b, the better. For the medium aptitude group, there were no
significant advantages to changing b. For the high aptitude group, when s = 3,
the t-test was used to check if b = 3 was significantly more advantageous than
using b = 2. The measurements for Score on the Final Exam for the high aptitude
learners were compared between both simulation results, (b = 2 and s = 3) and
(b = 3 and s = 3). With N=19 learners in this group, the calculated p-value was
0.009, indeed a statistically significant difference.

Looking along the columns, when b is held the same there was a case where
increasing s, i.e. sticking to a longer plan ahead, was statistically advantageous.
In the medium aptitude group, when b = 1 it was statistically better to use s = 2
than to use s = 1 with a p-value of 0.011. None of the increases of s with the
same b were significant for the high aptitude group, and there were no increases
for the low aptitude group.

5 Analysis and Future Work

Through simulation, we have shown that a CFLS planner can be “launched” from
an environment that has been conditioned with interaction data from another
planner, such as an SPP, and operate successfully using only learner usage data
kept by the EA and not needing centralized metadata such as a prerequisite
graph. This is one of the key requirements for DOELEs. Like biological evolution,
the EA is harsh in that it observes how learners succeed or fail as various paths
are tried. Successful paths for particular types of learners, regardless of whether
they follow standard prerequisites, is the only criterion of success. New learners
or new learning objects will find their niche - some paths will work for some
learners but not for others, and this is discovered automatically through usage.

More experiments are needed to explore the many possibilities of the sim-
ulation environment. While this experiment was not a true test of a DOELE
because new learners and LOs were not inserted, this can be readily explored
in future work. New additions could be matched randomly a few times in or-
der to build enough data in the EA, and then automatically incorporated into
neighbourhood matches or into future plans.

Given the evaluation function that was selected, we found that planning
ahead and sticking to the plan worked best for high aptitude learners and a re-
active approach (planning ahead but sticking to the plan for only a short time)
worked best for the low aptitude learners. Would a different pattern emerge
if a different evaluation function were chosen? Would a different threshold for
mastery than P[learned] > 0.6 make any difference? In future work, would it be
worthwhile to break down the aptitude groups into six: very-high, high, medium-
high, medium-low, low, and very-low? This may assist with more easily tuning
the weights of the evaluation function, as there was not much difference in our
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results between the high and medium aptitude groups. In addition, more experi-
ments where s < f are needed to answer the question of whether the drop along
the edge of each success triangle was because of s or f . Also, in this work we
did not look at the many different types of pedagogical interactions (ex. asking
the student a question, giving a hint etc.) and focused on very abstract repre-
sentations. More work is needed to explore this approach on systems later in the
design process, when more detail about the content and the desired interactions
with learners is known.

Future work could also investigate the usage of a differential planner, where
different settings are tuned for different situations. For example, when creating
a neighbourhood for a low aptitude learner, medium aptitude learners could be
allowed into the neighbourhood if they have a matching b. Results could reveal
situations where for example a low aptitude learner is helped by following in the
steps of a medium aptitude learner. A differential planner could also dynamically
choose the values of b and s for a given individual instead of using the same values
for everyone at all times. For example, in a real world setting a CFLS planner
may try to create a plan using a neighbourhood of b = 3, knowing it is optimal,
but if for the specific case there is not enough data, it could change to b = 2
on the fly. Other aspects that could be changed are the criteria for creating
the neighbourhood: rather than filtering by aptitude, another attribute could be
chosen such as click behaviour or learning goals.

6 Conclusion

In this paper, we have described the need for instructional planning in DOE-
LEs with many LOs aimed at large numbers of learners. Instructional planners
such as [13] use AI planning technology that is based on states, actions and
events, which are difficult to infer from an unstructured online environment. In
recent years, instructional planning has been replaced by instructional design
approaches such as [3]. Advanced instructional planners from the 1990s, such as
PEPE and TOBIE [16] can blend different teaching strategies to appropriate sit-
uations. We have shown that instructional planning can still be done in the less
rigid courses envisioned by the EA architecture and likely to be commonplace
in the future, using only learner usage data kept by the EA and not needing
centralized metadata about the course.

We have shown a specific planning technique, the CFLS planner, that is ap-
propriate for DOELEs, and how to experiment in this domain. The simulation
experiment revealed the number of LOs from a target learner’s recent browsing
history should be used for creating a neighbourhood (b), a question that has
also been investigated by other researchers, such as in [18]. We have also found
recommendations for settings for how far ahead to plan (s and f) for differ-
ent groups of learners, and identified questions for future work. As is the case
with collaborative filtering and case-based approaches, the quality of the plans
created is limited to the quality of LOs within the repository and the quality
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of interactions that have previously occurred between learners and sequences of
LOs.

The bottom-up discovery of prerequisite relationships has been investigated
by others, such as [17]. When the need for centralized metadata about a course
is discarded, and when the further step is taken that different paths can be
found to work better for different learners, then a shift in thinking occurs. Each
individual learner could effectively have a unique ideal (implicit) prerequisite
graph. Whether or not a prerequisite relationship even exists between two LOs
could vary from learner to learner. The notion of prerequisite can thus be viewed
not only as a function of the content relationships, but also as a function of the
individual learner.

Making recommendations of sequences has also been identified as a task in
the recommender systems domain [9]. An approach such as a CFLS planner is
a step in the direction of building recommender systems that can use sequence
information to recommend sequences. This has also been accomplished with
standards approaches such as [15]. Simulation with the EA provides another
method for developing and testing such approaches.

Overall, the research we have done to date and the questions it raises, shows
the value of exploring these complex issues using simulation. We were able to
essentially generate some 25 different experiments exploring some issues in in-
structional planning, in a very short time when compared to what it would have
taken to explore these same issues with real learners. Others have also used sim-
ulation for developing an educational planner, such as [10] for social assessment
games. To be sure our simulation model was of low fidelity, but we suspect that
there are some properties of the CFLS planner that we have uncovered that ap-
ply in the real world (the lower triangles seem to be very strong and consistent
patterns). And, there are some very real issues that we can explore fairly quickly
going forward that might reveal other strong patterns, as discussed. We believe
that it isn’t always necessary to have simulations with high cognitive fidelity (as
in SimStudent [12]) to find out interesting things. Low fidelity simulations such
as the ones we have used in this and our earlier work [6] (and those of [2]) have a
role to play in AIED. Especially as we move into the huge questions of dynamic
open-ended learning environments with thousands of learners and big privacy is-
sues, the sharp minimalist modelling possible with low fidelity simulation should
allow quick and safe experimentation without putting too many real learners at
risk and without taking years to gain insights.
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Abstract. The help seeking and social integration needs of learners in a semi-
structured learning environment require specific support. The design and use of 
educational technology has the potential to meet these needs. One difficulty in 
the development of such support systems is in their validation because of the 
length of time required for adequate testing. This paper explores the use of a 
simulated learning environment and simulated learners as a way of studying de-
sign validation issues of such support systems. The semi-structured learning 
environment we are investigating is a graduate school, with a focus on the doc-
toral program. We present a description of the steps we have taken in develop-
ing a simulation of a doctoral program. In the process, we illustrate some of the 
challenges in the design and development of simulated learning environments. 
Lastly, the expected contributions and our research plans going forward are de-
scribed. 

Keywords: Simulated learners, Simulated learning environment, Agent-based 
simulation, Help seeking, Doctoral learners, Multi-agent system. 

1 Introduction 

Artificial Intelligence in Education (AIED) is one of the research fields whose focus 
is the use of technology to support learners of all ages and across all domains1. Al-
though, one shortcoming of AIED research is the limited research attention that very 
dynamic and semi-structured domains, such as a graduate school, have received. 
There is little research that investigates how technology can be used to help connect 
learners (help seeker and potential help givers) in the graduate school domain. Conse-
quently, there is a gap in our understanding of how such technology may mitigate 
graduate learners’ attrition rates and time-to-degree. We have suggested the use of 
reciprocal recommender technology to assist in the identification of a suitable helper 
[1]. However, the nature of graduate school means that validation of any education 
system designed to be used in a semi-structured environment would take a long time 
(measured in years). This paper aims to address this challenge by exploring the use of 

                                                             
1 http://iaied.org/about/ 
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simulated learning environment and simulated learners as a potential way of validat-
ing educational technologies designed to support doctoral learners. 

In this paper, we first describe the nature and the metrics used by interested 
stakeholders to measure the success or lack therefore of a doctoral program. Follow-
ing this, we briefly discuss the uses of simulation as it relates to learning environment. 
We then introduce the research questions we are interested in answering using simula-
tion. We go on to describe the architectural design of our simulation model. Further, 
we show how data about the ‘real world’ target domain is used to inform the parame-
ters and initial conditions for the simulation model. This provides the model with a 
degree of fidelity. Throughout this model development process, we illustrate some of 
the challenges in the design and development of simulated learning environments. We 
conclude the paper with a discussion of the expected contributions and our research 
plans going forward. 

2 Understanding Doctoral Program 

Graduate school is a very dynamic and complex social learning environment. A doc-
toral program in particular is a dynamic, semi-structured, and complex learning envi-
ronment. Most doctoral programs have some structure in the sense that there are three 
distinct stages that doctoral learners must go through: admission stage, coursework 
stage, and dissertation stage. While coursework stage is fairly structured, the disserta-
tion stage is not. Further, the dissertation stage have various milestones that include: 
comprehensive exam, thesis proposal, research, writing, and dissertation defense. As 
time passes, learners move from one stage to the next and their academic and social 
goals change. There is need for self-directed learning and individual doctoral learners 
are responsible for their own learning pace and choice of what to learn especially in 
the dissertation stage.  

The dynamic nature of the program ensures that there is constant change; there are 
new learners joining the program, other learners leaving the program either through 
graduation or deciding to drop out, and still other learners proceeding from one stage 
to the next. There are two key aspects that influences learners to decide whether to 
persist or drop out of a learning institution: academic and social integration [2], [3] 
which are impacted by learner’s initial characteristics and experiences during their 
duration in the program. The various stages of the doctoral program (e.g., course-
work) and learning resources can be seen as factors that directly influence the aca-
demic integration of a doctoral learner. Peers and instructors/supervisors can be 
viewed as supporting the social aspects of the doctoral program and hence, directly 
impact the social integration of doctoral learners. As time passes, doctoral learners 
continually interact with both the academic and social facets of the doctoral program. 
As a result, there is constant change in learners’ commitment to their academic goal 
and the social sides of the learning institution 

Time-to-degree, completion rates, and attrition rates are important factors influenc-
ing the perception and experience of graduate education by interested stakeholders 
[4], [5]. Research on doctoral attrition and time-to-completion indicates that on aver-
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age, the attrition rate is between 30% and 60% [5]–[8]. Long times to completion and 
a high attrition rate are costly in terms of money to the funding institution and the 
learning institution; and in terms of time and effort to the graduate student(s) and 
supervisor(s) [8]. Lack of both academic and social integration (isolation) have been 
shown to affect graduate learners decision to persist [2], [3], [9]. Learners facing aca-
demic and social integration challenges should be enabled to engage in a community 
of peers to foster interaction and hence, encourage peer help and personalized col-
laboration [10]. Understanding the nature of learner-institution interactions that foster 
doctoral learners’ persistence to degree is important to both the learning institution 
and its learners. We use simulation to achieve this feat.  

Simulation is an established third way of exploring research questions in addition 
to qualitative and quantitative methods [11], [12]. VanLehn [13] has identified three 
main uses of simulation in learning environments: 1) to provide an environment for 
human teachers to practise their teaching approaches; 2) to provide an environment 
for testing different pedagogical instructional design efforts; 3) to provide simulated 
learners who can act as companions for human learners. Our research is mainly 
focused on the first and the second uses – to enable deep insight into the complex 
interaction of the factors affecting doctoral learners’ attrition and time-to-degree 
leading to a better design of an educational system. Therefore, our research questions 
are formulated around investigations of how various factors influence time-to-degree, 
completion rates, and dropout rates of doctoral students. We are interested in answer-
ing the following research questions:  

1. How does the number of classes (as a platform for social integration with peers – 
potential helpers) offered by a program(s) or taken by a learner, influence learners’ 
time-to-degree and their propensity to persist or drop out?  

2. How does the average class size (as basis of learners’ social integration) attended 
by learners, impact learners’ time-to-degree and their inclination to persist or drop 
out? What is the optimum class size? 

3. How does the overall population size of the learners (a few learners vs many learn-
ers) influence learners’ time-to-degree and their likelihood to persist or drop out?  

4. Does timely help affects doctoral learners’ time-to-degree and their decision to 
persist or drop out? If so, how? 

5. How does the level of reciprocation influence the formation of a ‘helpful commu-
nity’ of learners and adaptive help seeking behavior of the learners? 

Use of simulation enables us to explore the aforementioned issues in a fine-grained 
controlled environment. For example, it would be almost impossible in the ‘real 
world’ setting to examine the impact of different number of course to take or class 
size to attend. Two cohorts of learners will have different attributes. Simulation al-
lows us to tweak the number of courses or class size without touching the other char-
acteristics of learners. Hence, we are able to see the real impact of one variable at a 
time. Before any exploration and insight can be gained on these issues, there is need 
to design and implement the simulation model.  
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3 Building an Initial Prototype of SimGrad 

In this section we demonstrate the steps we have taken in the development of our 
initial prototype of our simulated doctoral learning environment: SimGrad. We show 
how a designer of an educational technology can develop a model of their target 
learning environment and inform its initial condition with available ‘real world’ data.  

3.1 SimGrad Design 

We need to design a simulation model by addressing two key challenges. First, we 
need to consider issues related to the modeling of the learning environment: how do 
we design conceptual and computational models of a doctoral program and what 
stakeholders should be included in these models? The second concern is about model-
ing of simulated learners: what doctoral learners’ features affect persistence and time-
to-degree, what factors do we model, and can we inform these features with available 
‘real world’ data?  

 

 
Fig. 1. SimGrad conceptual framework, its three elements, and the possible interaction between 
the elements 

We have designed our conceptual model of the different aspects of simulated doc-
toral learners and doctoral learning environment based on the simulated learning envi-
ronment specifications suggested by Koper et al. in [14], and features for building an 
electronic institution proposed by Esteva et al. [15]. We name our conceptual frame-
work, SimGrad. Its core elements include: normative model - specifies requirements 
and constraints to guide agent actions and behavior; dialogic model – deals with inter-
action strategies and communication mechanism; events – refers to happenings in the 
model that trigger (re)action by agents; scene – description of an interaction between 
elements; elements (agents) – represent key stakeholders of the target domain that are 
modeled. Elements are modeled as agents. Each of the agents has attributes and be-
havior which are informed by our assumptions guided by our research questions and 
factors that influence learners’ decision to persist. Every element of interest is to be 

SimGrad	  
Domain	  rules	  and	  assumptions	  (normative	  model)	  

Learning 
environment 

Learner element (agent) 

Social Integration (scene  
enabled by dialogic model) 
Academic Integration (scene) 

Instructor Element (agent) 

Stage Element (agent) 

New Semester (event) 
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modeled within the learning environment and all possible interactions and operations 
within the learning setting is guided by domain rules represented by the normative 
model. See Fig. 1. 

In our simulation model, we have chosen to model three types of elements: class, 
instructor, and learner. In this paper, in keeping with model simplicity, both the class 
and the instructor agents are passive while the learner agent is modeled to be active 
and reactive to its environment. Also, the only instructor’s attributes we are interested 
in are related to classes (see Table 1). We modeled only one type of instructor agent. 
Another instructor type agent that can be modeled is the supervisor.  

 Each learner agent has the following properties: autonomy, social ability, reactiv-
ity, proactivity, and a degree of intentionality. We have also identified the following 
key attributes for our agent learner model: state – (busy, available), program, stages, 
course taken, peer interactions (pertaining challenges), academic integration, social 
integration, and motivation (see Table 2). In our model, peer interaction and state 
contribute to a learners’ social integration, while research area, stage, course taken 
impact to their academic integration.  Motivation combines both the social and aca-
demic integration and hence, is the main factor that determines whether an agent con-
tinues to persist or chooses to drop out of the program.  

Table 1. Comparison of computed attributes of the three agent types 

Attribute – data (value range) Agent 
learner 

Agent 
instructor 

Agent class 

Total number of classes take, taught, or frequency 
of offering within 10 years – numeric (0-20) 

X X X 

Grade obtained, average awarded, or average 
obtained by learners – numeric (0,12) 

X X X 

Take classes from, teach classes in, or class of-
fered in various programs – textual (program id) 

X X X 

Instructors teaching a  class – array list (instructor 
id) 

X - X 

What is the class size – numeric (1-5) X  X 
Number of classes taken or taught per year -  
numeric (0,4)  

X X - 

Which classes are taken or taught – textual (class 
id) 

X X - 

The main intentions of each agent is to persist through doctoral requirements to 
graduation and to do so in a timely manner. However, each of these agents reacts to 
the different challenges at various stages of graduate school in divergent and autono-
mous ways. At the coursework stage, agents have the goal of taking courses that are 
relevant to their field and that they will perform well. When facing a course choice 
challenge or any other particular challenge, we have modeled our agents to proac-
tively associate with peers to seek help. Each peer makes individual choice on 
whether to or not to respond to a request for help from others. The dialogic model 
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handles the agent to agent interaction and communication through a message passing 
mechanism [16]. 

Table 2. Attributes and parameters considered for an agent learner model for learners, their 
description and how each of them changes. 

  
 

Attribute  Value - description How it changes 
Enrolment  Date (MM/YYYY) 

Indicate the month a year an agent enrolled in 
the program 

Does not change 

Graduation Date (MM/YYYY) 
Target graduation date 

Evaluated whenever an agent 
completes a milestone 

State Textual (busy, available) 
Indicates an agent availability to help others, 
assigned based on the smallest time unit 
model 

Changes whenever an agent 
experiences a challenge  

Program Textual (program id) 
Identify an agent’s closer community within 
the larger community of learners  

Does not change during a simula-
tion run 

Stage Textual (admission, coursework, dissertation, 
timeout, dropout) 

Admission stage is like an event. 
Learner move to the coursework 
immediately after admission. 
They more to dissertation after 
completing their course load. 

Courses 
taken 

Array [course, mark, instructor id](0-6) 
Record courses taken by an agent and the 
marks obtain in each course 

Every end of semester that the 
student took classes, this array is 
updated 

Peer interac-
tion 

Array [learner id, challenge, result],  
Keep track of an agent interactions with 
others and the outcome of the interaction 

Changes whenever two agents 
interact  

Academic 
integration 

Numeric (-1,1) 
Measures the academic satisfaction 

Changes whenever an agent 
learner interacts with agent stage 
(i.e., completes a milestone or 
experience a challenge)   

Social inte-
gration 

Numeric (-1,1) 
Measures a learners sense of belonging to the 
learning environment 

Changes whenever an agent 
learner interacts with its peers or 
agent instructors 

Motivation  Numeric (-1,1) 
Measures the propensity of an agent to still 
want to persist. A motivation value above 0.3 
indicates persistence. A value between -0.3 
and 0.3 indicate help seeking needed. A value 
below -0.3 means the agent drops out   

Whenever there is a change in 
the social and academic integra-
tion values. Its value is the aver-
age of the integration values. 
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3.2 Informing SimGrad behavior and evaluation functions 

Having identified the important agents and their key attributes, there are two sets of 
important functions for each element that need to be modelled: behaviour functions 
and evaluation functions [17]. Behaviour functions inform the decision making of the 
active elements and dictates the interaction patterns between them and the other mod-
eled elements (e.g., how many classes a given agent takes). Evaluation functions indi-
cate whether or not various interactions between the different agents in a simulation 
were successful (e.g., determine what grade a given agent attains in a class it took). 
Informing such functions with ‘real world’ data allows the simulation to behave in a 
way consistent with reality. 

Simulation model fidelity is an issues that might arise when using simulation to 
study a target real world phenomenon. However, the most important issue to consider 
is the research question to be answered. While Champaign [18] used a very low fidel-
ity model, Matsuda et al. [19] used a model with high cognitive fidelity to reach com-
pelling conclusion. Further yet, Erickson et al. [17] also demonstrated that is possible 
to use a medium fidelity model and uncover interesting results. In some situations it 
might not be possible to have a high fidelity model because of lack of data. A case in 
point is our simulation scenario. Where possible, we inform our simulation functions 
with data received from the U of S on their doctoral program. An investigation into 
the U of S data showed that we will not be able to inform every aspect of our simula-
tion model. It would be desirable to inform every initial aspects of our simulation 
model with ‘real world’ data but, we do not have data on the dissertation stage. 

We are provided information on student id, years a student is registered, year of 
graduation (if graduated), student’s program, classes taken and marks obtained, class 
instructor, and students instructional responsibilities. From this dataset we are able to 
inform the admission and coursework stages of our model (academic integration). 
However, there is no information concerning the dissertation stage and the social 
integration aspects. While it possible to inform various behaviour and evaluation 
functions for our simulation model, in this paper we focus on describing the steps we 
took to inform two functions of our simulation: learning environment admission be-
haviour function, and learners’ class interactions behaviour function. 

As already mentioned, admission is an important part of a doctoral program that 
contributes to it dynamic nature. The admission process is complex and involves a lot 
of stakeholders and processes, but we are concerned only with determining the year to 
year patterns in how many students are admitted. To provide some fidelity to our 
simulated learning environment admission, we analyzed data provided to us by the U 
of S University Data Warehouse2. The provided dataset contained information on 
doctoral learners registered in the 10 years 2005-2014. In this time there were 2291 
doctoral learners with a total of 52850 data points on class registration. The 2005 
registration included learners who had joined the program earlier than 2005. In order 
to get a clean admission pattern, we only considered learners who were registered 
from the year 2006 onwards. This reduced the population size to 1962. 

                                                             
2 http://www.usask.ca/ict/services/ent-business-intelligence/university-data-warehouse.php 
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We were able to identify three admission periods, September, January, and May. 
We then obtained values for each of the admissions months for the years 2006-2014. 
This provided a distribution for each month that we used to generate a scatter plot of 
admission numbers. A sigmoidal pattern emerged. Next, we performed a non-linear 
curve fitting to the scatter plot so that the admission function can be represented in the 
form Y = St*(c + x), where c is a constant, St is a variable dependent on the admission 
period, and x is the admission period. We then ran a regression to find values of each 
of these variables. This allowed us to model the admission patterns observed in the U 
of S dataset. 

Next we derived the number of classes taken. To introduce some realism to the 
number classes taken behaviour, we had to further prune the data. We only considered 
data for students whose cohorts would have been registered for at least 3 years by the 
end of the year 2014 and hence, we considered class taking behaviour of 1466 U of S 
doctoral learners.  

We obtained the number of classes each of the remaining learners we registered in 
and created a histogram. This histogram showed us the distribution of the number of 
students registered for a certain number of classes. Next, we transformed this distribu-
tion graph into a cumulative distribution function. We then took an inverse of the 
cumulative distribution function to achieve a quantile function. The quantile function, 
when run over many learners, assigns learners a class count that mimics the initial 
histogram. We use this quantile function to inform the number of classes a learner can 
take. 

In this section we have described the importance of informing a simulation model 
with ‘real world’ data. We have described two functions that are informed with U of S 
dataset. Other examples of functions that can be informed using the U of S dataset 
include: class performance evaluation function, dropout behaviour function, time to 
degree behaviour function, and flow through behavior function (main as pertains to 
coursework stage). We have identified that missing data values is a major hindrance 
in this endeavor. There are possible ways of informing simulation attributes where 
there are no ‘real world’ data to derive from. A designer can either assign common 
sense values, generate and assign random values, or refer to the research literature to 
identify patterns that have been found by other researchers. Since we have the enrol-
ment dates and the graduate dates for learners who graduate, we choose to derive 
common sense values with these two dates guiding the process and the value range.  

4 Discussion, Expected Contributions, and Future Research 
Plans 

Despite the growth in the use of simulation as a method for exploration and learning 
in many areas such as: engineering, nursing, medicine [20], and building design [21], 
research in the used of simulation within AIED is still at an early stage. There is need 
for more research to demonstrate that the outputs of simulation runs are desirable and 
informative to the AIED community. In this paper, we aim at contributing to this 
notion and by promoting the use of simulation in educational research and presenting 
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an agent based simulation conceptual framework for building simulated learning envi-
ronment, with a focus on the semi-structured ones. Simulated learning environment 
and simulated learners are important in exploring and understanding a given learning 
domain. Further, it helps with the generation of system validation data. 

The expected contributions to AIED include: providing a conceptual framework 
for simulated graduate school learning environment – an architecture that enables 
investigations into factors affecting doctoral learners progress through their program; 
shedding light on learner modeling issues in dynamic learning environments; and 
demonstrating the importance of simulation in exploring various AIED research do-
mains, particularly semi-structured domains.  

Current research work is focused on the implementation of the simulation model 
and the refinement of the various behaviour and evaluation functions. Once the im-
plementation is done, we will validate our model against the dataset we have from the 
U of S before proceeding to explore the impact of various environmental factors. 
Since we are informing the simulation with both common sense assumptions and U of 
S dataset, the goal is to tweak the common sense assumptions such that when the 
model is run we get similar results as the U of S data in terms of class performance, 
dropout rate, and time-to-degree. Achieving this, would give us confidence that we 
have captured reality in some measurable way. We can then start exploring the vari-
ous impact of measures we are interested in examining. As earlier indicated, we are 
interested in exploring the interactions of a number of variables: number of classes 
taken which will impact the availability of potential peer helpers, the effect of recip-
rocity on help seeking and help giving, and the effect of help seeking and other fac-
tors on doctoral learners’ time-to-degree and attrition rates.    
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Abstract. Research in student modeling often leads to only small im-
provements in predictive accuracy of models. The importance of such
improvements is often hard to assess and has been a frequent subject of
discussions in student modeling community. In this work we use simu-
lated students to study the role of small differences in predictive accuracy.
We study the impact of such differences on behavior of adaptive educa-
tional systems and relation to interpretation of model parameters. We
also point out a feedback loop between student models and data used for
their evaluation and show how this feedback loop may mask important
differences between models.

1 Introduction

In student modeling we mostly evaluate models based on the quality of their
predictions of student answers as expressed by some performance metric. Re-
sults of evaluation often lead to small differences in predictive accuracy, which
leads some researchers to question the importance of model improvements and
meaningfulness of such results [1]. Aim of this paper is to explore the impact and
meaning of small differences in predictive accuracy with the use simulated data.
For our discussion and experiments in this work we use a single performance
metric – Root Mean Square Error (RMSE), which is a common choice (for ra-
tionale and overview of other possible metrics see [15]). The studied questions
and overall approach are not specific to this metric.

Simulated students provide a good way to study methodological issues in
student modeling. When we work with real data, we can use only proxy meth-
ods (e.g., metrics like RMSE) to evaluate quality of models. With simulated
data we know the “ground truth” so we can study the link between metrics and
the true quality of models. This enables us to obtain interesting insight which
may be useful for interpretation of results over real data and for devising exper-
iments. Similar issues are studied and explored using simulation in the field of
recommender systems [7, 17].

We use a simple setting for simulated experiments, which is based on an
abstraction of a real system for learning geography [12]. We simulate an adaptive
question answering system, where we assume items with normally distributed
difficulties, students with normally distributed skills, and probability of correct
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answer given by a logistic function of the difference between skill and difficulty
(variant of a Rasch model). We use this setting to study several interrelated
question.

1.1 Impact on Student Practice

What is the impact of prediction accuracy (as measured by RMSE) on the be-
havior of an adaptive educational system and students’ learning experience?

Impact of small differences in predictive performance on student under-
practice and over-practice (7-20%) has been demonstrated using real student
data [18], but insight from a single study is limited. The relation of RMSE to
practical system behavior has been analyzed also in the field of recommender
systems [2] (using offline analysis of real data). This issue has been studied be-
fore using simulated data is several studies [5, 6, 10, 13]. All of these studies use
very similar setting – they use Bayesian Knowledge Tracing (BKT) or its ex-
tensions and their focus is on mastery learning and student under-practice and
over-practice. They differ only in specific aspects, e.g., focus on setting thresh-
olds for mastery learning [5] or relation of moment of learning to performance
metrics [13]. In our previous work [16] have performed similar kind of simulated
experiments (analysis of under-practice and over-practice) both with BKT and
with student models using logistic function and continuous skill.

In this work we complement these studies by performing simulated experi-
ments in slightly different setting. Instead of using BKT and mastery learning,
we use (variants of) the Rasch model and adaptive question answering setting.
We study different models and the relation between their prediction accuracy
and the set of items used by the system.

1.2 Prediction Accuracy and Model Parameters

Can RMSE be used to identify good model parameters? What is the relation of
RMSE to the quality of model parameters?

In student modeling we often want to use interpretable models since we are
interested not only in predictions of future answers, but also in reconstructing
properties of students and educational domains. Such outputs can be used to
improve educational systems as was done for example by Koedinger at al. [9].
When model evaluation shows that model A achieves better prediction accuracy
(RMSE) then model B, results are often interpreted as evidence that model
A better reflects “reality”. Is RMSE a suitable way to find robust parameters?
What differences in metric value are meaningful, i.e., when we can be reasonably
sure that the better model really models reality in better way? Is statistical
significance of differences enough? In case of real data it is hard to answer these
question since we have no direct way to evaluate the relation of a model to
reality. However, we can study these questions with simulated data, where we
have access to the ground truth parameters. Specifically, in our experiments
we study the relation of metric values with the accuracy of reconstructing the
mapping between items and knowledge components.
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1.3 Feedback between Data Collection and Evaluation

Can the feedback loop between student models and adaptive choice of items in-
fluence evaluation of student models?

We also propose novel use of simulated students to study a feedback loop
between student models and data collection. The data that are used for model
evaluation are often collected by a system which uses some student model for
adaptive choice of items. The same model is often used for data collection and
during model evaluation. Such evaluation may be biased – it can happen that
the used model does not collect data that would show its deficiencies. Note that
the presence of this feedback loop is an important difference compared to other
forecasting domains. For example in weather forecasting models do not directly
influence the system and cannot distort collected data. In student modeling they
can.

So far this feedback has not been thoroughly studied in student modeling.
Some issues related to this feedback have been discussed in previous work on
learning curves [6, 11, 8]. When a tutoring system uses mastery learning, students
with high skill drop out earlier from the system (and thus from the collected
data), thus a straightforward interpretation of aggregated learning curves may
be misleading. In this work we report experiment with simulated data which
illustrate possible impact of this feedback loop on model evaluation.

2 Methodology

For our experiments we use a simulation of a simplified version of an adaptive
question answering systems, inspired by our widely used application for learning
geography [12]. Fig. 1 presents the overall setting of our experiments. System
asks students about items, answers are dichotomous (correct/incorrect), each
student answers each item at most once. System tries to present items of suitable
difficulty. In evaluation we study both the prediction accuracy of models and also
sets of used items. This setting is closely related to item response theory and
computerized adaptive testing, specifically to simulated experiments with Elo-
type algorithm reported by Doebler et al. [3].

Simulated Students and Items We consider a set of simulated students and
simulated items. To generate student answers we use logistic function (basically
the Rasch model, respectively one parameter model from item response theory):
P (correct |θs, di) = 1/(1 + e−(θs−di)), where θs is the skill of a student s and di
is difficulty of an item i.

To make the simulated scenarios more interesting we also consider multiple
knowledge components. Items are divided into disjoint knowledge components
and students have different skill for each knowledge component. Student skills
and item difficulties are sampled from a normal distribution. Skills for individual
knowledge components are independent from one another.
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Fig. 1. Setting of our experiments

Item Selection Algorithm The item selection algorithm has as a parameter
a target success rate t. It repeatedly presents items to a (simulated) student, in
each step it selects an item which has the best score with respect to the distance
of the predicted probability of correct answer p and the target rate t (illustrated
by gray dashed line in Fig. 3). If there are multiple items with the same score,
the algorithm randomly selects one of them.

Student Models Predictions used by the item selection algorithm are provided
by a student model. For comparison we consider several simple student models:

– Optimal model – Predicts the exact probability that is used to generate the
answer (i.e., a “cheating” model that has access to the ground truth student
skill and item difficulty).

– Optimal with noise – Optimal model with added (Gaussian) noise to the
difference θs − di (before we apply logistic function).

– Constant model – For all students and items it provides the same prediction
(i.e., with this model the item selection algorithm selects items randomly).

– Naive model – Predicts the average accuracy for each item.

– Elo model – The Elo rating system [4, 14] with single skill. The used model
corresponds to the version of the system as described in [12] (with slightly
modified uncertainty function).

– Elo concepts – The Elo system with multiple skills with correct mapping of
items to knowledge components.

AIED 2015 Workshop Proceedings - Vol 5 24



– Elo wrong concepts – The Elo system with multiple skills with wrong map-
ping of items to knowledge components. The wrong mapping is the same as
the correct one, but 50 (randomly choosen) items are classified incorrectly.

Data We generated 5,000 students and 200 items. Items are divided into 2
knowledge components, each user has 2 skills corresponding to the knowledge
components and each item has a difficulty. Both skills and difficulties were sam-
pled from standard normal distribution (the data collected from the geogra-
phy application suggests that these parameters are approximately normally dis-
tributed). The number of items in a practice session is set to 50 unless otherwise
noted.

3 Experiments

We report three types of experiments, which correspond to the three types of
questions mentioned in the introduction.

3.1 Impact on Student Practice

Our first set of experiments studies differences in the behavior of the simulated
system for different models. For the evaluation of model impact we compare the
sets of items selected by the item selection algorithm. We make the assumption
that the algorithm for item selection using the optimal model generates also the
optimal practice for students. For each user we simulate practice of 50 items
(each item is practiced at most once by each student). To compare the set of
practiced items between those generated by the optimal model and other models
we look at the size of the intersection. We assume that bigger intersection with
the set of practiced items using the optimal model indicates better practice.
Since the intersection is computed per user, we take the mean.

This is, of course, only a simplified measure of item quality. It is possible that
an alternative model selects completely different set of items (i.e., the intersection
with the optimal set is empty) and yet the items are very similar and their
pedagogical contribution is nearly the same. However, for the current work this
is not probable since we are choosing 50 items from a pool of only 200 items. For
future work it would be interesting to try to formalize and study the “utility”
of items.

Noise Experiment The optimal model with noise allows us to easily manipu-
late differences in predictive accuracy and study their impact on system behavior.
Experiment reported in the left side of Fig. 2 shows both the predictive accuracy
(measured by RMSE) and the impact on system behavior (measured by the size
of the intersection with the optimal practiced set as described above) depending
on the size of noise (we use Gaussian noise with a specified standard deviation).
The impact of noise on RMSE is approximately quadratic and has a slow rise –
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Fig. 2. Size of the intersection with the optimal practiced set of items and RMSE
depending on Guassian noise in optimal model (left side). Distribution of answers over
the items based on the given model (right side).

this is a direct consequence of the quadratic nature of the metric. The impact
on used items is, however, approximately linear and rather steep. The most in-
teresting part is for noise values in the interval [0, 0.1]. In this interval the rise
in RMSE values is very small and unstable, but the impact on used items is
already high.

Model Comparison Right side of the Fig. 2 shows the distribution of the
number of answers per item for different models. The used models have similar
predictive accuracy (specific values depend on what data we use for their eval-
uation, as discussed below in Section 3.3), yet the used model can dramatically
change the form of the collected data.

When we use the optimal model, the collected data set covers almost fairly
most items from the item pool. In the case of worse models the use of items
is skewed (some items are used much more frequently than others). Obvious
exception is the constant model for which the practice is completely random.
The size of the intersection with the optimal practiced set for these models is
– Constant: 12.5; Elo: 24.2; Elo, Concepts: 30.4; Elo, Concepts (wrong): 28.5;
Naive: 12.0. Fig. 3 presents a distribution of answers according to the true prob-
ability of their correctness (given by the optimal model). Again there is a huge
difference among the given models, especially between simple models and those
based on Elo.

3.2 Prediction Accuracy and Model Parameters

Metrics of prediction accuracy (e.g., RMSE) are often used for model selection.
Model that achieves lower RMSE is assumed to have better parameters (or
more generally better “correspondence to reality”). Parameters of a selected
model are often interpreted or taken into account in improvement of educational
systems. We checked validity of this approach using experiments with knowledge
components.

We take several models with different (random) mappings of items to knowl-
edge components and evaluate their predictive accuracy. We also measure the
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Fig. 3. Distribution of answers according to the true probability of correct answer. The
gray dashed line stands for the score function used by the algorithm for item selection.

quality of the used mappings – since we use simulated data, we know the ground
truth mapping and thus can directly measure the quality of each mapping. Qual-
ity is expressed as the portion of items for which the mapping agrees with the
ground truth mapping. The names of the knowledge components are irrelevant
in this setting. Therefore, we compute quality for each one-to-one mapping from
the names of the components in the model to the names of the components in the
ground truth. We select the highest quality as the quality of the model’s item-
to-component mapping. To focus only on quality of knowledge components, we
simplify other aspects of evaluation, specifically each student answers all items
and their order is selected randomly.

These experiments do not show any specific surprising result, so we provide
only general summary. Experiments show that RMSE values correlate well with
the quality of mappings. In case of small RMSE differences there may be “swaps”,
i.e., a model with slightly higher RMSE reflects reality slightly better. But such
results occur only with insufficiently large data and are unstable. Whenever
the differences in RMSE are statistically significant (as determined by t-test
over different test sets), even very small differences in RMSE correspond to
improvement in the quality of the used mappings. These results thus confirm
that it is valid (at least in the studied setting) to argue that a model A better
corresponds to reality than a model B based on the fact that the model A
achieves better RMSE than the model B (as long as the difference is statistically
significant). It may be useful to perform this kind of analysis for different settings
and different performance metrics.

3.3 Feedback between Data Collection and Evaluation

To study feedback between the used student model and collected data (as is
described in subsection 1.3) we performed the following experiment: We choose
one student model and use it as an input for adaptive choice of items. At the
same time we let all other models do predictions as well and log answers together
with all predictions.

Fig. 4 shows the resulting RMSE for each model in individual runs (data
collected using specific model). The figure shows several interesting results. When
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Model used for item selection

Fig. 4. RMSE comparison over data collected using different models.

the data are collected using the optimal model, the RMSE values are largest
and closest together; even the ordering of models is different from other cases.
In this case even the constant model provides comparable performance to other
models – but it would be very wrong to conclude that “predictive accuracy of
models is so similar that the choice of model does not matter”. As the above
presented analysis shows, different models lead to very different choice of items
and consequently to different student experience. The reason for small differences
in RMSE is not similarity between models, but characteristics of data (“good
choice of suitable items”), which make predictions difficult and even a naive
predictor comparatively good.

Another observation concerns comparison between the “Elo concepts” and
“Elo concepts (wrong)” models. When data are collected by the “Elo concepts
(wrong)” model, these two models achieve nearly the same performance, i.e.,
models seem to be of the same quality. But the other cases show that the “Elo
concepts” model is better (and in fact it is by construction a better student
model).

4 Conclusions

We have used simulated data to show that even small differences in predictive
accuracy of student models (as measured by RMSE) may have important impact
on behavior of adaptive educational systems and for interpretation of results of
evaluation. Experiments with simulated data, of course, cannot demonstrate the
practical impact of such small differences. We also do not claim that small differ-
ences in predictive accuracy are always important. However, experiments with
simulated data are definitely useful, because they clearly illustrate mechanisms
that could play role in interpretation of results of experiments with real student
data. Simulated data also provide setting for formulation of hypotheses that
could be later evaluated in experiments with real educational systems.

Simulated data also enable us to perform experiments that are not practical
for realization with actual educational systems. For example in our experiment
with the “feedback loop” we have used different student models as a basis for
item selection. Our set of models includes even a very simple “constant model”,

AIED 2015 Workshop Proceedings - Vol 5 28



which leads to random selection of practiced item. In real setting we would be
reluctant to apply such a model, as it is in contrary with the advertised intelligent
behavior of our educational systems. However, experiments with this model in
simulated setting provide interesting results – they clearly demonstrate that
differences in predictive accuracy of models do not depend only on the intrinsic
quality of used student models, but also on the way the data were collected.

Our analysis shows one particularly interesting aspect of student modeling.
As we improve student models applied in educational systems, we should expect
that evaluations of predictive accuracy performed over these data will show
worse absolute values of performance metrics and smaller and smaller differences
between models (even if models are significantly different), just because virtues
of our models enable us to collect less predictable data.
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14. Radek Pelánek. Application of time decay functions and Elo system in student
modeling. In Proc. of Educational Data Mining, pages 21–27, 2014.
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Abstract. Classification evaluation metrics are often used to evaluate
adaptive tutoring systems— programs that teach and adapt to humans.
Unfortunately, evidence suggests that existing convention for evaluating
tutoring systems may lead to suboptimal decisions. In a companion pa-
per, we propose Teal, a new framework to evaluate adaptive tutoring. In
this paper we propose an alternative formulation of Teal using simulated
learners. The main contribution of this novel formulation is that it en-
ables approximate inference of Teal, which may useful on the cases that
Teal becomes computationally intractable. We believe that this alterna-
tive formulation is simpler, and we hope it helps as a bridge between the
student modeling and simulated learners community.

1 Introduction

Adaptive systems teach and adapt to humans and improve education by optimiz-
ing the subset of items presented to students, according to their historical per-
formance [3], and on features extracted from their activities [6]. In this context,
items are questions, or tasks that can be graded individually. Adaptive tutor-
ing may be evaluated with randomized control trials. For example, in a seminal
study [3] that focused on earlier adaptive tutors, a controlled trial measured the
time students spent on tutoring, and their performance on post-tests. The study
reported that the adaptive tutoring system enabled significantly faster teaching,
while students maintained the same or better performance on post-tests

Unfortunately, controlled trials can become extremely expensive and time
consuming to conduct: they require institutional review board approvals, ex-
perimental design by an expert, recruiting and often payment of enough par-
ticipants to achieve statistical power, and data analysis. Automatic evaluation
metrics improve the engineering process because they enable less expensive and
faster comparisons between alternative systems.

The adaptive tutoring community has tacitly adopted conventions for evalu-
ating tutoring systems [4]. Researchers often evaluate their models with classifi-
cation evaluation metrics that assess the student model component of the tutor-
ing system— student models are the subsystems that forecast whether a learner
will answer the next item correctly. However, automatic evaluation metrics are
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intended to measure an outcome of the end user. For example, the PARADISE [9]
metric used in spoken dialogue systems correlates to user satisfaction scores. We
are not aware of evidence that supports that classification metrics correlate with
learning outcomes; yet there is a growing body of evidence [2, 5] that suggests
serious problems with them. For example, classification metrics ignore that an
adaptive system may not help learners— which could happen with a student
model with a flat or decreasing learning curve [1, 8]. A decreasing learning curve
implies that student performance decreases with practice; this curve is usually
interpreted as a modeling problem, because it operationalizes that learners are
better off with no teaching.

We study a novel formulation of the Theoretical Evaluation of Adaptive
Learning Systems (Teal) [5] evaluation metric. The importance of evaluation
metrics is that they help practitioners and researchers quantify the extent that
a system helps learners.

2 Theoretical Evaluation of Adaptive Learning Systems

In this section, we just briefly summarize Teal and do not compare it with a re-
lated method called ExpOppNeed [7]. Teal assumes the adaptive tutoring system
is built using a single-skill Knowledge Tracing Family model [3, 6]. Knowledge
Tracing uses a Hidden Markov Model (HMM) per skill to model the student’s
knowledge as latent variables. It models whether a student applies a practice
opportunity of a skill correctly. The latent variables are used to model the latent
student proficiency, which is often modeled with a binary variable to indicated
mastery of the skill.

To use Teal on data collected from students, we first train a model using an
algorithm from the Knowledge Tracing family, then we use the learned parame-
ters to calculate the effort and outcome for each skill.

– Effort: Quantifies how much practice the adaptive tutor gives to students.
In this paper we focus on counting the number of items assigned to students
but, alternatively, amount of time could be considered.

– Outcome: Quantifies the performance of students after adaptive tutoring.
For simplicity, we operationalize performance as the percentage of items that
students are able to solve after tutoring. We assume that the performance
on solving items is aligned to the long-term interest of learners.

Algorithm 1 describes our novel formulation. Teal calculates the expected
number of practice that an adaptive tutor gives to students. We assume that the
tutor stops teaching a skill once the student is very likely to answer the next
item correctly according to a model from the Knowledge Tracing Family [6]. The
adaptive tutor teaches an additional item if two conditions hold: (i) it is likely
that the student will get the next item wrong— in other words, the probability
of answering correctly the next item is below a threshold τ ; and (ii) the tutor
has not decided to stop instruction already.

The inputs of Teal are:
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– Real student performance data from m students practicing a skill. Data from
each student is encoded into a sequence of binary observations of whether
the student was able to apply correctly the skill at different points in time.

– A threshold τ ∈ {0 . . . 1} that indicates when to stop tutoring. We opera-
tionalize this threshold as the target probability that the student will apply
the skill correctly.

– A parameter T that indicates the number of practice opportunities each of
the simulated students will practice the skill.

Algorithm 1 Teal algorithm for models with one skill per item
Require: real student data y(1) . . .y(m), threshold τ , # of simulated time steps T
1: function Teal
2: θ ← Knowledge Tracing(y(1) . . .y(m))
3: e← { }
4: s← { }
5: for ŷ ∈ get simulated student(θ, T ) do:
6: e← calculate effort(ŷ, θ, τ)
7: if e < T then
8: s← calculate score(ŷ, e)
9: else

10: s← imputed value
return mean(e), mean(s)

Teal learns a Knowledge Tracing model from the data collected from real
students interacting with a tutor. Our new formulation uses simulated learners
sampled from the Knowledge Tracing parameters. This enables us to decide how
many simulated students to generate. Our original formulation required 2m se-
quences to be generated, which can quickly become computationally intractable.
If an approximate solution is acceptable, our novel formulation allows more ef-
ficient calculations of Teal. Teal quantifies the effort and outcomes of students
in adaptive tutoring. Even though measuring effort and outcomes is not novel
by itself, Teal’s contribution is measuring both without a randomized trial. Teal
quantifies effort as how much practice the tutor gives. For this, we count the
number of items assigned to students. For a single simulated student, this is:

calculate effort(y1, . . . , yT , θ, τ) ≡ arg min
t

p(yt|y1 . . . yt−1, θ) > τ (1)

The threshold τ implies a trade-off between student effort and scores and re-
sponds to external expectations from the social context. Teal operationalizes the
outcome as the performance of students after adaptive tutoring as the percentage
of items that students are able to solve after tutoring:

calculate score(y1, . . . , yT , e) ≡
∑
t=e

δ(yt, correct)
T − e

(2)
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Here, δ(·, ·) is the Kronecker function that returns 1 iff its arguments are equal.

3 Discussion

Simulation enables us to measure effort and outcome for a large population
of students. Previously, we required Teal to be computed exhaustively on all
student outcomes possibilities. We relax the prohibitively expensive requirement
of calculating all student outcome combinations. Our contribution is that Teal
can be calculated with a simulated dataset size that is large yet tractable.
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Abstract. Problems with many solutions and solution paths are on the
frontier of what non-programmers can author with existing tutor au-
thoring tools. Popular approaches such as Example Tracing, which al-
low authors to build tutors by demonstrating steps directly in the tutor
interface. This approach encounters difficulties for problems with more
complex solution spaces because the author needs to demonstrate a large
number of actions. By using SimStudent, a simulated learner, it is pos-
sible to induce general rules from author demonstrations and feedback,
enabling efficient support for complexity. In this paper, we present a
framework for understanding solution space complexity and analyze the
abilities of Example Tracing and SimStudent for authoring problems in
an experimental design tutor. We found that both non-programming ap-
proaches support authoring of this complex problem. The SimStudent
approach is 90% more efficient than Example Tracing, but requires spe-
cial attention to ensure model completeness. Example Tracing, on the
other hand, requires more demonstrations, but reliably arrives at a com-
plete model. In general, Example Tracing’s simplicity makes it good for a
wide range problems, a reason for why it is currently the most widely used
authoring approach. However, SimStudent’s improved efficiency makes it
a promising non-programmer approach, especially when solution spaces
become more complex. Finally, this work demonstrates how simulated
learners can be used to efficiently author models for tutoring systems.

Keywords: Tutor Authoring, Intelligent Tutoring Systems, Cognitive
Modeling, Programming-by-Demonstration

1 Introduction

Intelligent Tutoring Systems (ITSs) are effective at improving student learning
across many domains– from mathematics to experimental design [10, 13, 5]. ITSs
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also employ a variety of pedagogical approaches for learning by doing, includ-
ing intelligent novice [7], invention [12], and learning by teaching [9]. Many of
these approaches require systems that can model complex solution spaces that
accommodate multiple correct solutions to a problem and/or multiple possible
paths to each solution. Further, modeling complex spaces can be desirable ped-
agogically: student errors during problem solving can provide valuable learning
opportunities, and therefore may be desirable behaviors. Mathan and Koedingers
spreadsheet tutor provides experimental support for this view– a tutor that al-
lowed exploration of incorrect solutions led to better learning compared to one
that enforced a narrower, more efficient solution path [7]. However, building tu-
toring systems for complex solution spaces has generally required programming.
What options are available to the non-programmer? Authoring tools have radi-
cally reduced the difficulties and costs of tutor building [2, 6], and have allowed
authoring without programming. Through the demonstration of examples di-
rectly in the tutor interface, an author can designate multiple correct solutions,
and many correct paths to each solution. Yet, the capabilities of these tools for
authoring problems with complex solution spaces has never been systematically
analyzed.

In this paper, we define the concept of solution space complexity and, through
a case study, explore how two authoring approaches deal with this complexity.
Both approaches (Example Tracing and SimStudent) are part of the Cognitive
Tutor Authoring Tools (CTAT) [1]. Our case study uses the domain of introduc-
tory experimental design, as problems in this area follow simple constraints (only
vary one thing at a time), but solutions can be arbitrarily complex depending on
how many variables are in the experiment and how many values each can take.

2 Solution Space Complexity

Solution spaces have varying degrees of complexity. Our framework for examining
complexity considers both how many correct solutions satisfy a problem and how
many paths lead to each solution. Within this formulation, we discuss how easily
a non-programmer can author tutors that support many solutions and/or many
paths to a solution.

How might this formulation of complexity apply to an experimental design tu-
tor? Introductory problems in this domain teach the control of variables strategy
(only manipulating a single variable between experimental conditions to allow
for causal attribution) [3]. Due to the combinatorial nature of experiments (i.e.,
multiple conditions, variables, and variable values), the degree of complexity in
a particular problem depends on how it is presented. To illustrate, imagine that
students are asked to design an experiment to determine how increasing the heat
of a burner affects the melting rate of ice in a pot (see Figure 1). The following
tutor prompts (alternatives to the prompt in Figure 1) highlight how different
problem framings will affect the solution complexity:

One solution with one path Design an experiment to determine how increas-
ing the heat of a Bunsen burner affects the rate at which ice in a pot will

AIED 2015 Workshop Proceedings - Vol 5 36



Fig. 1. Experimental design tutor interface

melt by assigning the first legal value to the variables in left to right, top
down order as they appear in the table.

One solution and many paths Design an experiment to determine how in-
creasing the heat of a Bunsen burner affects the rate at which ice in a pot
will melt by assigning the first legal value to variables.

Many solutions each with one path Design an experiment to determine how
increasing the heat of a Bunsen burner affects the rate at which ice in a pot
will melt by assigning values to variables in left to right, top down order as
they appear in the table.

Many solutions with many paths Design an experiment to determine how
increasing the heat of a Bunsen burner affects the rate at which ice in a pot
will melt.

While these examples show that solution space complexity can be qualita-
tively changed (i.e., one solution vs. many solutions) by reframing a problem,
quantitative changes are also possible. For example, adding a fourth variable to
the interface in Figure 1 would require two more steps per solution path (setting
the variable for each condition), while adding another value to each variable in-
creases the number of possible options at each step of the solution path. As this
example illustrates, solution space complexity is not an inherent property of a
domain, but rather arises from an authors design choices.

3 Tutor Authoring

Our analysis focuses on the Cognitive Tutor Authoring Tools (CTAT), as CTAT
is the most widely used tutor authoring tool and the approaches it supports are
representative of authoring tools in general [2]. CTAT supports non-programmers
in building both tutor interfaces and cognitive models (for providing feedback).
Cognitive models can be constructed with Example Tracing or SimStudent. In
this section, we step through how Example-Tracing and SimStudent approaches
would be applied by non-programmers to the experimental design task, using the
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interface shown in Figure 1. Further, we discuss the features of each approach
for handling solution space complexity in the context of this example.

3.1 Example Tracing

When building an Example-Tracing tutor in CTAT, the author demonstrates
correct solutions directly in the tutoring interface. These demonstrated steps
are recorded in a behavior graph. Each node in the behavior graph represents a
state of the tutoring interface, and each link represents an action that moves the
student from one node to another. In Example Tracing each link is produced as a
result of a single action demonstrated directly in the tutor interface; many legal
actions might be demonstrated for each state, creating branches in the behavior
graph.

Figure 2 shows an example of our experimental design tutor interface and
an associated behavior graph. The particular prompt chosen has 8 solutions and
many paths to each solution. These alternative paths correspond to different
orders in which the variables in the experimental design can be assigned. The
Example-Tracing approach allows authors to specify that groups of actions can
be executed in any order. In the context of our example, this functionality allows
the author to demonstrate one path to each of the 8 unique solutions (these
8 paths are visible in Figure 2) and then specify that the actions along that
path can be executed in any order. Unordered action groups are denoted in the
behavior graph by colored ellipsoids.

Fig. 2. An experimental design tutor (right) and its associated behavior graph (left).
This tutor supports students in designing an experiment to test the effect of heat on
a dependet variable. The correct answer is to pick two different values for the “Heat”
variable and to hold the values constant for other variables.

Once a behavior graph has been constructed for a specific problem (e.g. de-
termine the effect of heat on ice melting), that behavior graph can be generalized
to other problems (e.g. determine the effect of sunlight on plant growth) using
mass production. The mass production feature allows the author to replace spe-
cific values in the interface with variables and then to instantiate an arbitrary
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number of behavior graphs with different values for the variables. This approach
is powerful for supporting many different problems that have identical behavior
graph structure, such as replacing all instances of “heat” with another variable,
“sunlight”. However, if a problem varies in the structure of its behavior graph,
such as asking the student to manipulate a variable in the second column instead
of the first (e.g., “lid” instead of “heat”), then a new behavior graph would need
to be built to reflect the change in the column of interest.

How efficient is Example Tracing in building a complete cognitive model for
the experimental design problem? The complete model consists of 3 behavior
graphs (one for each of the three variable columns that could be manipulated).
Each graph took 56 demonstrations and required 8 unordered action groups to be
specified. Thus, the complete cognitive model required 168 demonstrations and
24 unordered group specifications. Using estimates from a previously developed
Keystroke-Level Model [6], which approximates the time needed for an error-free
expert to perform each interface action, we estimate that this model would take
about 27 minutes to build using Example Tracing. Notably, the ability to specify
unordered action groups offers substantial efficiency gains - without it, authoring
would take almost 100 hours. Furthermore, with mass production, this model
can generalize to any set of authored variables.

3.2 SimStudent

While the Example-Tracing behavior graph creates links from user demonstra-
tions, the SimStudent system extends these capabilities by inducing production
rule models from demonstrations and feedback (for details on this rule induction
see [8]). In the experimental design tutor, SimStudent might learn a rule that
sets one of the variables to an arbitrary value when no values for that variable
have been assigned. Then, it might learn different rules for setting a variables
second value based on whether or not it is being manipulated.

Authoring with SimStudent is similar to Example Tracing in that SimStu-
dent asks for demonstrations when it does not know how to proceed. However,
when SimStudent already has an applicable rule, it fires the rule and shows the
resulting action in the tutor interface. It then asks the author for feedback on
that action. If the feedback is positive, SimStudent may refine the conditions
of its production rules before continuing to solve the problem. If the feedback
is negative, SimStudent will try firing a different rule. When SimStudent ex-
hausts all of its applicable rules, it asks the author to demonstrate a correct
action. Figure 3 shows how SimStudent asks for demonstrations and feedback.
When authoring with SimStudent, the author does not have to specify rule or-
der - as long as a rule’s conditions are satisfied, it is applicable. Authoring with
SimStudent produces both a behavior graph (of the demonstrations and actions
SimStudent took in the interface) and a production rule model.

To evaluate the efficiency of the SimStudent approach we constructed a com-
plete model for the experimental design tutor. It can be difficult to determine
when a SimStudent model is correct and complete from the authoring interac-
tions alone. In most cases the SimStudent model is evaluated with set of held-out
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Fig. 3. SimStudent asking for feedback (left) and for a demonstration (right).

test problems (i.e., unit tests). However, in this case the learned rules were sim-
ple enough to evaluate by direct inspection. We noticed that SimStudent learned
one correct strategy, but had not explored other solutions. This is typical of Sim-
Student - once it learns a particular strategy it applies it repeatedly. Therefore,
authors must give it additional demonstrations of alternative paths. With the
experimental design tutor, we noticed that SimStudent was always choosing the
first value for non-manipulated variables, so we gave it additional demonstra-
tions where non-manipulated variables took values besides those demonstrated
on the initial run.

Ultimately, SimStudent acquired a complete model after 7 demonstrations
and 23 feedback responses. Using the same Keystroke-Level Model from [6], we
estimate that building a cognitive model using SimStudent would take an error-
free expert about 2.12 minutes – much shorter than Example Tracing. Like
Example Tracing, the model produced by SimStudent can work with arbitrary
variables. Unlike Example Tracing, the learned model can work for unauthored
variables; for example, students could define their own variables while using the
tutor. This level of generality could be useful in inquiry-based learning envi-
ronments [4]. Finally, if another variable column was added to the tutor, the
SimStudent model would be able to function without modification. For Exam-
ple Tracing, such a change would constitute a change to the behavior graph
structure, so a completely new behavior graphs would need to be authored to
support this addition.

4 Discussion

Both Example Tracing and SimStudent can create tutors for problems with
complex solution spaces. However, our analysis shows that the two approaches
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differ in terms of their efficiency and, as a result, how many solutions and paths
they can handle in practice.

First, the Example-Tracing approach worked very well, even though the ex-
perimental design problems have a combinatorial structure. In particular, un-
ordered action groups and mass production drastically reduced the number of
demonstrations needed to cover the solution space, 168 vs. 40,362. The simplic-
ity of Example Tracing combined with the power afforded by these features is
likely why Example Tracing is the most widely used authoring approach today
[2].

The SimStudent approach was more efficient than Example Tracing (approx.
2.12 vs. 27 minutes), but this comparison requires several caveats. The machine
learning mechanisms of SimStudent generalize demonstrations and feedback into
rules, which allows SimStudent to only model unique actions and the conditions
under which they apply. However, this means SimStudent may not acquire a
complete model. In the experimental design case study, SimStudent at first only
learned that non-manipulated variables take their first value (rather than any
value that is constant across conditions). In general, this problem arises when
SimStudent acquires a model that can provide at least one correct solution for
any problem. In these situations, it never prompts an author to provide alter-
native demonstrations; leading an unsuspecting author to create an incomplete
model. A related complication is determining when the SimStudent model is
complete. While determining the completeness of models in both Example Trac-
ing and SimStudent can be difficult, authors must attempt to infer completeness
from SimStudent’s problem solving performance– a method that can be rather
opaque at times. Thus, an open area for simulated learning systems is how best
to evaluate the quality of learned models.

Fig. 4. How the space of solution space complexity is handled by existing non-
programmer authoring approaches.
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Overall our findings, when paired with those of previous work [6], suggest
an interpretation depicted in Figure 4. In this figure the potential space of com-
plexity is depicted in terms of number of unique solutions and number of paths
per solution. The inner region denotes the area of the complexity space where
we believe Example Tracing will maximize non-programmers’ authoring utility.
This region is skewed towards a higher number of paths, owing to Example
Tracing’s capacity to specify unordered actions. This portion of the complexity
space contains many of the tutors that have already been built using Example
Tracing [2]. As the complexity of a problem’s solution space increases, Example
Tracing becomes less practical (though still capable) and SimStudent becomes
a more promising option, despite the caveats for using it. SimStudent’s power
of rule generalization gives it the ability to deal with more paths and unique
solutions with less author effort, however, these capabilities come with the risk
of producing incomplete models (without the author being aware).

Notably missing in the figure is any coverage of the upper right quadrant.
This area would be a fruitful place to direct future work that supports non-
programmers in authoring problems with many solutions with many paths. In
particular, simulated learning systems might be extended to give non-programmers
access to this portion of the space. One existing approach for dealing with highly
complex solution spaces is to only model the aspects of the space that students
are most likely to traverse. For example, work by Rivers and Koedinger [11] has
explored the use of prior student solutions to seed a feedback model for intro-
ductory programming tasks. As it stands this area can only be reached using
custom built approaches and would benefit from authoring tool research.

One limitation of our current approach is the assumption that there is a body
of non-programmers that wants to build tutors for more complex problems. Our
analysis here suggests that there is an open space for non-programming tools
that support highly complex solution spaces, but it is less clear that authors
have a desire to create tutors in this portion of the space. A survey of authors
interested in building complex tutors without programming would help to shed
light on what issues non-programmers are currently having in building their
tutors. It is important that such a survey also include the perspective of those
outside the normal ITS community to see if there are features preventing those
who are interested from entering the space.

From a pedagogical point of view, it is unclear how much of the solution
space needs to be modeled in a tutor. Waalkens et al. [16] have explored this
topic by implementing three versions of an Algebra equation solving tutor, each
with progressively more freedom in the number of paths that students can take
to a correct solution. They found that the amount of freedom did not have
an effect on students learning outcomes. However, there is evidence that the
ability to use and decide between different strategies (i.e. solution paths) is
linked with improved learning [14]. Further, subsequent work [15] has suggested
that students only exhibit strategic variety if they are given problems that favor
different strategies. Regardless of whether modeling the entire solution space is
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pedagogically necessary, it is important that available tools support the ability to
model complex spaces so that these research questions can be further explored.

5 Conclusion

The results of our analysis suggest that both the Example Tracing and Sim-
Student authoring approaches are promising methods for non-programmers to
create tutors even for problems with many solutions with many paths. More
specifically, we found that SimStudent was more efficient for authoring a tutor
for experimental design, but authoring with SimStudent had a number of caveats
related to ensuring that the authored model was complete. In contrast, Example
Tracing was simple to use and it was clear that the authored models were com-
plete. Overall, our analysis shows that Example Tracing is good for a wide range
of problems that non-programmers might want to build tutors for (supported
by its extensive use in the community [2]). However, the SimStudent approach
shows great promise as an efficient authoring approach, especially when the so-
lution space becomes complex. In any case, more research is needed to expand
the frontier of non-programmers’ abilities to author tutors with complex solution
spaces.

Finally, this work demonstrates the feasibility and power of utilizing a simu-
lated learning system (i.e., SimStudent) to facilitate the tutor authoring process.
In particular authoring tutors with SimStudent took only 10% of the time that it
took to author a tutor with Example-Tracing, a non-simulated learner approach.
Educational technologies with increasingly complex solution spaces are growing
in popularity (e.g. educational games and open-ended learning environments),
but current approaches do not support non-programmers in authoring tutors
for these technologies. Our results show that simulated learning systems are a
promising tool for supporting these non-programmers. However, more work is
needed to improve our understanding of how simulated learners can contribute
to the authoring process and how the models learned by these systems can be
evaluated.

6 Acknowledgements

We would like to thank Caitlin Tenison for her thoughtful comments and feed-
back on earlier drafts. This work was supported in part by a Graduate Train-
ing Grant awarded to Carnegie Mellon University by the Department of Ed-
ucation (#R305B090023) and by the Pittsburgh Science of Learning Center,
which is funded by the NSF (#SBE-0836012). This work was also supported
in part by National Science Foundation Awards (#DRL-0910176 and #DRL-
1252440) and the Institute of Education Sciences, U.S. Department of Education
(#R305A090519). All opinions expressed in this article are those of the authors
and do not necessarily reflect the position of the sponsoring agency.

AIED 2015 Workshop Proceedings - Vol 5 43



References

1. Aleven, V., McLaren, B.M., Sewall, J., Koedinger, K.R.: The cognitive tutor au-
thoring tools (CTAT): Preliminary evaluation of efficiency gains. In: Ikeda, M.,
Ashley, K.D., Tak-Wai, C. (eds.) ITS ’06. pp. 61–70. Springer (2006)

2. Aleven, V., McLaren, B.M., Sewall, J., Koedinger, K.R.: A New Paradigm for Intel-
ligent Tutoring Systems: Example-Tracing Tutors. IJAIED 19(2), 105–154 (2009)

3. Chen, Z., Klahr, D.: All Other Things Being Equal: Acquisition and Transfer of
the Control of Variables Strategy. Child Development 70(5), 1098–1120 (1999)

4. Gobert, J.D., Koedinger, K.R.: Using Model-Tracing to Conduct Performance As-
sessment of Students’ Inquiry Skills within a Microworld. Society for Research on
Educational Effectiveness (2011)

5. Klahr, D., Triona, L.M., Williams, C.: Hands on what? The relative effectiveness of
physical versus virtual materials in an engineering design project by middle school
children. Journal of Research in Science Teaching 44(1), 183–203 (Jan 2007)

6. MacLellan, C.J., Koedinger, K.R., Matsuda, N.: Authoring Tutors with SimStu-
dent: An Evaluation of Efficiency and Model Quality. In: Trausen-Matu, S., Boyer,
K. (eds.) ITS ’14 (2014)

7. Mathan, S.A., Koedinger, K.R.: Fostering the Intelligent Novice: Learning From
Errors With Metacognitive Tutoring. Educational Psychologist 40(4), 257–265
(2005), http://www.tandfonline.com/doi/abs/10.1207/s15326985ep4004 7

8. Matsuda, N., Cohen, W.W., Koedinger, K.R.: Teaching the Teacher: Tutoring Sim-
Student Leads to More Effective Cognitive Tutor Authoring. IJAIED 25(1), 1–34
(2014)

9. Matsuda, N., Yarzebinski, E., Keiser, V., Cohen, W.W., Koedinger, K.R.: Learning
by Teaching SimStudent – An Initial Classroom Baseline Study Comparing with
Cognitive Tutor. IJAIED (2011)

10. Pane, J.F., Griffin, B.A., McCaffrey, D.F., Karam, R.: Effectiveness of Cognitive
Tutor Algebra I at Scale. Tech. rep., RAND Corporation, Santa Monica, CA (2013)

11. Rivers, K., Koedinger, K.R.: Automating Hint Generation with Solution Space
Path Construction. In: ITS ’14, pp. 329–339. Springer (2014)

12. Roll, I., Aleven, V., Koedinger, K.R.: The Invention Lab : Using a Hybrid of Model
Tracing and Constraint-Based Modeling to Offer Intelligent Support in Inquiry
Environments. In: ITS ’10. pp. 115–124 (2010)

13. Sao Pedro, M.A., Gobert, J.D., Heffernan, N.T., Beck, J.E.: Comparing Pedagog-
ical Approaches for Teaching the Control of Variables Strategy. In: Taatgen, N.,
van Rijn, H. (eds.) CogSci ’09. pp. 1–6 (2009)

14. Schneider, M., Rittle-Johnson, B., Star, J.R.: Relations among conceptual knowl-
edge, procedural knowledge, and procedural flexibility in two samples differing in
prior knowledge. Developmental Psychology 47(6), 1525–1538 (2011)

15. Tenison, C., MacLellan, C.J.: Modeling Strategy Use in an Intelligent Tutoring
System: Implications for Strategic Flexibility. In: ITS ’14, pp. 466–475. Springer
(2014)

16. Waalkens, M., Aleven, V., Taatgen, N.: Computers & Education. Computers &
Education 60(1), 159–171 (Jan 2013)

AIED 2015 Workshop Proceedings - Vol 5 44



Methods for Evaluating Simulated Learners:  
Examples from SimStudent 

Kenneth R. Koedinger1, Noboru Matsuda1, Christopher J. MacLellan1, and Elizabeth 
A. McLaughlin1 

1 Carnegie Mellon University, Pittsburgh, PA 
koedinger@cmu.edu 

Abstract. We discuss methods for evaluating simulated learners associated 
with four different scientific and practical goals for simulated learners. These 
goals are to develop a precise theory of learning, to provide a formative test of 
alternative instructional approaches, to automate authoring of intelligent tutor-
ing systems, and to use as a teachable agent for students to learn by teaching. 
For each goal, we discuss methods for evaluating how well a simulated learner 
achieves that goal. We use SimStudent, a simulated learner theory and software 
architecture, to illustrate these evaluation methods. We describe, for example, 
how SimStudent has been evaluated as a theory of student learning by compar-
ing, across four domains, the cognitive models it learns to the hand-authored 
models. The SimStudent-acquired models generally yield more accurate predic-
tions of student data. We suggest future research into directly evaluating simu-
lated learner predictions of the process of student learning. 

Keywords: cognitive models, learning theory, instructional theory 

1 Introduction 

When is a simulated learner a success? We discuss different approaches to evaluating 
simulated learners (SLs). Some of these evaluation approaches are technical in nature, 
whether or how well a technical goal has been achieved, and some are empirical, 
whereby predictions from the SL are compared against data. These approaches can be 
framed with respect to four goals for developing SLs (see Table 1). These goals have 
been pursued in prior SL research, such as the use of “pseudo-students” [1] to test the 
quality of an instructional design (#2 in Table 1). Before describing different evalua-
tion approaches appropriate for different goals, we first introduce SimStudent. 

1.1 SimStudent: A Simulated Learner Theory and Software Architecture 

SimStudent [2,3] is an SL system and theory in the class of adaptive production sys-
tems as defined by [4]. As such, it is similar to cognitive architectures such as ACT-R 
[5], Soar [6], and Icarus [7], however, it distinctly focuses on modeling inductive 
knowledge-level learning [8] of complex academic skills learning. SimStudent learns 
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from a few primary forms of instruction, including examples of correct actions, skill 
labels on similar actions, clues for what information in the interface to focus on to 
infer a next action, and finally yes-or-no feedback on actions performed by SimStu-
dent.  

Table 1.  Scientific and Practical Goals for Simulated Learners (SLs) 

1. Precise Theory. Use SLs to develop and articulate precise theory of learning.  
a. Cognitive Model. Create theories of domain expertise 
b. Error Model. Create theories of student domain misconceptions 
c. Prior Knowledge. Create theories of how prior knowledge changes learning 
d. Learning Process. Create theories of change in knowledge and performance 

2. Instructional Testing. Use SLs as a “crash test” to evaluate instruction 
3. Automated Authoring. Use SLs to automatically an intelligent tutoring system 
4. Teachable Agent. Use SLs as a teachable agent or peer  

 
To tutor SimStudent, a problem is entered in the tutoring interface (e.g., 2x = 8 in 

row 1 of Figure 1). SimStudent attempts to solve the problem by applying productions 
learned so far. If an applicable production is found, it is fired and problem interface is 
updated. The author then provides correctness feedback on SimStudent’s step. If no 
correct production application is found, SimStudent asks the author to demonstrate 
the next step directly in the interface. When providing a demonstration, the author 
first specifies the focus of attention (i.e. input fields relevant to the current step) by 
double-clicking the corresponding interface elements (e.g., the cells containing 2x and 
8 in Figure 1). The author takes action using the relevant information (e.g., entering 
divide 2 in Figure 1). Finally, the author specifies a skill name by clicking on the 
newly added edge of the behavior graph. This skill label is used to help guide Sim-
Student’s learning and to make production rule names more readable. 

SimStudent uses three machine-learning mechanisms (how, where, and when) to 
acquire production rules. When given a new demonstration (i.e., a positive example of 
a rule), SimStudent uses its how learner to produce a general composition of functions 
that replicate the demonstrated steps and ones like it. For example, in Figure 1, when 
given the demonstration “divide 2” for the problem 2x=8, SimStudent induces that 
the result of the “get-first-integer-without-sign” function when applied to left side of 
the problem and appended to the word “divide” explains the demonstration.  

After an action sequence has been discovered, SimStudent uses its where learner to 
identify a generalized path to the focus of attention in the tutor interface. In Figure 1, 
the where learner discovers retrieval paths for the three cells in the first column. The-
se paths are generalized as more positive examples and are acquired for a given rule. 
For example, when the author demonstrates the application of the divide rule shown 
in Figure 1 to the second row of the equation table, then the production retrieval path 
is generalized to work over any row in the equation table. 

Finally, after learning an action sequence and general paths to relevant infor- 
mation, SimStudent uses its when learner to identify the conditions under which the 
learned production rule produces correct actions. For example, in Figure 1 SimStu-
dent learns that this rule can only be correctly applied when one side of the equation 
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has a coefficient. In situations when SimStudent receives positive and negative feed-
back on its rule applications, it uses the when learner to update the conditions on the 
rules. Note, the how and where learners primarily use positive examples. 

 
Fig. 1. After entering a problem, “2x=8” (top left), teaching of SimStudent occurs either by 
giving yes-or-no feedback when SimStudent attempts a step or by demonstrating a correct step 
when SimStudent cannot (e.g., “divide 2”).  

SimStudent is also capable of learning the representation of the chunks that make 
up the production system’s working memory and are the informational basis on which 
productions are learned. It does so using an unsupervised grammar induction ap-
proach [3]. This feature sets it apart from other production rule learning systems. 

2 Evaluating Simulated Learners as Theories of Learning 

It is helpful to distinguish a general theory of learning from a theory of student learn-
ing. We focus on student learning because of the goals of AI in Education. However, 
it is worth mentioning evaluation criteria for a general learning theory, such as how 
quickly and independently learning takes place and how general and accurate is re-
sulting performance. These criteria facilitate comparative evaluations. For instance, 
hierarchical Bayesian models are arguably better models of learning than other classi-
fication or neural network models because they learn as well with fewer examples [9].  

2.1 Good Learning Theory Should Generate Accurate Cognitive Models 

A student learning theory should produce the kind of expertise that human students 
acquire. In other words, the result of teaching an SL should be a cognitive model of 
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what human student’s know after instruction. Thus, one way to evaluate an SL is to 
evaluate the quality of the cognitive models it produces. We proposed [10] six con-
straints to evaluate the quality of a cognitive model: 1) solution sufficiency, 2) step 
sufficiency, 3) choice matching, 4) computational parsimony, 5) acquirability, and 6) 
transfer. The first two are empirical and qualitative: Is the cognitive model that the SL 
acquires able to solve tasks and do so with steps that are consistent with human stu-
dents? The third is quantitative: Does the frequency of strategy use and common error 
categories generated by the cognitive model on different tasks correspond with the 
same frequencies exhibited by human students? The last three are rational in charac-
ter, involving inspection of the cognitive model. 

These constraints were designed with hand-authored models in mind, so some, like 
the acquirability constraint (#5), appear trivial in the SL context. There is no question 
that the components of an SL-produced cognitive model are plausibly acquired be-
cause the SL does, in fact, acquire them. Similarly, the solution sufficiency constraint 
(#1) is straightforwardly achieved if the SL does not indeed succeed in learning the 
task domain.  If the cognitive model that is produced solves problems using the kinds 
of intermediate steps used in student solutions, for example, it performs its solution in 
a step-based tutoring system interface, then the step sufficiency constraint (#2) is met.  

How, then, can the remaining constraints be evaluated? In [11], we employed an 
educational data mining approach that evaluates the accuracy of a cognitive model by 
a “smooth learning curve” criteria [cf., 12,13]. Using a relatively simple statistical 
model of how instructional opportunities improve the accuracy of knowledge, this 
approach can measure and compare cognitive models in terms of their accuracy in 
predicting learning curve data. To employ the statistical model fit, the cognitive mod-
el is simplified into a “Q matrix”, which maps each observed task performed (e.g., 
entering a step in a problem solving) to the knowledge components hypothesized to 
be needed to successfully perform that task. For any appropriate dataset uploaded into 
DataShop (learnlab.org/DataShop), the website allows users to edit and upload alter-
native cognitive models (in the Q matrix format), automatically performs statistical 
model fits, renders learning curve visualizations, and displays a rank ordering of the 
models in terms of their predictive accuracy [14]. 

We used this approach to evaluate the empirical accuracy of the cognitive models 
that SimStudent learns as compared to hand-authored cognitive models [11]. SimStu-
dent was tutored in four domains: algebra, fractions, chemistry, and English grammar, 
in which we had existing human data and existing hand-authored cognitive models. In 
each domain SimStudent induced, from examples and from practice with feedback, 
both new chunk structures to represent the organization (or “grammar”) of the percep-
tual input and new production rules that solve problems (e.g., add two fractions) or 
make decisions (e.g., select when to use “the” or “a” in English sentences). In each 
case, the production rules that SimStudent acquired were converted into the Q matrix 
format. Then the DataShop cognitive model comparison was employed to compare 
whether these models fit student learning curve data better than the hand-authored 
cognitive models do.  

In all four domains, the SimStudent-acquired cognitive models made distinctions 
not present in the hand-authored models (e.g., it had two different production rules 
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across tasks for which the hand-authored model had one) and thus it tended to pro-
duce models with more knowledge components (as shown in Table 2). For example, 
SimStudent learned two different production rules for the typical last step in equation 
solving where one production covered typical cases (e.g., from 3x = 12 the student 
should “divide by 3”) and another covered a perceptually distinct special case (e.g., 
from -x = 12 the student should divide by -1). 

In all four domains, at least some of these distinctions improved the predictive fit 
to the learning curve data for the relevant tasks. For example, the SimStudent-
acquired cognitive model in algebra leads to better accuracy because real students had 
a much higher error rate on tasks like -x=12 (where the coefficient, -1, is implicit) 
than on tasks like 3x=12 (where the coefficient, 3, is explicitly visible). In one domain 
(Fraction Addition,), the SimStudent-acquired cognitive model failed to make a key 
distinction present in the hand-authored model and thus, while better in some cases, 
its overall fit was worse. In the three other domains, the SimStudent-acquired cogni-
tive models were found to be more accurate than the hand-authored cognitive models.  

Table 2. A comparison of human-generated and SimStudent-discovered models.  

 Number of Production Rules Cross-Validated RMSE 
Human-Generated 

  Model 
SimStudent 

Discovered Model 
Human-Generated 
   Model 

SimStudent 
Discovered Model 

Algebra 12 21 0.4024 0.3999 
Stoichiometry 44 46 0.3501 0.3488 

Fraction Addition 8 6 0.3232 0.3343 
Article selection 19 22 0.4044 0.4033 

In other words, this “smooth learning curve” method of evaluation can provide ev-
idence that an SL, SimStudent in this case, is a reasonable model of student learning 
in that it acquires knowledge at a grain size (as represented in the components of the 
cognitive model) that is demonstrably consistent with human data.  

One limitation of this approach is that it indirectly compares an SL to human learn-
ers through the process of fitting a statistical model. In the case of algebra, for exam-
ple, SimStudent’s acquisition of two different productions for tasks of the form Nx=N 
versus tasks of the form -x=N gets translated into a prediction that student perfor-
mance will be different in these situations, but the not direction of the difference. The 
parameter estimation in statistical model fit yields the prediction for which of these 
task categories (Nx=N or -x=N) is harder. A more direct comparison would not use 
an intermediate statistical model fit. It would require the SL to not only produce a 
relevant distinction, but to make a prediction of student performance differences, such 
as whether it takes longer to successfully learn some kinds of tasks than others. Such 
an evaluation approach is discussed in section 2.3. 

2.2 Matching Student Errors and Testing Prior Knowledge Assumptions  

As a model of student learning, a good SL should not only produce accurate perfor-
mance with learning, but should also produce the kinds of errors that students produce 
[cf.,15]. Thus, comparing SL errors to student errors is another way to evaluate an SL. 
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One theory of student errors is that students learn incorrect knowledge (e.g., incor-
rect production rules or schemas) from correct example-based instruction due to the 
necessary fallibility of inductive learning processes. A further hypothesis is that in-
ductive learning errors are more likely when students have “weak” (i.e., more domain 
general) rather than “strong” (i.e., more domain specific) prior knowledge. With weak 
prior knowledge, students may interpret examples shallowly, paying attention to more 
immediately perceived surface features, rather than more deeply, by making domain-
relevant inferences from those surface features. Consider example-based instruction 
where a student is given the equation “3x+5 = 7” and told that “subtract 5” from both 
sides is a good next step. A novice student with weak prior knowledge might interpret 
this example shallowly, as subtracting a number (i.e., 5) instead of more deeply, as 
subtracting a term (i.e., +5). As a consequence, the student may induce knowledge 
that produces an error on a subsequent problem, such as “4x-2=5” where they subtract 
2 from both sides. Indeed, this error is common among beginning algebra students.  

We evaluated SimStudent by comparing induction errors it makes with human stu-
dent errors [16]. More specifically, we evaluated the weak prior knowledge hypothe-
sis expressed above. We conducted a simulation study by having multiple instances of 
SimStudent get trained by the Algebra Cognitive Tutor. We compared SimStudent 
behaviors with actual student data from the Cognitive Tutor’s logs of student interac-
tions with the system. When SimStudent starts with weak prior knowledge rather than 
strong prior knowledge, it learns more slowly, that is, the accuracy of learned skills is 
lower given the same amount of training. More importantly, SimStudent’s ability to 
predict student errors increased significantly when given weak rather than strong prior 
knowledge. In fact, the errors generated by SimStudent with strong prior knowledge 
were almost never the same kinds of errors commonly made by real students.  

In addition to illustrating how an SL can be evaluated by comparing its error gen-
eration to human errors, this example illustrates how an SL can be used to test as-
sumptions about student prior knowledge. In particular, SimStudent provides a theo-
retical explanation of empirical results [17] showing correlations between tasks meas-
uring prior knowledge (e.g., identify the negative terms in “3x-4 = -5-2x”) and subse-
quent learning of target skills (e.g., solving algebra equations).  

Some previous studies of students’ errors focus primarily on a descriptive theory to 
explain why students made particular errors, for example, repair theory [15], the theo-
ry of bugs [18], and the theory of extrapolation technique [19]. With SLs, we can 
better understand the process of acquiring the incorrect skills that generate errors. The 
precise understanding that computational modeling facilitates provides us with in-
sights into designing better learning environments that mitigate error formation.  

2.3 Good Student Learning Theory Should Match Learning Process Data 

Matching an SL’s performance to learning process data is similar to the cognitive 
model evaluation discussed above in section 2.1. However, as indicated above, that 
approach has the limitation of being an indirect comparison with human data whereby 
there the fit to human data is, in a key sense, less challenging because it is mediated 
by a separate step parameter estimation of a statistical model. A more direct compari-
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son is, in simple terms, to match the behavior of multiple instances of an SL (i.e., a 
whole simulated class) with the behavior of multiple students. The SLs interact with a 
tutoring system (like one shown in Figure 2) just as a class of human students would 
and their behavior is logged just as human student data is. Then the simulated and 
human student data logs can be compared, for example, by comparing learning curves 
that average across all (simulated and human) student participants.  

3 Evaluating Simulated Learners as Instruction Testers 

A number of projects have explored the use of an SL to compare different forms of 
instruction. VanLehn was perhaps the first to suggest such a use of a “pseudo student” 
[1]. A version of ACT-R’s utility learning mechanism was used to show that the SL 
was more successful when given error feedback not only on target performance tasks 
(e.g., solving two-step equations), but also on shorter subtasks (e.g., one-step equa-
tions) [10]. A SimStudent study showed better learning from a combination of exam-
ples and problems to solve, than just giving it examples [2]. Another showed that 
interleaving problem types is better for learning than blocking problem types because 
interleaving provides better opportunities correcting over-generalization errors [20].  

For a general theory of instruction, it is of scientific interest to understand the ef-
fectiveness of different forms of instruction for different kinds of SL systems even if 
the SL is not an accurate model of student learning. Such understanding is relevant to 
advancing applications of AI and is directly relevant to using an SL for automated 
ITS authoring (next section). Such theoretical demonstrations may also have rele-
vance to a theory of human instruction as they may 1) provide theoretical explana-
tions for instructional improvements that have been demonstrated with human learn-
ers or 2) generate predictions for what may work with human students.  

These instructional conclusions can only be reliably extended to human learners 
when the SL is an accurate model of student learning. The most reliable evaluation of 
an SL as instructional tester is a follow-up random assignment experiment with hu-
man learners that demonstrates that the instructional form that was better for the SLs 
is also better for students. In the examples given above, there is some evidence that 
the SLs are accurate models of student learning (e.g., past relevant human experi-
ments). However, in none of them was the ideal follow-up experiment performed. 

4 Evaluating Simulated Learners as ITS Authoring Tools 

In addition to their use as theories of learning and for testing instructional content, 
simulated learning systems can also be used to facilitate the authoring of Intelligent 
Tutoring Systems (ITS). In particular, once an SL has been sufficiently trained, the 
cognitive model it learns can then be used directly as an expert model. Previous work, 
such as Example Tracing tutor authoring [21], has explored how models can be ac-
quired by demonstration. However, by using a simulated learning system to induce 
general rules form the demonstrations more general models can be acquired more 
efficiently. For example, the use of SimStudent as authoring tool is still experimental, 
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but there is evidence that it may accelerate the authoring process and produce more 
accurate cognitive models than hand authoring. One demonstration explored the bene-
fits of a traditional programming by demonstration approach to authoring in SimStu-
dent versus a programming by tutoring approach [2].  In the latter, SimStudent asks 
for demonstrations only at steps where it has no relevant productions. Otherwise, it 
performs a step and asks the author for feedback as to whether the step is correct or 
not. Programming by tutoring was found to be much faster than programming by 
demonstration (77 minutes vs. 238 minutes) and produced a more accurate cognitive 
model whereby there were fewer productions that produced over-generalization er-
rors. Programming by tutoring is now the standard approach because of its improved 
efficiency and effectiveness. Better efficiency is obtained because many author 
demonstrations are replaced by SimStudent actions with a quick yes-or-no response. 
Better effectiveness is obtained because these actions expose over-generalization 
errors to which the author responds “no” and the system learns new if-part precondi-
tions to more appropriately narrow the generality of the modified production rule.  

A second demonstration of SimStudent as an authoring tool [22] compared author-
ing in SimStudent with authoring example-tracing tutors in CTAT. Tutoring SimStu-
dent has considerable similarity with creating an example-tracing tutor except that 
SimStudent starts to perform actions for the author, which can be merely checked as 
desirable or not, saving the time it otherwise takes for an author to perform those 
demonstrations. This study reported a potential savings of 43% in authoring time. 

5 Evaluating a Simulated Learner as a Teachable Agent 

Simulated learner systems can be more directly involved in helping students learn 
when they are used as a teachable agent whereby students learn by teaching [cf., 23]. 
Evaluating the use of an SL in this form ideally involves multiple steps. One should 
start with an SL that has already received some positive evaluation as a good model of 
student learning (see section 2). Then incorporate it into a teachable agent architecture 
and, as early and often as possible, perform pilot students with individual students 
[cf., 24 on think aloud user studies) and revise the system design. Finally, for both 
formative and summative reasons, use random assignment experiments to compare 
student learning from the teachable agent with reasonable alternatives. 

Using SimStudent, we built a teachable agent environment, called APLUS, in 
which students learn to solve linear equations by teaching SimStudent [25]. To evalu-
ate the effectiveness of APLUS and advance the theory of learning by teaching, we 
conducted multiple in vivo experiments [25,26,27,28]. Each of the classroom studies 
have been randomized controlled trials with two conditions varying one instructional 
approach. In one study [25], the self-explanation hypothesis was tested. To do so, we 
developed a version of APLUS in which SimStudent occasionally asked “why” ques-
tions. For example, when a student provided negative feedback to a step SimStudent 
performed, SimStudent asked, “Why do you think adding 3 here on both sides is in-
correct?” Students were asked to respond to SimStudent’s questions either by select-
ing pre-specified menu items or entering a free text response. The results showed that 
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the amount and the level of elaboration of the response had a reliable correlation with 
students’ learning measured by online pre- and post-tests.  

6 Conclusion 

We outlined four general purposes for simulated learners (see Table 1) and reviewed 
methods of evaluation that align with these purposes. To evaluate an SL as a precise 
theory of learning, one can evaluate the cognitive model that results from learning, 
evaluate the accuracy of error predictions as well as prior knowledge assumptions 
needed to produce those errors, or evaluate the learning process, that is, the changes in 
student performance over time. To evaluate an SL as an instructional test, one should 
not only evaluate the SL’s accuracy as a theory of student learning, but should also 
perform human experiments to determine whether the instruction that works best for 
SLs also works best for human students. To evaluate an SL as an automated authoring 
tool, one can evaluate the speed and precision of rule production, the frequency of 
over-generalization errors and the fit of the cognitive models it produces. More ambi-
tiously, one can evaluate whether the resulting tutor produces as good (or better!) 
learning than an existing tutor. Similarly, to evaluate an SL as a Teachable Agent, one 
can not only evaluate the system features, but also perform experiments on whether 
students learn better with that system than with reasonable alternatives. 

Simulated learner research is still in its infancy so most evaluation methods have 
not been frequently used. We know of just one such study [29] that evaluated an SL 
as an instructional tester by following up a predicted difference in instruction with a 
random assignment experiment with real students. It used an extension of the ACT-R 
theory of memory to simulate positive learning effects of an optimized practice 
schedule over an evenly spaced practice schedule. The same experiment was then run 
with human students and it confirmed the benefits of the optimized practice schedule. 
Such experiments are more feasible when the instruction involved is targeting simpler 
learning processes, such as memory, but will be more challenging as they target more 
complex learning processes, such as induction or sense making [31]. 

The space of instructional choices is just too large, over 200 trillion possible forms 
of instruction [32], for a purely empirical science of learning and instruction to suc-
ceed. We need parallel and coordinated advances in theories of learning and instruc-
tion. Efforts to develop and evaluate SLs are fundamental to such advancement. 
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Abstract. Programming is one of the basic competences in computer
science, despite its importance, it is easy to find students with difficulties
to understand the concepts required to use this skill. Several researchers
report that the impossibility to achieve a quick and effective feedback, is
one of the motivators for the problematic scenario. The professor, even
when helped by the TAs, is not able to perform the reviews quickly, for
this activity requires a huge amount of time. Fast feedback is extremely
important to enable the learning of any concept. Some researches suggest
the use of peer assessment as a means of providing feedback. However, it
is quite common that the feedback provided by peers is not adequate. In
this paper, we propose the use of simulated learners in a peer assessment
approach as part of the teaching and learning processes of programming.
Currently a software tool is being developed to include the proposal
described in this paper.

1 Introduction

Programming is one of the basic competences in computer science, it is the basis
for the development of several other competences required for professionals in
the area. However, despite its importance, it is easy to find students who are
demotivated and with difficulties to understand the concepts required to use
this skill [7]. These difficulties causes a large number of failures, dropouts or the
approval of students without the required level of knowledge [14] [6] [5].

Many factors are identified in literature as causing the problematic scenario
related to programming courses. Several researchers report that the impossibility
to achieve a quick, effective and individualized feedback, is one of the motivators
for the problematic scenario [10] [12]. An individual follow up is impossible due
to many students enrolled in the courses. In addition, there is a great complexity
involved in the evaluation of a program, for it is necessary to understand how the
programmer has developed the algorithm, so the professor needs to comprehend
the line of reasoning adopted by the student. In this way, the professor, even
when helped by the TAs, cannot provide an adequate and fast feedback about
the solutions created by the students. This activity will require a huge amount
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of time to manually open the code, compile, run and verify the output of every
students solution for programming assignment. If the grading depends on the
structure and the quality of code, in addition to program output correctness,
the situation is a lot worse. Traditionally the real comprehension state of the
contents of a programming course is known only months after the beginning of
the course, when an evaluation activity is performed. After an evaluation it may
be too late to make any intervention.

Fast feedback is of extreme importance to enable the learning of any con-
cept [12]. Thus, some researches have been developed with the aim to propose
methods and tools to facilitate the monitoring of the activities of students in
programming courses. Some of these researches, such as [9][11][13], suggests the
use of peer assessment as a means of providing fast and effective feedback. This
solution is broadly used in Massive Open Online Courses (MOOCs), as described
in [3][8], where the courses are applied to hundreds or thousands of people en-
rolled in them, and just as occurs in the context of programming, it is impos-
sible for the professor to evaluate each solution. However, the peer assessment
approach as a means of providing feedback has some problems. Many times the
feedback provided by peers is not adequate, because the results are often not
similar to the analysis of an expert [8]. It is quite common to find comments
that are summarized to a phrase of congratulation or critique.

The reasons related to lack of effectiveness of feedback provided are quite
distinct, these may occur due to poor understanding of the content of the activity,
because of the student’s low motivation, or due to the short time that one has
available for the activities.

In [2] paper, it was observed the impact of learning was observed when a
student is influenced by the performance of their peers, the authors describe
that some students are encouraged to perform better, but others experiencing
the same situations end up discouraged to perform better.

In this paper is proposed the use of simulated learners in a peer assessment
approach used as part of the teaching and learning processes of programming.
Two concerns are explored in this proposal: the first is related to the search of
methods that enable a positive influence between students; the second concern
is related to an approach that allows a less costly way of testing any proposal of
applicability of peer assessment approach.

This paper is divided in five sections. In Section 2 the concept of peer assess-
ment is presented. Observations on the implementation of peer assessment in a
programming course context are shown in Section 3. The proposal of using sim-
ulated learners in the context of peer assessment for introductory programming
is presented in Section 4. Finally the conclusions and future work are shown in
the last section.

2 Peer Assessment

Peer assessment, or peer review, is an evaluation method where students have
responsibilities that traditionally belong to professors only. Among these respon-
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sibilities there are the review and the critique of the solutions proposed by their
peers. This way, they can experience the discipline as students and also from
the perspective of a TA. Usually in a peer assessment environment, students
also conduct self assessment. This way, they can reflect on their solution when
compared to other solutions, develop their critical thinking skills and improve
understanding of the concepts covered in the course.

In traditional approach, the professor, even when helped by TAs, can not
provide fast and adequate feedback for each solution proposed by the students.
The comments provided by the professor are generic observations based on ob-
servation of all students solutions.

In accordance with [9], peer review is a powerful pedagogical method, because
once students need to evaluate the work of their peers, they begin to teach and
learn from each other. Thus, the learning process becomes much more active,
making the learning qualitatively better than the traditional approach. Sstudents
can spend more time on analysis and construction of their comments, creating
more particular descriptions on a given solution and enriching discussion about
the topic studied.

Thus, the use of peer review can reduce the workload on the professor, permit-
ting the professor to focus on other pedagogical activities [9][3]. This evaluation
approach can also enable the evaluation of large-scale complex exercises, which
can not be evaluated in a automatically or semi-automatic fashion [3][8].

The success of peer assessment approach is strongly influenced by the quality
of feedback provided. However, this feedback if often not adequate, the results
are often not similar to the analysis of an expert [8]. In [8] is described that in
many cases the evaluations of the students are similar to the TAs evaluation,
however there are situations where the evaluations are graded 10% higher than
the TAs evaluation, in extreme cases the grades could be 70% higher than the
TAs evaluation. In [3] is mentioned that in general, there is a high correlation
between the grades provided by students and TAs, but often in the evaluations
from students the grades are 7% higher than the grades given by TAs.

Thus, we can conclude that peer assessment approach is a promising eval-
uation method, however there are improvements and adjusts to be applied to
obtain richer discussions and more accurate assessments.

3 Peer Assessment in introductory programing courses

Human interaction is described as an essential feature for learning in many
domains, including the introductory programming learning [13]. In classroom
programming courses the contact between students occurs on a daily basis, al-
lowing, for example, the discussion of the problems presented in the exercise
lists, the developed solutions and the formation of groups for the projects of the
course. This contact is many times inexistent in online programming courses,
interactions in this environment are the human-machine type. Thus, using the
peer assessment approach may enable human interaction on online courses, or
enhance the interaction between humans in presencial classroom courses.
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To encourage the assimilation of the topics, the use of practical exercises is
quite common in programming courses, the practice of programming skills is
crucial for learning. Many researchers also argue that the programming learn-
ing involves the reading and understanding of third-party code. Through peer
assessment approach both characteristics can be obtained. The professor can
develop new exercises, or choose problems proposed by others, while students
will have to observe, understand and evaluate the codes of their peers, as well
to compare these codes with their solution.

In [11] the use of a peer assessment approach to the context of programming
courses is described, this approach is supported by a web application. The results
described on the paper have a high correlation between the evaluations of the
TAs and students, the correlation is lowest when the complexity of the exercise
is higher.

An approach of peer assessment evaluation for the context of programming
learning, also supported by a web application is presented in [9]. Five activities
where graded using peer assessment, the occurrence of conflicts ranged from 61
% to activity with a lower incidence of conflict, up to 80 % for the activity with
the highest occurrence of conflicts. The system considers that a conflict occurs
when the student does not agree with the assessment provided.

In [9] the authors describes that if the peer reviews are conducted in an
inadequate way, the failure rates can increase. For the teaching approach used
at the programming course described in [13] there are two types of activities
that require assessment, quizzes and mini projects. Among these activities only
the mini projects are evaluated through peer assessment. Thus, students are not
overloaded and the approach can be used appropriately.

Another problem that can emerge with the use of peer review in a program-
ming context, is the increase of plagiarism. Once the assessment activity will
be distributed among the students, the similarities of self-identification of codes
can become more complicated. However, solutions are widely used to carry out
the detection automatically similarities, such as MOSS [1] e GPLAG [4].

4 Simulated learners as peers in a peer assessment
environment for introductory programing courses

In previous sections the advantages and disadvantages associated with the use
of peer assessment in a general context, and when applied to the context of
programming courses have been described. In both cases, the success of the
approach is strongly influenced by the quality of the feedback given. Therefore,
it is necessary to identify situations where there is inadequate feedback as well
as conflict situations. Situations where inadequate feedback occurs are when, for
any reason, the feedback does not help in the learning process. Conflict situations
occur when the student does not agree with the assessment provided, or when
there are huge variations on the evaluations provided. To perform a validation
of this proposal or of any proposal involving peer assessment, it is necessary to
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allocate the resources of time, physical space and adequate human resources.
Thus, it can be said that the test of this approach is a costly activity.

Two concerns are explored in this proposal: how we can achieve methods that
enable a positive influence between students in peer assessment environments,
in other words, how a student can give a high quality feedback to their peers;
and how a peer assessment approach can be tested with a lower cost, since any
validation of these assessment approaches requires a huge amount of resources.

4.1 A scenario of use of peer assessment with simulated learners

Traditionally in a peer assessment environment, the professor must create the
assignment and a set of assessment criteria. Then students develop their solutions
observing the assessment criteria and submitting the solution to be evaluated by
their peers. Each student’s evaluation must meet the assessment criteria. The
students should provide comments to peers explaining the reasons associated to
the outcome and a grade or an evaluation concept (eg. A-, B+, C). Each student
will have their code evaluated by their peers, and should assess the codes of other
students. In Figure 1, it is illustrated the scenario previously described. There are
variations in ways peer assessment approach is used, the scenario just mentioned
has many characteristics which are similar to all the variations.

Fig. 1. A traditional peer assessment environment

In any peer assessment approach, it is possible to adopt pairing algorithms.
Thereby, it is assured that evaluations are conducted by students with different
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levels of knowledge. A student with low understanding of the subject will not be
allocated to evaluate the work of another student in the same situation. Students
with difficulties can clarify their doubts, while students with good understanding
of the content should provide a good argumentation about their knowledge.
However, it is not possible to ensure that a student evaluates the code that is
the ideal for his/her learning and level of knowledge. As an example, in Figure 1,
it is not possible to know if student “A” code is the best for peers “B”, “C” and
“D”.

When a student does not agree with the evaluation provided by their peers,
he/she will be able to request the intervention of the professor. This conflict
situations are identified in [9]. However, in traditional peer assessment approach
is not possible to identify incorrect evaluations provided by a student, or students
that create biased evaluations only to help their fellows. As an example, in
Figure 1, it is possible to see that different grades were given, but it is not
possible to determine if the correct evaluations were given by peer “B”, “C” or
“D”.

Fig. 2. A peer assessment environment using simulated learners

In a peer assessment environment that uses simulated learners, it is possible
to solve the previous problems. As in traditional approach, the professor must
create the assignment and a set of assessment criteria; in addition to that, he/she
should provide a reference solution. Then, students develop their solutions, ob-
serving the assessment criteria and submitting the solution to be evaluated by
their peers. At the same time, once a pairing algorithm can perform pairing of
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the evaluators, each simulated learner must generate a code that is ideal for the
learning and appropriate to the level of knowledge of each one of their peers,
in this case, real students. Each student will have their code evaluated by their
peers and by simulated students, and they should assess codes of other students,
and codes of simulated students. In Figure 2 it is illustrated peer assessment
environment with simulated learners. As an example, in Figure 2, it is possible
to see that the simulated learner “A” generates a set of codes that are ideal for
each student: “A”, “B” and “C”.

The identification of incorrect evaluations provided by a student, as well
as students, who perform biased evaluations, could be carried out through the
comparison of student’s evaluations and the simulated student’s evaluations.
As an example, in Figure 2, it is possible to see that student “B”, made an
evaluation that is very different from the simulated learner’s evaluations. In this
way, it is possible to verify if the student did not understand the solution, or if
the evaluation was created to help their fellows only.

Providing useful solutions to student learning A useful solution for the
student learning does not always match the presentation of a correct and efficient
code. Within the context of peer review may be more useful to display an incor-
rect code, as a way to make students to provide a set of review observations. To
identify which type of code is best for a student; simulated learners can consult
the representation of their cognitive status. In that way, it will be possible to
the simulated learner identify the student misconceptions and errors in previous
assignments, and generate variations of the reference solution that suits best for
the student. Since multiple simulated students will be used, the codes that will
be shown to students can range from efficient, correct and complete solutions to
incorrect and/or incomplete solutions. Like that, it will be possible to check if
students have different skills related to the content. To generate the variations
from the reference solution, it is possible to combine testing techniques, such as
mutant generation. Each code can be generated through the use of data related
to the most common student’s mistakes, emulating these behaviors and creating
codes that are useful to learning. Once the research is in a preliminary stage, it
is still not clear which artificial intelligence approaches should be used on the
implementation of simulated students behaviors.

Assessment of students solutions Unlike what occurs in other contexts, for
programming the evaluation of a solution can be automated or semi-automated.
Typically a set of unit tests is applied to the code proposed by a student, who
receives an indication that his/her code may be correct or incorrect, but no hint
or comment is provided. Some researchers have investigated the use of different
techniques to help assessment of codes and provide some guidance; these tech-
niques usually employ software engineering metrics. Thus, simulated learners
must be able to identify which subset of metrics can be used to perform the
evaluation of the proposed solution for a student. The simulated learner should
select the set of metrics that fits best to the objectives of the assignment and
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the level of understanding that the student has at that moment. For each level
of learning the same student can learn better if the set of metrics is properly
selected. Each simulated student will use different strategies to evaluate the so-
lutions provided by real students. Therefore, a variation between evaluations of
simulated students is expected to occur. If an evaluation provided by a student
has a very large variation in relation to the set of evaluations of simulated stu-
dents, it will be necessary to investigate the motivation of this disparity. An
acceptable variation threshold can be used to identify incorrect evaluations pro-
vided by students.

Discussing assessment criterias Once software engineering metrics were used
in the evaluation, the explanation given by the simulated learner throughout
the presentation of a set of metrics, is associated to the explanation of the
metric choice and, possibly, of the snippet of the code where the observation
is pertinent. Thereby, the simulated learner can help the professor to identify
inadequate feedback, whenever an evaluation of a student is very different from
the evaluation of a simulated learner, the professor and his tutors can then
intervene.

4.2 Validation of peer assessent using simulated learners

Any validation of peer assessment approaches requires lots of physical space and
a huge amount of human resources. As an example, if a validation of a pairing
algorithm has to be done, it will be necessary to use a set of N students; this set
must allow the creation of different profiles for evaluation of the pairing alterna-
tives. The greater the possibilities of matching, the greater the amount of stu-
dents required. Through the use of simulated learners any operational proposal
of peer assessment can be tested at a much lower cost, since the physical space
and human resources are drastically reduced. The researcher can determine how
much of human resource will be available, replacing the students with simulated
students. The researcher can also specify the desired behavior of students; the
simulated students should emulate students with a high degree of understanding
of the contents or with low understanding. After obtaining initial results with
the use of simulated learners, the number of human individuals participating in
an experiment can be increased, since it may be interesting to obtain a greater
statistical power associated with the conclusions.

5 Conclusions and further work

In this paper, we have proposed the use of simulated learners in a peer assess-
ment approach adopted as a support part of a programming course. The use of
simulated learners as presented in this proposal aims to two goals: influence the
students to provide better quality feedback; and allow for a less costly validation
for peer assessment applied to programming contexts.
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The research associated with the proposal presented in this paper is in a pre-
liminary stage. Thus, the effectiveness of this proposal will be further evaluated
in controlled experiments executed in the future. An open source software tool
is being developed to include all aspects described throughout this proposal.
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Abstract. This paper proposes an approach for creating and testing
an multiagent systems based adaptive social educational game (SEG),
QuizMASter, using the concept of simulated learners to overcome exper-
imentation complexity and unpredictable student availability, as is typi-
cal with online learning environments. We show that simulated learners
can play two roles. First, it can be used for testing the game planning,
scheduling and adaptive assessment algorithms. With some degree of suc-
cess met with our initial experimentation with QuizMASter, advanced
planning and coordination algorithms are now needed to allow the game-
based assessment platform to realize its full potential. The multi-agent
system approach is suitable for modeling and developing adaptive be-
haviour in SEGs. However, as we have found with our early prototypes,
verifying and validating such a system is very difficult in an online context
where students are not always available. MAS-based assessment game
planning and coordination algorithms are complex and thus need sim-
ulated learners for testing purposes. Second, to overcome unpredictable
student availability, we modeled QuizMASter as a new class of socio-
technical system, human-agent collective (HAC). In the system, human
learners and simulated learners (smart software agents) engage in flexi-
ble relationship in order to achieve both their individual and collective
goals, while simulated learners are selected for serving as virtual team
members.

Keywords: social educational agents, multiagent systems, simulated
learners

1 Introduction

For decades, educational games have proven to be an effective means to motivate
learners and enhance learning. Social (multi-player) educational games (SEGs)
offer many opportunities to improve learning in ways that go beyond what a
single-player game can achieve because SEGs allow players to be social, compet-
itive, and collaborative in their problem solving. The presence of other players
can be used to increase playability and to help teach team-work and social skills.
SEGs promote intragroup cooperation and intergroup competition [1]. However,
existing SEGs share many of the shortcomings of classroom role-playing. Setting
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up existing SEGs is logistically challenging, expensive, and inflexible. Further-
more, players become bored after going through existing SEGs once or twice.

To test such a social educational game, we face two difficulties. One is how to
test the planning and scheduling algorithms. Another is how to meet the need
of agile team formation. In SEGs, group formation has big impact on group
learning performance. Poor group formation in social games can result to homo-
geneity in student characteristic such that the peer learning is ineffective. Thus,
there is a need to constitute a heterogeneous group SEGs that constitutes stu-
dents with different collaborative competencies and knowledge levels. However,
without empirical study it becomes difficult to conclude which group character-
istics are desirable in the heterogeneity as different game-based learning needs
may require different group orientations. Previous research has focused on var-
ious group orientation techniques and their impact on group performance like
different learning styles in group orientation [2–4]. However, there is need to in-
vestigate the impact of other group orientation techniques on group performance
like grouping students based on their collaboration competence levels. Further-
more, most of the previous research in group-formation focuses on classroom
based learning. Also, it lacks the true experiment design methodology that is
recommended when investigating learning outcomes from different game-based
learning strategies. Simulated learners methodology [5] has shown a promising
way to solve these challenges.

In this paper, we show that simulated learners can play two roles. First,
it can be used for testing the game planning, scheduling and adaptive assess-
ment algorithms. Second, working with human learners and forming human-
agent collectives (HAC), simulated learners serve as virtual team members to
enable asynchronous game-based learning in a context where student availabil-
ity is unpredictable. This paper is structured as follows: In Section 2 we discuss
recent advancements and related work. Section 3 describes QuizMASter. Section
4 presents the proposed architecture for development of QuizMASter. Section
5 explains how we intend to use simulated learners for testing QuizMASter.
Finally, Section 6 concludes.

2 Related Work

Researchers have found that learning can be more attractive if learning experi-
ences combine challenge and fun [6]. As social networks have become popular
applications, they have given rise to social games. This kind of game is played
by users of social networks as a way to interact with friends [7] and has be-
come a part of the culture for digital natives. Social games have unique features
that distinguish them from other video games. Those features are closely linked
with the features of social networks [8]. Social games can make a contribution
to social learning environments by applying game mechanics and other design
elements, ‘gamifying’ social learning environments to make them more fun and
engaging. For games to be effective as a learning tool, a delicate balance must
be maintained between playability and educational value [9, 10], and between
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game design and learning principles. Methods have been proposed for making
valid inferences about what the student knows, using actions and events ob-
served during gameplay. Such methods include evidence-centered-design (ECD)
[11, 12]; the learning progressions model [13], the ecological approach to design
of e-learning environments [14], stealth assessment [15], game analytics [16], and
learning analytics [17]. Most of the new concepts target an ever-changing learn-
ing environment and learner needs, as today’s education moves toward a digital,
social, personalized, and fun environment. Moreover, as is the case for all com-
petitive games, an equal match between players is essential to self-esteem and
to maintain a high degree of player interest in the game. Hence, we need mech-
anisms and models that can aggregate the current performance and preferences
of players, and accurately predict student performance in the game. Software
agents have been used to implement consistent long-term intelligent behaviour
in games [18], multi-agent collaborative team-based games [19], and adaptive
and believable non-player character agents simulating virtual students [20]. The
use of agent technologies leads to a system characterized by both autonomy
and a distribution of tasks and control [21]. This trend has two aspects. First,
game-based learning activities should be carefully orchestrated to be social and
enjoyable. Second, game scheduling and coordination should be highly adaptive
and flexible. However, nobody has yet developed models, algorithms, and mech-
anisms for planning, scheduling, and coordination that are suitable for creating
and testing SEGs.

3 QuizMASter

QuizMASter is designed to be a formative assessment tool that enables students
to be tested within a multi-player game [22]. Two or more students simultane-
ously log in remotely to the system via a Web-based interface. Each student is
represented by one avatar in this virtual world. Students are able to view their
own avatar as well as those of their opponents.

Each game has the game-show host who is also represented by an avatar
visible to all contestants [22]. The game-show host poses each of the game ques-
tions to all the contestants. The students hear the voice of the host reading each
question and view them displayed on their screens. They individually and inde-
pendently from one another answer each question by, for instance, selecting an
answer from available choices in a multiple-choice format. Each correct answer
would receive one mark. Figure 1 shows a screen shot of QuizMASter.

3.1 Characteristics of QuizMASter

The environment for QuizMASter has the following characteristics:

Flexibility. The environment for QuizMASter needs flexibility for game enact-
ment, to be able to cope with dynamic changes of user profiles, handle fragmen-
tation of playing and learning time needed to accomplish activities and tasks,
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Fig. 1. QuizMASter in Open Wonderland

adequately handle exceptional situations, predict changes due to external events,
and offer sufficient interoperability with other software systems in educational
institutions. Individual learners have particular interests, proficiency levels, and
preferences that may result in conflicting learning goals.

Social ability and interactivity. The environment for QuizMASter should
encourage interaction and collaboration among peers, and should be open to
participation of students, teachers, parents, and experts on the subjects being
taught. Web 2.0 has had a strong influence on the ways people learn and access
information, and schools are taking advantage of this trend by adopting social
learning environments. One way to engage learners in a collaborative production
of knowledge is to promote social rewards.

User control. One of the most desirable features of social education games is
to empower players with control over the problems that they solve. For example,
in QuizMASter, students, parents, and teachers can design new rules to create
their own games and modify the game elements to fit different knowledge levels.

Customization. Customization is a core principle that helps accommodate
differences among learners [23]. Teachers could build a QuizMASter that has its
own style and rules to determine the game’s level of difficulty, to gear the game
for specific goals or a specific group of learners. Some teachers may be interested
in sharing collections of rules to fit the learning and play styles of their students.
Like teachers, learners/players can be co-creators of their practice space through
building new game scenarios, creating their own rules, sharing their strategies
and making self-paced challenges [23].
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4 The Proposed Architecture

Multi-agent technologies are considered most suitable for developing SEGs as
it will lead to systems that operate in a highly dynamic, open, and distributed
environment. In an MAS-based SEG, each learner/player is represented as an
autonomous agent, called learner agent. MAS technologies, such as goal orienta-
tion and the Belief-Desire-Intention (BDI) paradigm, is used as the foundation
for the agent architecture. These learner agents are able to reason about the
learning goals, the strengths and weaknesses of learners and update the learner
models.

Fig. 2. Architecture for MAS-Based Social Educational Game Environment

Whenever a learner enters the system to play a social educational game, the
learner agent will retrieve her/his learner model and acquire preferences about
the current game-playing, and then send to a game management agent (GMA) of
the system. The GMA is designed for setting up and maintaining teams for the
system. The GMA will assign the learner to participate in a most suitable team
that is undermanned according to the profile and preferences of the learner. The
team will be configured in accordance with the game model by the GMA. Once
the team has been completely formed, the GMA will create a game scheduling
agent (GSA), a game host agent (GHA), and an assessment agent (AA) for
each team. The GSA will continuously generate a game sequence dynamically
adapted to the team’s knowledge level (represented as a combined learner model
[24]. The GHA will receive the game sequence from the scheduling agent and
execute game sequence with the learners in the team. It will also be responsible
for capturing data about learner/player performance. The AA will receive and
interpret game events and communicate with the learner agents to update the
learner model as necessary.

The GSA will dynamically schedule the game on the fly through interacting
with other agents with a coordination mechanism, considering both the cur-
rent world state and available resources, and solving conflicts in preferences and
learning progression between the agents. The goal of the GSA is to optimize
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the playability and educational values. We will model the game elements as
resources. To solve the distributed constraint optimization problem, we are de-
veloping multiagent coordination mechanisms and scheduling algorithms to be
used by the GSA.

Fig. 3. MAS-Based SEG Agent Interaction Model

4.1 Planning and Scheduling Algorithms

The planning algorithms refer to the (local) planning algorithm of learner agents.
To develop planning algorithms for learner agents, the following supporting mod-
els have been taken into consideration: (i) Learner models that accumulate and
represent beliefs about the targeted aspects of skills. They are expressed as prob-
ability distributions for competency-model variables (called nodes) describing
the set of knowledge and skills on which inferences are to be based. (ii) Evidence
models that identify what the learner says or does, and provide evidence about
those skills that express how the evidence depends on the competency-model
variables in a psychometric model. (iii) Task/action models that express situa-
tions that can evoke required evidence. To design an action model, we adopt a
model called Fuzzy Cognitive Goal Net [25] as the planning tool by combining
the planning capability of Goal Net and reasoning ability of Fuzzy Cognitive
Maps (FCMs). These FCMs give the learner agent a powerful reasoning ability
for game context and player interactions, giving the task model accurate context
awareness and learner awareness. We are developing coordination mechanisms

AIED 2015 Workshop Proceedings - Vol 5 70



for the GMA and the GSA to solve the problem of team formation, scheduling
and coordination in a highly flexible and dynamic manner. We considered the
following concepts or methods:

(i) Contract-net protocols (CNPs) are used as a coordination mechanism by
the GMA with a game model repository to timely form a team from all available
players, using mutual selection and exchanging information in a structured way
to converge on assignments. Each involved learner can delegate the negotiation
process to its agent. These agents will strive to find a compromise team-joining
decision obeying hard learning constraints while simultaneously resolving indi-
vidual conflicts of interest.

(ii) The problem of scheduling and customizing a social educational game can
be solved through social-choice-based customization. We view the SEG game-
play design as an optimization problem. Resources must be allocated through
strategically scheduling, and coordinating a group of players according to their
preferences and learning progressions. The constraints include key learning prin-
ciples that inform the design of mechanics: challenge, exploration, risk taking,
agency, and interactions [26-27]. The objective of the GSA is to maximize the
learnability and engagement of the learners in the group. Social choice theory
in MAS concerns the design and formal analysis of methods for aggregating
preferences of multiple agents and collective decision-making and optimizing for
preferences [28-29]. For example, we use a voting-based group decision-making
approach such as Single Transferable Voting [30] to aggregate learner preferences
and learning progression because it is computationally resistant to manipulation
[31]. The purpose is to take information from individuals and combine it to
produce the optimal result.

(iii) To support the need for dynamic decision making in the MAS-based
SEG architecture, our current line of investigation is the concept of social choice
Markov Decision Process (MDP) as recently proposed by Parkes and Procaccia
[32]. In a social choice MDP, each state is defined by “preference profiles”, which
contain the preferences of all agents against a set of alternatives for a given sce-
nario. The course of action from any given state is determined by a deterministic
social choice function (the policy, in the context of the MDP) that takes into
account the likelihood of transitions and their rewards. However, a preference
profile is subject to change over time, especially in a live SEG context. For ex-
ample, a learner that unexpectedly answers a question initially deemed beyond
the learner’s perceived level of comprehension would likely trigger a change of
belief in the agents and potentially alter their ranking of alternatives. And since
the number of alternatives in a SEG can be very large, the state space for any
given SEG is huge, making the computation of optimal decision-making policies
excessively difficult. We solve this problem by exploiting symmetries that exist
in certain game types (e.g. in a quiz game SEG format, using a reduced set of
question types that share common characteristics as a basis for alternatives as
opposed to individual questions).
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5 Simulated Learners

It is our view that the Belief-Desire-Intention (BDI) model is ideally suited
for modeling and simulating learner behaviour. According to Jaques and Vicari
(2007) [33], intelligent agents based on Bratman’s Belief-Desire-Intention model,
or BDI agents, are commonly used in modeling cognitive aspects, such as per-
sonality, affect, or goals. Píbil et al. (2012) claim BDI agent architecture is “a
currently dominant approach to design of intelligent agents” [34]. Wong et al.
(2012) describes the suitability of the BDI agent model for applications where
both reactive behavior and goal-directed reasoning are required [35]. Soliman
and Guetl (2012) suggest that BDI maps well onto models for pedagogically
based selection of sub plans within a hierarchical planning strategy – “appren-
ticeship learning model” given as example [36]. They also talks about advantage
of breaking plans down into smaller plans to allow for different “pedagogical
permutations” allowing the agent to adapt to different learning styles, domain
knowledge, and learning goals. Norling (2004) attributes the successful use of
BDI agents for modeling human-like behavior in virtual characters to BDI’s as-
sociation to “folk psychology” [37]. This allows for an intuitive mapping of agent
framework to common language that people use to describe the reasoning pro-
cess. Of particular importance to this study is the way that implementations of
the BDI architecture model long-term or interest goals. We have selected the
JasonTM [38] platform for providing multi-agent BDI programming in AgentS-
peak.

A shortcoming of the BDI paradigm is that although it is intended to be goal-
driven, in most implementations this means/amounts to using goals to trigger
plans, but does not support the concept of long-term goals or preferences [39],
such as a student’s long term learning goals, or the pedagogical goals of a CA.
They feel that these types of goals are difficult to represent in most BDI systems
because they signify an ongoing desire that must be maintained over a long
period of time compared to relative short goal processing cycles. It is left to the
developer to implement this type of preference goal through the belief system
of the agent, modifications to the platform or environment, or other methods of
simulating long-term goals.

Hübner, Bordini, and Wooldridge (2007) describe plan patterns for imple-
menting declarative goals, with varying levels of commitment in AgentSpeak [40].
Bordini et al. (2007) expand on this in their chapter on advanced goal-based pro-
gramming [38]. While AgentSpeak and Jason support achievement goals, these
patterns are intended to address the lack of support for “richer goal structures”,
such as declarative goals, which they feel are essential to providing agents with
rational behaviour. Pokahr et al. (2005) point out that the majority of BDI
interpreters do not provide a mechanism for deliberating about multiple and
possibly conflicting goals [41]. It is worth noting that there are “BDI inspired”
systems that are more goal-oriented, such as Practionist and GOAL [42]. The
Jason multi-agent platform for BDI agents was selected for this project because
it is a well-established open-source project that is being actively maintained.
It supports both centralized and distributed multi-agent environments. Píbil et
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al. (2012) describes Jason as “one of the popular approaches in the group of
theoretically-rooted agent-oriented programming languages” [34]. A major ad-
vantage of Jason is that it is easy to extend the language through Java based
libraries and other components. Internal actions can allow the programmer to
create new internal functionality or make use of legacy object-oriented code [38].
However, Píbil et al. (2012) caution that the use of such extensions, if used too
heavily, can make the agent program difficult to comprehend without under-
standing the functionality of the Java code [34]. They raise the concern that
novice programmers have few guidelines for choosing how much to program in
AgentSpeak, and how much too program in Java. The usefulness of being able
to extend Jason can be demonstrated by two examples of current research into
integrating BDI with Bayesian Networks. Modeling of some student character-
istics requires a probabilistic model; Bayesian Networks (BN) being a popular
choice in recent years [43-44]. Recent work by Kieling and Vicari (2011) de-
scribes how they have extended Jason to allow a BDI agent to use a BN based
probabilistic model. Similarly, Silva and Gluz (2011) extend the AgentSpeak(L)
language to implement AgentSpeak(PL) by extending the Jason environment.
AgentSpeak(PL) integrates probabilistic beliefs into BDI agents using Bayesian
Networks [45]. Experimentation with QuizMASter to date has enabled the mod-
elling of simulated learners in virtual worlds with an initial focus on their appear-
ance, gestures, kinematics, and physical properties [46]. Recent related research
work in that area has been on the creation of engaging avatars for 3D learn-
ing environments [47]. Employing the theory of Transformed Social Interaction
(TSI) [48], simulated learners were designed with the following abilities:

(i) Self-identification: The self-identification dimension of TSI was imple-
mented using facial-identity capture with a tool called FAtiMA. Each of the
users’ face were morphed with their default avatar agent’s face to capitalize
on human beings’ disposition to prefer faces similar to their own and general
preference of appearing younger (see Fig. 4).

Fig. 4. Transformed Social Interaction – Image Morphing Technique

(ii) Sensory-abilities: Sensory-abilities dimension of TSI were implemented
using a movement and visual tracking capability. The general challenge of sensory
abilities implementation lies in two areas: the complexity of human senses and
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the processing of sensory data of different modality and historicity. For the reason
of simplicity, only visual tracking capability was exploited.

(iii) Situational-context: The situational-context dimension of TSI was im-
plemented by using the best-view feature of Open Wonderland, whereby the
temporal structure of a conversation can be altered.

The main idea of this research has been to explore the methodology for de-
veloping simulated learners for simulating and testing SEGs. That is, behind a
simulated learner is an agent. Or we can say a simulated learner is an agent’s
avatar. All avatars, including real students’ avatars and agent-based simulated
learners, live in the virtual worlds, while the agents live in the multi-agent sys-
tem. The integration of multi-agent systems with virtual worlds adds intelli-
gence to the SEG platform and opens a number of extremely interesting and
potentially useful research avenues concerning game-based learning. However,
the advanced algorithms that support game planning, coordination and execu-
tion are difficult to test with real subjects considering the overhead involved is
seeking authorization and the unpredictable availability of real life subjects in an
online environment. This where an expanded view of simulated learners comes
into play. The advantages of a simulated environment that closely approximates
human behaviour include: (1) It allows for rapid and complete testing of ad-
vanced algorithms for game based adaptive assessment as well as SEG planning,
coordination and execution in a simulated environment. The efficiency of the
algorithms can be measured without first securing the availability of students;
(2) With proper learner modeling and adaptive behaviour, simulated learners
can engage with real life learners in friendly competitive games for the purpose
of formative assessment, again working around the issue of availability of real
students in an online learning environment.

6 Conclusions

As our recent experimentation suggests, many outstanding challenges must be
addressed in developing intelligent SEGs. As we get closer to real world testing
of our experimental game based assessment framework, we are faced with the
complexity of enrolling real life learners in an e-learning environment and the
variability that human interactions introduce in the measurement of adaptive
algorithm efficiency. This is where we see the value of simulated learners. At
this stage of our research, simulated learners have been rendered as Non Person
Characters (NPCs) controlled by BDI agent running in the multi-agent system
based virtual world. Our medium term goal is to extend the existing system
to a particular learning subject (e.g., English language learning) to verify the
effectiveness of the proposed virtual assessment environment and the benefit that
students perceive from interacting with the proposed NPCs.

For simulated learners to be successful in our experimental framework, they
must closely approximate the performance of real learners. The simple, pre-
encoded behaviour we have implemented so far in the NPCs for QuizMASter
will not suffice to demonstrate the efficiency of our adaptive algorithms and
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allow for simulated learner agents to act as virtual players in our game based
assessment framework. Current outstanding research questions within our group
are:

1. How do we add intelligence and adaptive behaviour to the simulated learner
agents while preserving our ability to obtain predictable and repeatable test
results from our adaptive MAS framework?

2. How much autonomy can we afford to give to simulated learners in terms
of independent thought and action, and to which degree should a simulated
learner be able to adjust its behaviour as a function of its interactions with
other agents, including real life learners?

3. How do we incorporate modern game, learning and assessment analytics in
the supporting adaptive MAS framework in order to maximize the value of
simulated learners as a means to perform non-intrusive, formative assess-
ment?
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Abstract. Simulated data plays a central role in Educational Data Mining and 
in particular in Bayesian Knowledge Tracing (BKT) research. The initial 
motivation for this paper was to try to answer the question: given two datasets 
could you tell which of them is real and which of them is simulated? The ability 
to answer this question may provide an additional indication of the goodness of 
the model, thus, if it is easy to discern simulated data from real data that could 
be an indication that the model does not provide an authentic representation of 
reality, whereas if it is hard to set the real and simulated data apart that might be 
an indication that the model is indeed authentic.  In this paper we will describe 
analyses of 42 GLOP datasets that were performed in an attempt to address this 
question. Possible simulated data based metrics as well as additional findings 
that emerged during this exploration will be discussed. 

Keywords: Bayesian Knowledge Tracing (BKT), simulated data, parameters 
space.  

1   Introduction 

Simulated data has been increasingly playing a central role in Educational Data 
Mining [1] and Bayesian Knowledge Tracing (BKT) research [1, 4]. For example, 
simulated data was used to explore the convergence properties of BKT models [5], an 
important area of investigation given  the identifiability issues of the model [3]. In this 
paper, we would like to approach simulated data from a slightly different angle. In 
particular, we claim that the question ”given two datasets could you tell which of them 
is real and which of them is simulated?” is interesting as it can be used to evaluate the 
goodness of a model and may potentially serve as an alternative metric to RMSE, 
AUC, and others. In a previous work [6] we started approaching this problem by 
contrasting two real datasets with their corresponding two simulated datasets with 
Knowledge Tracing as the model. We found a surprising close to identity between the 
real and simulated datasets.  In this paper we would like to continue this investigation 
by expanding the previous analysis to the full set of 42 Groups of Learning 
Opportunities (GLOPs) real datasets generated from the ASSISTments platform [7].   
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Knowledge Tracing (KT) models are widely used by cognitive tutors to 

estimate the latent skills of students [8]. Knowledge tracing is a Bayesian model, 
which assumes that each skill has 4 parameters: two knowledge parameters include 
initial (prior knowledge) and learn rate, and two performance parameters include 
guess and slip. KT in its simplest form assumes a single point estimate for prior 
knowledge and learn rate for all students, and similarly identical guess and slip rates 
for all students.  Simulated data has been used to estimate the parameter space and in 
particular to answer questions that relate to the goal of maximizing the log likelihood 
(LL) of the model given parameters and data, and improving prediction power [7, 8, 
9].  
 

In this paper we would like to use the KT model as a framework for 
comparing the characteristics of simulated data to real data, and in particular to see 
whether it is possible to distinguish between the real and simulated datasets. 

2   Data Sets 

To compare simulated data to real data we started with 42 Groups of Learning 
Opportunities (GLOPs) real datasets generated from the ASSISTments platform1 from 
a previous BKT study [7]. The datasets consisted of problem sets with 4 to 13 
questions in linear order where all students answer all questions. The number of 
students per GLOP varied from 105 to 777. Next, we generated two synthetic, 
simulated datasets for each of the real datasets using the best fitting parameters that 
were found for each respective real datasets as the generating parameters. The two 
simulated datasets for each real one had the exact same number of questions, and 
same number of students.  

3   Methodology 

The approach we took to finding the best fitting parameters was to calculate LL 
with a grid search of all the parameters (prior, learn, guess, and slip). We 
hypothesized that the LL gradient pattern of the simulated data and real data will be 
different across the space. For each of the datasets we conducted a grid search with 
intervals of .04 that generated 25 intervals for each parameter and 390,625 total 
combinations of prior, learn, guess, and slip. For each one of the combinations LL 
was calculated and placed in a four dimensional matrix. We used fastBKT [12] to 
calculate the best fitting parameters of the real datasets and to generate simulated 
data. Additional code in Matlab and R was generated to calculate LL and RMSE and 
to put all the pieces together2.  
 

                                                             
1 Data can be obtained here: http://people.csail.mit.edu/zp/ 
2 Matlab and R code will be available here: www.rinatrosenbergkima.com/AIED2015/ 2 Matlab and R code will be available here: www.rinatrosenbergkima.com/AIED2015/ 
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4   What are the Characteristics of the Real Datasets Parameters 
Space? 

Before we explored the relationships between the real and sim datasets, we were 
interested to explore the BKT parameter profiles of the real datasets. We calculated 
the LL with a grid search of 0.04 granularity across the four parameters resulting in a 
maximum LL for each dataset and corresponding best prior, learn, guess, and slip. 
Figure 1 present the best parameters for each datasets, taking different views of the 
parameters space. The first observation to be made is that the best guess and slip 
parameters fell into two distinct areas (see figure 1, guess x slip).  
 

 

 

 
Figure 1. Best parameters across the 42 GLOP real datasets.   

 

AIED 2015 Workshop Proceedings - Vol 5 80



 

 
 

Much attention has been given to this LL space, which revealed the apparent 
co-linearity of BKT with two primary areas of convergence, the upper right area 
being a false, or “implausible” converging area as defined by [3]. What is interesting 
in this figure is that real data also converged to these two distinct areas. To further 
investigate this point, we looked for the relationships between the best parameters and 
the number of students in the dataset (see figure 2). We hypothesized that perhaps the 
upper right points were drawn from datasets with small number of students; 
nevertheless, as figure 2 reveals, that was not the case. Another interesting 
observation is that while in the upper right area (figure 1, guess x slip) most of the 
prior best values were smaller that 0.5, in the lower left area most of the prior best 
values were bigger than 0.5, thus revealing interrelationships between slip, guess, and 
prior that can be seen in the other views. Another observation is that while prior is 
widely distributed between 0 and 1, most of best learn values are smaller than 0.12. 

 
 

 

 

 
 
Figure 2. Best parameters across the 42 GLOP real datasets by number of students.   
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5   Does the LL of Sim vs. Real Datasets Look Different? 

Our initial thinking was that as we are using a simple BKT model, it is not 
authentically reflecting reality in all its detail and therefore we will observe different 
patterns of LL across the parameters space between the real data and the simulated 
data. The LL space of simulated data in [5] was quite striking in its smooth surface 
but the appearance of real data was left as an open research question. First, we 
examined the best parameters spread across the 42 first set of simulated data we have 
generated. As can be seen in figure 3, the results are very similar (although not 
identical) to the results we received with the real data (see figure 1). This is not 
surprising, after all, the values of learn, prior, guess, and slip were inputs to the 
function generating the simulated data.  
 

 

 

 
Figure 3. Best parameters across 42 GLOP simulated datasets.   

 
In order to see if the differences between real and sim were more than just 

the difference between samples from the same distribution, we generated two 
simulated versions of each real dataset (sim1 and sim2) using the exact same number 
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of questions, number of students, generated with the best fitting parameters from the 
real dataset. We then visualized 2D LL heatmaps looking at two parameter plots at a 
time where the other two parameters were fixed to the best fitting values. For 
example, when visualizing LL heatmaps for the combination of guess and slip, we 
fixed learn and prior to be the best learn and the best prior from the real data grid 
search. To our surprise, when we plotted heatmaps of the LL matrices of the real data 
and the simulated data (the first column in figure 4 represents the real datasets, the 
second column represents the corresponding sim1, and the third column the 
corresponding sim2) we received what appears to be extremely similar heatmaps. 
Figure 4 and 5 displays a sample of 4 datasets, for each one displaying the real dataset 
heatmap and the corresponding two simulated datasets heatmaps.  

 
The guess vs. slip heatmaps (see figure 4) prompted interesting observations. 

As mentioned above, the best guess and slip parameters across datasets fell into two 
areas (upper right and lower left).  Interestingly, these two areas were also noticeable 
in the individual heatmaps. While in some of the datasets they were less clear (e.g., 
G5.198 in figure 4), most of the datasets appear to include two distinct global maxima 
areas.  In some of the datasets the global maxima converged to the lower left expected 
area, as did the corresponding simulated datasets (e.g., G4.260 in figure 4), in other 
datasets the global maxima converged to the upper right “implausible” area, as did the 
corresponding simulated datasets (e.g., G6.208 in figure 4). Yet in some cases, one or 
more of the simulated dataset converged to a different area than that of the real dataset 
(e.g., G4.205 in figure 4). The fact that so many of the real datasets converged to the 
“implausible” area is surprising and may be due to small number of students or to 
other limitations of the model. 

 
The learn vs. prior heatmaps were also extremely similar within datasets and 

exhibited a similar pattern also across datasets (see figure 5), although not all datasets 
had the exact pattern (e.g., G5.198 is quite different than the other 3 datasets in figure 
5).  While best learn values were low across the datasets, the values of best prior 
varied. As with guess vs. slip, in some cases the two simulated datasets were different 
(e.g., G4.205 had different best parameters also with respect to prior). Similar patterns 
of similarities within datasets and similarities with some clusters across datasets were 
also noticeable in the rest of the parameters space (learn vs. guess, learn vs. slip, prior 
vs. guess, prior vs. slip not displayed here due to space considerations).  

 
 
 
 
 

 
 

AIED 2015 Workshop Proceedings - Vol 5 83



 

 

 

 

Figure 4. Heatmaps of (guess vs. slip) LL of 4 sample real GLOP datasets and the 
corresponding two simulated datasets that were generated with the best fitting 
parameters of the corresponding real dataset. 
 

Real dataset max LL 
Sim dataset max LL 
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Figure 5. Heatmaps of (learn x prior) LL of 4 sample real GLOP datasets and the 
corresponding two simulated datasets that were generated with the best fitting 
parameters of the corresponding real dataset. 
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6   Exploring Possible Metrics Using the Real and Sim Datasets 

In natural science domains, simulated data is often used as a mean to evaluate its 
underlying model. For example, simulated data is generated from a hypothesized 
model of the phenomena and if the simulated data appears to be similar to the real 
data observed in nature, it serves as evidence for the accuracy of the model. Then, if 
the underlying is validated, simulated data is used to make predictions (e.g., in the 
recent earthquake in Nepal a simulation was used to estimate the number of victims).  
Can this approach be used in education as well? What would be an indication of 
similarity between real and simulated data? 
 

Figure 5 displays two preliminary approaches for comparing the level of 
similarity between the simulated and real data. First, the Euclidean distance between 
the real dataset parameters and the simulated data parameters was compared to the 
Euclidean distance between the two simulated datasets parameters. The idea is that if 
the difference between the two simulated datasets is smaller than the difference 
between the real and the simulated dataset this may be an indication that the model 
can be improved upon. Thus, points on the right side of the red diagonal indicate good 
fit of the model to the dataset. Interestingly, most of the points were on the diagonal 
and a few to the left of it. Likewise the max LL distance between the real and 
simulated datasets was compared to the max LL distance of the two simulated 
datasets. Interestingly, datasets with larger number of students did not result in higher 
similarity between the real and simulated dataset.  Also, here we did find distribution 
of the points to the left and to the right of the diagonal. 

Figure 5. Using Euclidean distance and LL distance as means to evaluate the model.   

7  Contribution 

The initial motivation of this paper was to find whether it is possible to discern a real 
dataset from a simulated dataset. If for a given model it is possible to tell apart a 
simulated data from a real dataset then the authenticity of the model can be 
questioned. This line of thinking is in particular typical of simulation use in Science 
contexts, where different models are used to generate simulated data, and then if a 
simulated data has a good fit to the real phenomena at hand, then it may be possible to 
claim that the model provides an authentic explanation of the system [13]. We believe 
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that finding such a metric can serve as the foundation for evaluating the goodness of a 
model by comparing a simulated data from this model to real data and that such a 
metric could provide much needed substance in interpretation beyond that which is 
afforded by current RMSE and AUC measures. This can afford validation of the 
simulated data, which can than be used to make predictions on learning scenarios; 
decreasing the need to test them in reality, and at minimum, serving as an initial filter 
to different learning strategies. 
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Preface 

 
This workshop, a follow-up to the successful first Simulated Learners workshop held 
at AIED 2013, is intended to bring together researchers who are interested in simulat-
ed learners, whatever their role in the design, development, deployment, or evaluation 
of learning systems.  Its novel aspect is that it isn’t simply a workshop about pedagog-
ical agents, but instead focuses on the other roles for simulated learners in helping 
system designers, teachers, instructional designers, etc. 
 
As learning environments become increasingly complex and are used by growing 
numbers of learners (sometimes in the hundreds of thousands) and apply to a larger 
range of domains, the need for simulated learners (and simulation more generally) is 
compelling, not only to enhance these environments with artificial agents, but also to 
explore issues using simulation that would be otherwise be too expensive, too time 
consuming, or even impossible using human subjects. While some may feel that 
MOOCs provide ample data for experimental purposes, it is hard to test specific hy-
potheses about particular technological features with data gathered for another pur-
pose.  Moreover, privacy concerns, ethics approval, attrition rates and platform con-
straints can all be barriers to this approach.  Finally, with thousands of learners at 
stake, it is wise to test a learning environment as thoroughly as possible before de-
ployment. 
 
Since this is a follow-up to the 2013 workshop, we build on some of the ideas that 
emerged there (see proceedings at:  http://goo.gl/12ODji).   
 
The workshop explores these and other issues with the goal of further understanding 
the roles that simulated learners may play in advanced learning technology research 
and development, and in deployed learning systems. 
 
 
John Champaign and Gord McCalla 
Workshop Co-Chairs 
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Abstract. Instructional planning (IP) technology has begun to reach
large online environments. However, many approaches rely on having
centralized metadata structures about the learning objects (LOs). For
dynamic open-ended learning environments (DOELEs), an approach is
needed that does not rely on centralized structures such as prerequisite
graphs that would need to be continually rewired as the LOs change. A
promising approach is collaborative filtering based on learning sequences
(CFLS) using the ecological approach (EA) architecture. We developed
a CFLS planner that compares a given learner’s most recent path of LOs
(of length b) to other learners to create a neighbourhood of similar learn-
ers. The future paths (of length f) of these neighbours are checked and
the most successful path ahead is recommended to the target learner,
who then follows that path for a certain length (called s). We were
interested in how well a CFLS planner, with access only to pure be-
havioural information, compared to a traditional instructional planner
that used explicit metadata about LO prerequisites. We explored this
question through simulation. The results showed that the CFLS plan-
ner in many cases exceeded the performance of the simple prerequisite
planner (SPP) in leading to better learning outcomes for the simulated
learners. This suggests that IP can still be useful in DOELEs that often
won’t have explicit metadata about learners or LOs.

Keywords: instructional planning, collaborative filtering, dynamic open-
ended learning environments, simulated learning environments, simu-
lated learners, ecological approach

1 Introduction

Online courses need to be able to personalize their interactions with their many
learners not only to help each learner overcome particular impasses but also
to provide a path through the learning objects (LOs) that is appropriate to
that particular individual. This is the role of instructional planning (IP), one of
the core AIED sub-disciplines. IP is particularly needed in open-ended learning
environments (OELEs), where learners choose their own goals, because it has
been shown that sometimes learners require an outside push to move forward
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[11]. An added challenge is what we call a dynamic open-ended learning envi-
ronment (DOELE), where both the learners and LOs are constantly changing.
Some learners might leave before finishing the course, while others may join
long after other learners have already begun. New material (LOs) may need to
be added in response to changes in the course or the material, or to learner
demand. Sometimes new material will be provided by the course developers, but
the big potential is for this to be crowd sourced to anybody, including learners
themselves. Other material may fade away over time.

Note that a DOELE is similar to, but not the same as, a “traditional” open-
eded learning environment [8, 11]. A traditional open-ended environment also
gives students choice, but mostly in the problems they solve and how they solve
them, with the course itself fixed in its content, order and goals. In a DOELE
everything is open-ended and dynamic, including even what is to be learned,
how deeply, when it needs to be learned, and in what order.

An impediment to IP in a DOELE is that there is no centralized represen-
tation of knowledge about the content or the learners. Work has been done to
make IP possible in online environments, such as [7], where authors showed that
by extending the LO metadata, instructional plans could be improved to adapt
based on individual learning styles as well as a resource’s scheduling availability.
But for IP to work in DOELEs, an approach to IP is needed where centralized
course structures would not need to be continually revamped (by instructional
designers, say) as learners and LOs change.

We wish to explore how IP can be done in a DOELE. We model a DOELE
in the ecological approach (EA) architecture [14]. In the EA there is no overall
course design. Instead, courses are conceived as collections of learning objects
each of which captures usage data as learners interact with it. Over time this us-
age data accumulates and can be used for many pedagogical purposes, including
IP [2]. Drawing inspiration from work like [1, 5], we propose a new IP algorithm
based on collaborative filtering of learning sequences (CFLS). For a given learner
our planner finds other learners who have traversed a similar sequence of learn-
ing objects with similar outcomes (i.e. similar paths). Then it suggests paths to
the learner that were successful for these similar learners (peers) going forward.

To evaluate IP techniques in such an environment, one could implement a real
course with thousands of learners using the EA to capture learner interactions
with the various LOs in the course. However, after doing this it would take
several years for enough learners to build up enough interactions with each LO to
provide useful data to be used by an instructional planner. Also, in a course with
thousands of learners, there is risk of causing confusion or inconvenience to a vast
multitude if there are problems while the planner is under development. Finally,
there are unanswered design questions such as the criteria to use for identifying
an appropriate peer, how many LOs should be recommended for a learner before
re-planning occurs, and appropriate values for many other parameters that would
be used by the planner. In order to overcome these challenges and gain insight
into these questions immediately, we have thus turned to simulation.
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2 Simulation Environment

Before describing the CFLS planner and experiment in detail, we describe the
simulation environment. The simulation is low-fidelity, using very simple ab-
stractions of learners and LOs, as in our earlier work [6]. Each of the 40 LOs has
a difficulty level and possible prerequisite relationships with other LOs. Each
simulated learner has an attribute, aptitude-of-learner, a number between (0,1)
representing a learner’s basic capability for the subject and allows learners to be
divided into groups: low (≤ .3), medium (.4 – .7) and high aptitude (≥ .8).

A number called P[learned] is used to represent the learning that occurred
when a learner visits a LO, or the probability that the learner learned the LO.
P[learned] is generated by an evaluation function, a weighted sum: 20% of the
learner’s score on a LO is attributed to aptitude-of-learner, 50% attributed to
whether the learner has mastered all of the prerequisite LOs, 20% attributed
to whether the learner had seen that LO previously, and 10% attributed to the
difficulty level of the LO. We feel this roughly captures the actual influences on
how likely it is that real learners would master a learning object.

The simulated learners move through the course by interacting with the
LOs, one after another. After each LO is encountered by a simulated learner,
the above evaluation function is applied to determine the learner’s performance
on the LO, the P[learned] for that learner on that LO. In the EA architecture,
everything that is known about a learner at the time of an interaction with a
LO (in this case, including P[learned]) is captured and associated with that LO.
The order of the LOs visited can be set to random, or it can be determined by
a planner such as the CFLS planner. To allow for the comparison of different
planning approaches without advantaging one approach, each simulated learner
halts after its 140th LO regardless of the type of planner being used.

3 Experiment

By default, the simulation starts with an empty history - no simulated learners
have yet viewed any LOs. However, because the CFLS planner relies on having
previous interaction data, it is necessary to initialize the environment. Thus,
a simple prerequisite planner (SPP) was used to initialize the case base with a
population of simulated learners. The SPP is privy to the underlying prerequisite
structure and simply delivers LOs to learners in prerequisite order. As Table 1
shows, the SPP works much better than a random planner. The data from the 65
simulated learners who used the SPP thus was used to initialize the environment
before the CFLS planner took over. This interaction data generated by the SPP
also provides a baseline for comparison with the CFLS planner. Our simulation
experiment was aimed at seeing if, with appropriate choices of b and f (described
below) the CFLS planner could work as well or better than the SPP.

We emphasize that the CFLS planner has no knowledge about the under-
lying prerequisite structure of the learning objects. This is critical for CFLS
planning to work in a DOELE. However, there are two places where clarification

AIED 2015 Workshop Proceedings - Vol 5 94



Table 1. Baseline results for each group of simulated learners (high, medium and low
aptitude) when visiting LOs randomly and following a simple prerequisite planner.

Planning Type / Aptitude low medium high

Random N=21 N=26 N=18
Average Score on Final Exam (P[learned]) 0.107 0.160 0.235

Simple Prerequisite Planner (SPP) N=21 N=26 N=18
Average Score on Final Exam (P[learned]) 0.619 0.639 0.714

is required. First, while the SPP is running, the evaluation function will be used
by the simulation to calculate P[learned] values for each LO visited. This usage
data will contain implicit evidence of the prerequisite relationships. So, at a later
time when the CFLS planner is given access to the same usage data, the CFLS
planner could implicitly discover prerequisite relationships from the interaction
data. Second, during the CFLS planner execution, the underlying prerequisite
structure is still being consulted by the evaluation function. However, the CFLS
planner knows nothing about such prerequisites, only the P[learned] outcome
provided by the evaluation function. When simulated learners are replaced with
real learners, the evaluation function would disappear and be replaced with a
real world alternative, such as quizzes or other evidence to provide a value for
P[learned]. Similarly, the CFLS planner does not require knowledge of the dif-
ficulty level of each LO, nor does it require knowledge of the aptitude of each
learner; these are just stand-in values for real world attributes used by the sim-
ulation and would disappear when the planner is applied in a real world setting.

Different studies can use simulated student data in varying ways. In some
cases, low fidelity modelling is not adequate. For example, in [4] it was found that
the low fidelity method of generating simulated student data failed to adequately
capture the characteristics of real data. As a result, when the simulated student
dataset was used for training the cognitive diagnosis model, its predictive power
was worse than when the cognitive diagnosis model was trained with a simulated
student dataset that had been generated with a higher fidelity method. In our
study, using a low fidelity model is still informative. We are less concerned with
the exactness of P[learned] and are more interested in observing possible relative
changes of P[learned] for certain groups of students, as different variations of the
planner are tried on identical populations of simulated students.

The CFLS planner works as follows. For a given target learner the CFLS
planner looks backward at the b most recent learning objects traversed. Then, it
finds other learners who have traversed the same b learning objects with similar
P[learned] values. These b LOs can be in any order, a simplification necessary
to create a critical mass of similar learners. These are learners in the target
learner’s “neighbourhood”. The planner then looks forward at the f next LOs
traversed by each neighbour and picks the highest value path, where value is
defined as the average P[learned] achieved on those f LOs ahead. This path is
then recommended to the learner, who must follow it for at least s (for “sticky”)
LOs before replanning occurs. Of course, s is always less than f . In our research
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we explored various values of b and f to find which leads to the best results (we
set f = s for this experiment). “Best results” can be defined many ways, but
we focused on two measurements that were taken for each learner at the end of
each simulation: the percentage of LOs mastered, and the score on a final exam.
A LO is considered to be mastered when a score of P[learned] = 0.6 or greater
is achieved. The score on the final exam is taken as the average P[learned] on
the LOs that are the leafs of the prerequisite graph (interpreted as the ultimate
target concept, which in the real world might well be final exams).

There is still a cold start problem even after the simulation has been ini-
tialized with the interaction data from the SPP. This is because the simulated
learners who are to follow the CFLS planner have not yet viewed any LOs them-
selves as they begin the course, so there is no history to match the b LOs to
create the plan. In this situation, the CFLS planner matches the learner with
another arbitrary learner (from the interaction data from the SPP), and recom-
mends whatever initial path that the other learner took when they first arrived
in the course. While another solution to the cold start problem could be to start
the new learner with the SPP, we did this to avoid any reliance whatsoever on
knowing the underlying prerequisite structure.

The most computationally expensive part of the CFLS planner is finding the
learners in the neighbourhood, which is at worst linear on the number of learners
and linear on the amount of LO interaction history created by each learner. Each
learner’s LO interaction history must be searched to check for a match with b,
with most learners being removed from the list during this process. The forward
searching of f is then executed using only the small resulting dataset.

4 Results

We ran the CFLS planner 25 different times with all pairings of the values
of b and s ranging from 1 to 5, using a population of 65 simulated learners.
This population had the same distribution of aptitudes as the population used
to generate the baseline interaction data described above. The heat maps in
Figs. 1 and 2 show the measurements for each of the 25 simulations, for each
aptitude group, with the highest relative scores coloured red, mid-range scores
coloured white, and the lowest scores coloured blue. In general, simulated learners
achieved higher scores when following the CFLS planner than when given LOs
randomly. The CFLS planner even exceeded the SPP in many cases.

A success triangle is visible in the lower left of each aptitude group. The
success triangles can be interpreted to mean that if a path is going to be recom-
mended, never send the learner any further ahead (s) than you have matched
them in the past (b). For example if a learner’s neighbourhood was created using
their b = 2 most recent LOs, then never make the learner follow in a neighbour’s
steps further than s = 2 LOs. One reason for the eventual drop at high values
of b is that no neighbour could be found and a random match is used instead.
However, the abrupt drop at b > s was unexpected. To be sure the pattern was
real, an extended series of simulations was run. We ran b = 6 and s = 5 to see
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if there would be a drastic drop in performance, and indeed this was the case.
We also ran another row varying b with a fixed s = 6, and again found a drop
at b = 7.

Fig. 1. Average % Learning Objects Mastered by aptitude group

Fig. 2. Average Score on Final Exam (P[learned]) by aptitude group

A hot spot of successful combinations of b and s appeared for each aptitude
group. For low aptitude learners, it was best to only match on the b = 1 most
recent learning objects, and to follow the selected neighbour for only s = 1 LOs
ahead before replanning. This combination of b and s is the only time when
the CFLS planner outperformed the SPP for the low aptitude group. However,
for the medium and high aptitude groups, the CFLS planner outperformed the
SPP in all cases within the success triangle. Looking at final exam scores (Fig.
2), medium aptitude learners responded well to being matched with neighbours
using b = 1 or 2 and sticking with the chosen neighbour for the same distance
ahead. The high aptitude group responded very well to using neighbourhoods
created with b = 3 and recommending paths of s = 3.

Within the success triangles, the rows and columns of Fig. 2 were checked
to see if there existed an ideal b for a given s, and vice versa. Wherever there
appeared to be a large difference, Student’s t-test was used to check for statistical
significance. We are able to use paired t-tests because the simulated learners have
exactly the same characteristics in all the simulation runs, the only difference
being the order in which LOs were interacted with. For example, learner #3
always has aptitude-of-learner = .4, so, there is no difference in that learner
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between simulation runs. We used a two-tailed t-test because it was not certain
whether one distribution was going to be higher or lower than the other.

Looking along the rows, when s is held the same, there are some cases where
one value of b is better than another. For the low aptitude group, for the most
part the lower the b, the better. For the medium aptitude group, there were no
significant advantages to changing b. For the high aptitude group, when s = 3,
the t-test was used to check if b = 3 was significantly more advantageous than
using b = 2. The measurements for Score on the Final Exam for the high aptitude
learners were compared between both simulation results, (b = 2 and s = 3) and
(b = 3 and s = 3). With N=19 learners in this group, the calculated p-value was
0.009, indeed a statistically significant difference.

Looking along the columns, when b is held the same there was a case where
increasing s, i.e. sticking to a longer plan ahead, was statistically advantageous.
In the medium aptitude group, when b = 1 it was statistically better to use s = 2
than to use s = 1 with a p-value of 0.011. None of the increases of s with the
same b were significant for the high aptitude group, and there were no increases
for the low aptitude group.

5 Analysis and Future Work

Through simulation, we have shown that a CFLS planner can be “launched” from
an environment that has been conditioned with interaction data from another
planner, such as an SPP, and operate successfully using only learner usage data
kept by the EA and not needing centralized metadata such as a prerequisite
graph. This is one of the key requirements for DOELEs. Like biological evolution,
the EA is harsh in that it observes how learners succeed or fail as various paths
are tried. Successful paths for particular types of learners, regardless of whether
they follow standard prerequisites, is the only criterion of success. New learners
or new learning objects will find their niche - some paths will work for some
learners but not for others, and this is discovered automatically through usage.

More experiments are needed to explore the many possibilities of the sim-
ulation environment. While this experiment was not a true test of a DOELE
because new learners and LOs were not inserted, this can be readily explored
in future work. New additions could be matched randomly a few times in or-
der to build enough data in the EA, and then automatically incorporated into
neighbourhood matches or into future plans.

Given the evaluation function that was selected, we found that planning
ahead and sticking to the plan worked best for high aptitude learners and a re-
active approach (planning ahead but sticking to the plan for only a short time)
worked best for the low aptitude learners. Would a different pattern emerge
if a different evaluation function were chosen? Would a different threshold for
mastery than P[learned] > 0.6 make any difference? In future work, would it be
worthwhile to break down the aptitude groups into six: very-high, high, medium-
high, medium-low, low, and very-low? This may assist with more easily tuning
the weights of the evaluation function, as there was not much difference in our
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results between the high and medium aptitude groups. In addition, more experi-
ments where s < f are needed to answer the question of whether the drop along
the edge of each success triangle was because of s or f . Also, in this work we
did not look at the many different types of pedagogical interactions (ex. asking
the student a question, giving a hint etc.) and focused on very abstract repre-
sentations. More work is needed to explore this approach on systems later in the
design process, when more detail about the content and the desired interactions
with learners is known.

Future work could also investigate the usage of a differential planner, where
different settings are tuned for different situations. For example, when creating
a neighbourhood for a low aptitude learner, medium aptitude learners could be
allowed into the neighbourhood if they have a matching b. Results could reveal
situations where for example a low aptitude learner is helped by following in the
steps of a medium aptitude learner. A differential planner could also dynamically
choose the values of b and s for a given individual instead of using the same values
for everyone at all times. For example, in a real world setting a CFLS planner
may try to create a plan using a neighbourhood of b = 3, knowing it is optimal,
but if for the specific case there is not enough data, it could change to b = 2
on the fly. Other aspects that could be changed are the criteria for creating
the neighbourhood: rather than filtering by aptitude, another attribute could be
chosen such as click behaviour or learning goals.

6 Conclusion

In this paper, we have described the need for instructional planning in DOE-
LEs with many LOs aimed at large numbers of learners. Instructional planners
such as [13] use AI planning technology that is based on states, actions and
events, which are difficult to infer from an unstructured online environment. In
recent years, instructional planning has been replaced by instructional design
approaches such as [3]. Advanced instructional planners from the 1990s, such as
PEPE and TOBIE [16] can blend different teaching strategies to appropriate sit-
uations. We have shown that instructional planning can still be done in the less
rigid courses envisioned by the EA architecture and likely to be commonplace
in the future, using only learner usage data kept by the EA and not needing
centralized metadata about the course.

We have shown a specific planning technique, the CFLS planner, that is ap-
propriate for DOELEs, and how to experiment in this domain. The simulation
experiment revealed the number of LOs from a target learner’s recent browsing
history should be used for creating a neighbourhood (b), a question that has
also been investigated by other researchers, such as in [18]. We have also found
recommendations for settings for how far ahead to plan (s and f) for differ-
ent groups of learners, and identified questions for future work. As is the case
with collaborative filtering and case-based approaches, the quality of the plans
created is limited to the quality of LOs within the repository and the quality

AIED 2015 Workshop Proceedings - Vol 5 99



of interactions that have previously occurred between learners and sequences of
LOs.

The bottom-up discovery of prerequisite relationships has been investigated
by others, such as [17]. When the need for centralized metadata about a course
is discarded, and when the further step is taken that different paths can be
found to work better for different learners, then a shift in thinking occurs. Each
individual learner could effectively have a unique ideal (implicit) prerequisite
graph. Whether or not a prerequisite relationship even exists between two LOs
could vary from learner to learner. The notion of prerequisite can thus be viewed
not only as a function of the content relationships, but also as a function of the
individual learner.

Making recommendations of sequences has also been identified as a task in
the recommender systems domain [9]. An approach such as a CFLS planner is
a step in the direction of building recommender systems that can use sequence
information to recommend sequences. This has also been accomplished with
standards approaches such as [15]. Simulation with the EA provides another
method for developing and testing such approaches.

Overall, the research we have done to date and the questions it raises, shows
the value of exploring these complex issues using simulation. We were able to
essentially generate some 25 different experiments exploring some issues in in-
structional planning, in a very short time when compared to what it would have
taken to explore these same issues with real learners. Others have also used sim-
ulation for developing an educational planner, such as [10] for social assessment
games. To be sure our simulation model was of low fidelity, but we suspect that
there are some properties of the CFLS planner that we have uncovered that ap-
ply in the real world (the lower triangles seem to be very strong and consistent
patterns). And, there are some very real issues that we can explore fairly quickly
going forward that might reveal other strong patterns, as discussed. We believe
that it isn’t always necessary to have simulations with high cognitive fidelity (as
in SimStudent [12]) to find out interesting things. Low fidelity simulations such
as the ones we have used in this and our earlier work [6] (and those of [2]) have a
role to play in AIED. Especially as we move into the huge questions of dynamic
open-ended learning environments with thousands of learners and big privacy is-
sues, the sharp minimalist modelling possible with low fidelity simulation should
allow quick and safe experimentation without putting too many real learners at
risk and without taking years to gain insights.
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Abstract. The help seeking and social integration needs of learners in a semi-
structured learning environment require specific support. The design and use of 
educational technology has the potential to meet these needs. One difficulty in 
the development of such support systems is in their validation because of the 
length of time required for adequate testing. This paper explores the use of a 
simulated learning environment and simulated learners as a way of studying de-
sign validation issues of such support systems. The semi-structured learning 
environment we are investigating is a graduate school, with a focus on the doc-
toral program. We present a description of the steps we have taken in develop-
ing a simulation of a doctoral program. In the process, we illustrate some of the 
challenges in the design and development of simulated learning environments. 
Lastly, the expected contributions and our research plans going forward are de-
scribed. 

Keywords: Simulated learners, Simulated learning environment, Agent-based 
simulation, Help seeking, Doctoral learners, Multi-agent system. 

1 Introduction 

Artificial Intelligence in Education (AIED) is one of the research fields whose focus 
is the use of technology to support learners of all ages and across all domains1. Al-
though, one shortcoming of AIED research is the limited research attention that very 
dynamic and semi-structured domains, such as a graduate school, have received. 
There is little research that investigates how technology can be used to help connect 
learners (help seeker and potential help givers) in the graduate school domain. Conse-
quently, there is a gap in our understanding of how such technology may mitigate 
graduate learners’ attrition rates and time-to-degree. We have suggested the use of 
reciprocal recommender technology to assist in the identification of a suitable helper 
[1]. However, the nature of graduate school means that validation of any education 
system designed to be used in a semi-structured environment would take a long time 
(measured in years). This paper aims to address this challenge by exploring the use of 

                                                             
1 http://iaied.org/about/ 
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simulated learning environment and simulated learners as a potential way of validat-
ing educational technologies designed to support doctoral learners. 

In this paper, we first describe the nature and the metrics used by interested 
stakeholders to measure the success or lack therefore of a doctoral program. Follow-
ing this, we briefly discuss the uses of simulation as it relates to learning environment. 
We then introduce the research questions we are interested in answering using simula-
tion. We go on to describe the architectural design of our simulation model. Further, 
we show how data about the ‘real world’ target domain is used to inform the parame-
ters and initial conditions for the simulation model. This provides the model with a 
degree of fidelity. Throughout this model development process, we illustrate some of 
the challenges in the design and development of simulated learning environments. We 
conclude the paper with a discussion of the expected contributions and our research 
plans going forward. 

2 Understanding Doctoral Program 

Graduate school is a very dynamic and complex social learning environment. A doc-
toral program in particular is a dynamic, semi-structured, and complex learning envi-
ronment. Most doctoral programs have some structure in the sense that there are three 
distinct stages that doctoral learners must go through: admission stage, coursework 
stage, and dissertation stage. While coursework stage is fairly structured, the disserta-
tion stage is not. Further, the dissertation stage have various milestones that include: 
comprehensive exam, thesis proposal, research, writing, and dissertation defense. As 
time passes, learners move from one stage to the next and their academic and social 
goals change. There is need for self-directed learning and individual doctoral learners 
are responsible for their own learning pace and choice of what to learn especially in 
the dissertation stage.  

The dynamic nature of the program ensures that there is constant change; there are 
new learners joining the program, other learners leaving the program either through 
graduation or deciding to drop out, and still other learners proceeding from one stage 
to the next. There are two key aspects that influences learners to decide whether to 
persist or drop out of a learning institution: academic and social integration [2], [3] 
which are impacted by learner’s initial characteristics and experiences during their 
duration in the program. The various stages of the doctoral program (e.g., course-
work) and learning resources can be seen as factors that directly influence the aca-
demic integration of a doctoral learner. Peers and instructors/supervisors can be 
viewed as supporting the social aspects of the doctoral program and hence, directly 
impact the social integration of doctoral learners. As time passes, doctoral learners 
continually interact with both the academic and social facets of the doctoral program. 
As a result, there is constant change in learners’ commitment to their academic goal 
and the social sides of the learning institution 

Time-to-degree, completion rates, and attrition rates are important factors influenc-
ing the perception and experience of graduate education by interested stakeholders 
[4], [5]. Research on doctoral attrition and time-to-completion indicates that on aver-
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age, the attrition rate is between 30% and 60% [5]–[8]. Long times to completion and 
a high attrition rate are costly in terms of money to the funding institution and the 
learning institution; and in terms of time and effort to the graduate student(s) and 
supervisor(s) [8]. Lack of both academic and social integration (isolation) have been 
shown to affect graduate learners decision to persist [2], [3], [9]. Learners facing aca-
demic and social integration challenges should be enabled to engage in a community 
of peers to foster interaction and hence, encourage peer help and personalized col-
laboration [10]. Understanding the nature of learner-institution interactions that foster 
doctoral learners’ persistence to degree is important to both the learning institution 
and its learners. We use simulation to achieve this feat.  

Simulation is an established third way of exploring research questions in addition 
to qualitative and quantitative methods [11], [12]. VanLehn [13] has identified three 
main uses of simulation in learning environments: 1) to provide an environment for 
human teachers to practise their teaching approaches; 2) to provide an environment 
for testing different pedagogical instructional design efforts; 3) to provide simulated 
learners who can act as companions for human learners. Our research is mainly 
focused on the first and the second uses – to enable deep insight into the complex 
interaction of the factors affecting doctoral learners’ attrition and time-to-degree 
leading to a better design of an educational system. Therefore, our research questions 
are formulated around investigations of how various factors influence time-to-degree, 
completion rates, and dropout rates of doctoral students. We are interested in answer-
ing the following research questions:  

1. How does the number of classes (as a platform for social integration with peers – 
potential helpers) offered by a program(s) or taken by a learner, influence learners’ 
time-to-degree and their propensity to persist or drop out?  

2. How does the average class size (as basis of learners’ social integration) attended 
by learners, impact learners’ time-to-degree and their inclination to persist or drop 
out? What is the optimum class size? 

3. How does the overall population size of the learners (a few learners vs many learn-
ers) influence learners’ time-to-degree and their likelihood to persist or drop out?  

4. Does timely help affects doctoral learners’ time-to-degree and their decision to 
persist or drop out? If so, how? 

5. How does the level of reciprocation influence the formation of a ‘helpful commu-
nity’ of learners and adaptive help seeking behavior of the learners? 

Use of simulation enables us to explore the aforementioned issues in a fine-grained 
controlled environment. For example, it would be almost impossible in the ‘real 
world’ setting to examine the impact of different number of course to take or class 
size to attend. Two cohorts of learners will have different attributes. Simulation al-
lows us to tweak the number of courses or class size without touching the other char-
acteristics of learners. Hence, we are able to see the real impact of one variable at a 
time. Before any exploration and insight can be gained on these issues, there is need 
to design and implement the simulation model.  
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3 Building an Initial Prototype of SimGrad 

In this section we demonstrate the steps we have taken in the development of our 
initial prototype of our simulated doctoral learning environment: SimGrad. We show 
how a designer of an educational technology can develop a model of their target 
learning environment and inform its initial condition with available ‘real world’ data.  

3.1 SimGrad Design 

We need to design a simulation model by addressing two key challenges. First, we 
need to consider issues related to the modeling of the learning environment: how do 
we design conceptual and computational models of a doctoral program and what 
stakeholders should be included in these models? The second concern is about model-
ing of simulated learners: what doctoral learners’ features affect persistence and time-
to-degree, what factors do we model, and can we inform these features with available 
‘real world’ data?  

 

 
Fig. 1. SimGrad conceptual framework, its three elements, and the possible interaction between 
the elements 

We have designed our conceptual model of the different aspects of simulated doc-
toral learners and doctoral learning environment based on the simulated learning envi-
ronment specifications suggested by Koper et al. in [14], and features for building an 
electronic institution proposed by Esteva et al. [15]. We name our conceptual frame-
work, SimGrad. Its core elements include: normative model - specifies requirements 
and constraints to guide agent actions and behavior; dialogic model – deals with inter-
action strategies and communication mechanism; events – refers to happenings in the 
model that trigger (re)action by agents; scene – description of an interaction between 
elements; elements (agents) – represent key stakeholders of the target domain that are 
modeled. Elements are modeled as agents. Each of the agents has attributes and be-
havior which are informed by our assumptions guided by our research questions and 
factors that influence learners’ decision to persist. Every element of interest is to be 

SimGrad	  
Domain	  rules	  and	  assumptions	  (normative	  model)	  

Learning 
environment 

Learner element (agent) 

Social Integration (scene  
enabled by dialogic model) 
Academic Integration (scene) 

Instructor Element (agent) 

Stage Element (agent) 

New Semester (event) 
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modeled within the learning environment and all possible interactions and operations 
within the learning setting is guided by domain rules represented by the normative 
model. See Fig. 1. 

In our simulation model, we have chosen to model three types of elements: class, 
instructor, and learner. In this paper, in keeping with model simplicity, both the class 
and the instructor agents are passive while the learner agent is modeled to be active 
and reactive to its environment. Also, the only instructor’s attributes we are interested 
in are related to classes (see Table 1). We modeled only one type of instructor agent. 
Another instructor type agent that can be modeled is the supervisor.  

 Each learner agent has the following properties: autonomy, social ability, reactiv-
ity, proactivity, and a degree of intentionality. We have also identified the following 
key attributes for our agent learner model: state – (busy, available), program, stages, 
course taken, peer interactions (pertaining challenges), academic integration, social 
integration, and motivation (see Table 2). In our model, peer interaction and state 
contribute to a learners’ social integration, while research area, stage, course taken 
impact to their academic integration.  Motivation combines both the social and aca-
demic integration and hence, is the main factor that determines whether an agent con-
tinues to persist or chooses to drop out of the program.  

Table 1. Comparison of computed attributes of the three agent types 

Attribute – data (value range) Agent 
learner 

Agent 
instructor 

Agent class 

Total number of classes take, taught, or frequency 
of offering within 10 years – numeric (0-20) 

X X X 

Grade obtained, average awarded, or average 
obtained by learners – numeric (0,12) 

X X X 

Take classes from, teach classes in, or class of-
fered in various programs – textual (program id) 

X X X 

Instructors teaching a  class – array list (instructor 
id) 

X - X 

What is the class size – numeric (1-5) X  X 
Number of classes taken or taught per year -  
numeric (0,4)  

X X - 

Which classes are taken or taught – textual (class 
id) 

X X - 

The main intentions of each agent is to persist through doctoral requirements to 
graduation and to do so in a timely manner. However, each of these agents reacts to 
the different challenges at various stages of graduate school in divergent and autono-
mous ways. At the coursework stage, agents have the goal of taking courses that are 
relevant to their field and that they will perform well. When facing a course choice 
challenge or any other particular challenge, we have modeled our agents to proac-
tively associate with peers to seek help. Each peer makes individual choice on 
whether to or not to respond to a request for help from others. The dialogic model 
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handles the agent to agent interaction and communication through a message passing 
mechanism [16]. 

Table 2. Attributes and parameters considered for an agent learner model for learners, their 
description and how each of them changes. 

  
 

Attribute  Value - description How it changes 
Enrolment  Date (MM/YYYY) 

Indicate the month a year an agent enrolled in 
the program 

Does not change 

Graduation Date (MM/YYYY) 
Target graduation date 

Evaluated whenever an agent 
completes a milestone 

State Textual (busy, available) 
Indicates an agent availability to help others, 
assigned based on the smallest time unit 
model 

Changes whenever an agent 
experiences a challenge  

Program Textual (program id) 
Identify an agent’s closer community within 
the larger community of learners  

Does not change during a simula-
tion run 

Stage Textual (admission, coursework, dissertation, 
timeout, dropout) 

Admission stage is like an event. 
Learner move to the coursework 
immediately after admission. 
They more to dissertation after 
completing their course load. 

Courses 
taken 

Array [course, mark, instructor id](0-6) 
Record courses taken by an agent and the 
marks obtain in each course 

Every end of semester that the 
student took classes, this array is 
updated 

Peer interac-
tion 

Array [learner id, challenge, result],  
Keep track of an agent interactions with 
others and the outcome of the interaction 

Changes whenever two agents 
interact  

Academic 
integration 

Numeric (-1,1) 
Measures the academic satisfaction 

Changes whenever an agent 
learner interacts with agent stage 
(i.e., completes a milestone or 
experience a challenge)   

Social inte-
gration 

Numeric (-1,1) 
Measures a learners sense of belonging to the 
learning environment 

Changes whenever an agent 
learner interacts with its peers or 
agent instructors 

Motivation  Numeric (-1,1) 
Measures the propensity of an agent to still 
want to persist. A motivation value above 0.3 
indicates persistence. A value between -0.3 
and 0.3 indicate help seeking needed. A value 
below -0.3 means the agent drops out   

Whenever there is a change in 
the social and academic integra-
tion values. Its value is the aver-
age of the integration values. 
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3.2 Informing SimGrad behavior and evaluation functions 

Having identified the important agents and their key attributes, there are two sets of 
important functions for each element that need to be modelled: behaviour functions 
and evaluation functions [17]. Behaviour functions inform the decision making of the 
active elements and dictates the interaction patterns between them and the other mod-
eled elements (e.g., how many classes a given agent takes). Evaluation functions indi-
cate whether or not various interactions between the different agents in a simulation 
were successful (e.g., determine what grade a given agent attains in a class it took). 
Informing such functions with ‘real world’ data allows the simulation to behave in a 
way consistent with reality. 

Simulation model fidelity is an issues that might arise when using simulation to 
study a target real world phenomenon. However, the most important issue to consider 
is the research question to be answered. While Champaign [18] used a very low fidel-
ity model, Matsuda et al. [19] used a model with high cognitive fidelity to reach com-
pelling conclusion. Further yet, Erickson et al. [17] also demonstrated that is possible 
to use a medium fidelity model and uncover interesting results. In some situations it 
might not be possible to have a high fidelity model because of lack of data. A case in 
point is our simulation scenario. Where possible, we inform our simulation functions 
with data received from the U of S on their doctoral program. An investigation into 
the U of S data showed that we will not be able to inform every aspect of our simula-
tion model. It would be desirable to inform every initial aspects of our simulation 
model with ‘real world’ data but, we do not have data on the dissertation stage. 

We are provided information on student id, years a student is registered, year of 
graduation (if graduated), student’s program, classes taken and marks obtained, class 
instructor, and students instructional responsibilities. From this dataset we are able to 
inform the admission and coursework stages of our model (academic integration). 
However, there is no information concerning the dissertation stage and the social 
integration aspects. While it possible to inform various behaviour and evaluation 
functions for our simulation model, in this paper we focus on describing the steps we 
took to inform two functions of our simulation: learning environment admission be-
haviour function, and learners’ class interactions behaviour function. 

As already mentioned, admission is an important part of a doctoral program that 
contributes to it dynamic nature. The admission process is complex and involves a lot 
of stakeholders and processes, but we are concerned only with determining the year to 
year patterns in how many students are admitted. To provide some fidelity to our 
simulated learning environment admission, we analyzed data provided to us by the U 
of S University Data Warehouse2. The provided dataset contained information on 
doctoral learners registered in the 10 years 2005-2014. In this time there were 2291 
doctoral learners with a total of 52850 data points on class registration. The 2005 
registration included learners who had joined the program earlier than 2005. In order 
to get a clean admission pattern, we only considered learners who were registered 
from the year 2006 onwards. This reduced the population size to 1962. 

                                                             
2 http://www.usask.ca/ict/services/ent-business-intelligence/university-data-warehouse.php 
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We were able to identify three admission periods, September, January, and May. 
We then obtained values for each of the admissions months for the years 2006-2014. 
This provided a distribution for each month that we used to generate a scatter plot of 
admission numbers. A sigmoidal pattern emerged. Next, we performed a non-linear 
curve fitting to the scatter plot so that the admission function can be represented in the 
form Y = St*(c + x), where c is a constant, St is a variable dependent on the admission 
period, and x is the admission period. We then ran a regression to find values of each 
of these variables. This allowed us to model the admission patterns observed in the U 
of S dataset. 

Next we derived the number of classes taken. To introduce some realism to the 
number classes taken behaviour, we had to further prune the data. We only considered 
data for students whose cohorts would have been registered for at least 3 years by the 
end of the year 2014 and hence, we considered class taking behaviour of 1466 U of S 
doctoral learners.  

We obtained the number of classes each of the remaining learners we registered in 
and created a histogram. This histogram showed us the distribution of the number of 
students registered for a certain number of classes. Next, we transformed this distribu-
tion graph into a cumulative distribution function. We then took an inverse of the 
cumulative distribution function to achieve a quantile function. The quantile function, 
when run over many learners, assigns learners a class count that mimics the initial 
histogram. We use this quantile function to inform the number of classes a learner can 
take. 

In this section we have described the importance of informing a simulation model 
with ‘real world’ data. We have described two functions that are informed with U of S 
dataset. Other examples of functions that can be informed using the U of S dataset 
include: class performance evaluation function, dropout behaviour function, time to 
degree behaviour function, and flow through behavior function (main as pertains to 
coursework stage). We have identified that missing data values is a major hindrance 
in this endeavor. There are possible ways of informing simulation attributes where 
there are no ‘real world’ data to derive from. A designer can either assign common 
sense values, generate and assign random values, or refer to the research literature to 
identify patterns that have been found by other researchers. Since we have the enrol-
ment dates and the graduate dates for learners who graduate, we choose to derive 
common sense values with these two dates guiding the process and the value range.  

4 Discussion, Expected Contributions, and Future Research 
Plans 

Despite the growth in the use of simulation as a method for exploration and learning 
in many areas such as: engineering, nursing, medicine [20], and building design [21], 
research in the used of simulation within AIED is still at an early stage. There is need 
for more research to demonstrate that the outputs of simulation runs are desirable and 
informative to the AIED community. In this paper, we aim at contributing to this 
notion and by promoting the use of simulation in educational research and presenting 

AIED 2015 Workshop Proceedings - Vol 5 109



 

 

an agent based simulation conceptual framework for building simulated learning envi-
ronment, with a focus on the semi-structured ones. Simulated learning environment 
and simulated learners are important in exploring and understanding a given learning 
domain. Further, it helps with the generation of system validation data. 

The expected contributions to AIED include: providing a conceptual framework 
for simulated graduate school learning environment – an architecture that enables 
investigations into factors affecting doctoral learners progress through their program; 
shedding light on learner modeling issues in dynamic learning environments; and 
demonstrating the importance of simulation in exploring various AIED research do-
mains, particularly semi-structured domains.  

Current research work is focused on the implementation of the simulation model 
and the refinement of the various behaviour and evaluation functions. Once the im-
plementation is done, we will validate our model against the dataset we have from the 
U of S before proceeding to explore the impact of various environmental factors. 
Since we are informing the simulation with both common sense assumptions and U of 
S dataset, the goal is to tweak the common sense assumptions such that when the 
model is run we get similar results as the U of S data in terms of class performance, 
dropout rate, and time-to-degree. Achieving this, would give us confidence that we 
have captured reality in some measurable way. We can then start exploring the vari-
ous impact of measures we are interested in examining. As earlier indicated, we are 
interested in exploring the interactions of a number of variables: number of classes 
taken which will impact the availability of potential peer helpers, the effect of recip-
rocity on help seeking and help giving, and the effect of help seeking and other fac-
tors on doctoral learners’ time-to-degree and attrition rates.    
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Abstract. Research in student modeling often leads to only small im-
provements in predictive accuracy of models. The importance of such
improvements is often hard to assess and has been a frequent subject of
discussions in student modeling community. In this work we use simu-
lated students to study the role of small differences in predictive accuracy.
We study the impact of such differences on behavior of adaptive educa-
tional systems and relation to interpretation of model parameters. We
also point out a feedback loop between student models and data used for
their evaluation and show how this feedback loop may mask important
differences between models.

1 Introduction

In student modeling we mostly evaluate models based on the quality of their
predictions of student answers as expressed by some performance metric. Re-
sults of evaluation often lead to small differences in predictive accuracy, which
leads some researchers to question the importance of model improvements and
meaningfulness of such results [1]. Aim of this paper is to explore the impact and
meaning of small differences in predictive accuracy with the use simulated data.
For our discussion and experiments in this work we use a single performance
metric – Root Mean Square Error (RMSE), which is a common choice (for ra-
tionale and overview of other possible metrics see [15]). The studied questions
and overall approach are not specific to this metric.

Simulated students provide a good way to study methodological issues in
student modeling. When we work with real data, we can use only proxy meth-
ods (e.g., metrics like RMSE) to evaluate quality of models. With simulated
data we know the “ground truth” so we can study the link between metrics and
the true quality of models. This enables us to obtain interesting insight which
may be useful for interpretation of results over real data and for devising exper-
iments. Similar issues are studied and explored using simulation in the field of
recommender systems [7, 17].

We use a simple setting for simulated experiments, which is based on an
abstraction of a real system for learning geography [12]. We simulate an adaptive
question answering system, where we assume items with normally distributed
difficulties, students with normally distributed skills, and probability of correct
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answer given by a logistic function of the difference between skill and difficulty
(variant of a Rasch model). We use this setting to study several interrelated
question.

1.1 Impact on Student Practice

What is the impact of prediction accuracy (as measured by RMSE) on the be-
havior of an adaptive educational system and students’ learning experience?

Impact of small differences in predictive performance on student under-
practice and over-practice (7-20%) has been demonstrated using real student
data [18], but insight from a single study is limited. The relation of RMSE to
practical system behavior has been analyzed also in the field of recommender
systems [2] (using offline analysis of real data). This issue has been studied be-
fore using simulated data is several studies [5, 6, 10, 13]. All of these studies use
very similar setting – they use Bayesian Knowledge Tracing (BKT) or its ex-
tensions and their focus is on mastery learning and student under-practice and
over-practice. They differ only in specific aspects, e.g., focus on setting thresh-
olds for mastery learning [5] or relation of moment of learning to performance
metrics [13]. In our previous work [16] have performed similar kind of simulated
experiments (analysis of under-practice and over-practice) both with BKT and
with student models using logistic function and continuous skill.

In this work we complement these studies by performing simulated experi-
ments in slightly different setting. Instead of using BKT and mastery learning,
we use (variants of) the Rasch model and adaptive question answering setting.
We study different models and the relation between their prediction accuracy
and the set of items used by the system.

1.2 Prediction Accuracy and Model Parameters

Can RMSE be used to identify good model parameters? What is the relation of
RMSE to the quality of model parameters?

In student modeling we often want to use interpretable models since we are
interested not only in predictions of future answers, but also in reconstructing
properties of students and educational domains. Such outputs can be used to
improve educational systems as was done for example by Koedinger at al. [9].
When model evaluation shows that model A achieves better prediction accuracy
(RMSE) then model B, results are often interpreted as evidence that model
A better reflects “reality”. Is RMSE a suitable way to find robust parameters?
What differences in metric value are meaningful, i.e., when we can be reasonably
sure that the better model really models reality in better way? Is statistical
significance of differences enough? In case of real data it is hard to answer these
question since we have no direct way to evaluate the relation of a model to
reality. However, we can study these questions with simulated data, where we
have access to the ground truth parameters. Specifically, in our experiments
we study the relation of metric values with the accuracy of reconstructing the
mapping between items and knowledge components.
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1.3 Feedback between Data Collection and Evaluation

Can the feedback loop between student models and adaptive choice of items in-
fluence evaluation of student models?

We also propose novel use of simulated students to study a feedback loop
between student models and data collection. The data that are used for model
evaluation are often collected by a system which uses some student model for
adaptive choice of items. The same model is often used for data collection and
during model evaluation. Such evaluation may be biased – it can happen that
the used model does not collect data that would show its deficiencies. Note that
the presence of this feedback loop is an important difference compared to other
forecasting domains. For example in weather forecasting models do not directly
influence the system and cannot distort collected data. In student modeling they
can.

So far this feedback has not been thoroughly studied in student modeling.
Some issues related to this feedback have been discussed in previous work on
learning curves [6, 11, 8]. When a tutoring system uses mastery learning, students
with high skill drop out earlier from the system (and thus from the collected
data), thus a straightforward interpretation of aggregated learning curves may
be misleading. In this work we report experiment with simulated data which
illustrate possible impact of this feedback loop on model evaluation.

2 Methodology

For our experiments we use a simulation of a simplified version of an adaptive
question answering systems, inspired by our widely used application for learning
geography [12]. Fig. 1 presents the overall setting of our experiments. System
asks students about items, answers are dichotomous (correct/incorrect), each
student answers each item at most once. System tries to present items of suitable
difficulty. In evaluation we study both the prediction accuracy of models and also
sets of used items. This setting is closely related to item response theory and
computerized adaptive testing, specifically to simulated experiments with Elo-
type algorithm reported by Doebler et al. [3].

Simulated Students and Items We consider a set of simulated students and
simulated items. To generate student answers we use logistic function (basically
the Rasch model, respectively one parameter model from item response theory):
P (correct |θs, di) = 1/(1 + e−(θs−di)), where θs is the skill of a student s and di
is difficulty of an item i.

To make the simulated scenarios more interesting we also consider multiple
knowledge components. Items are divided into disjoint knowledge components
and students have different skill for each knowledge component. Student skills
and item difficulties are sampled from a normal distribution. Skills for individual
knowledge components are independent from one another.
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Fig. 1. Setting of our experiments

Item Selection Algorithm The item selection algorithm has as a parameter
a target success rate t. It repeatedly presents items to a (simulated) student, in
each step it selects an item which has the best score with respect to the distance
of the predicted probability of correct answer p and the target rate t (illustrated
by gray dashed line in Fig. 3). If there are multiple items with the same score,
the algorithm randomly selects one of them.

Student Models Predictions used by the item selection algorithm are provided
by a student model. For comparison we consider several simple student models:

– Optimal model – Predicts the exact probability that is used to generate the
answer (i.e., a “cheating” model that has access to the ground truth student
skill and item difficulty).

– Optimal with noise – Optimal model with added (Gaussian) noise to the
difference θs − di (before we apply logistic function).

– Constant model – For all students and items it provides the same prediction
(i.e., with this model the item selection algorithm selects items randomly).

– Naive model – Predicts the average accuracy for each item.

– Elo model – The Elo rating system [4, 14] with single skill. The used model
corresponds to the version of the system as described in [12] (with slightly
modified uncertainty function).

– Elo concepts – The Elo system with multiple skills with correct mapping of
items to knowledge components.
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– Elo wrong concepts – The Elo system with multiple skills with wrong map-
ping of items to knowledge components. The wrong mapping is the same as
the correct one, but 50 (randomly choosen) items are classified incorrectly.

Data We generated 5,000 students and 200 items. Items are divided into 2
knowledge components, each user has 2 skills corresponding to the knowledge
components and each item has a difficulty. Both skills and difficulties were sam-
pled from standard normal distribution (the data collected from the geogra-
phy application suggests that these parameters are approximately normally dis-
tributed). The number of items in a practice session is set to 50 unless otherwise
noted.

3 Experiments

We report three types of experiments, which correspond to the three types of
questions mentioned in the introduction.

3.1 Impact on Student Practice

Our first set of experiments studies differences in the behavior of the simulated
system for different models. For the evaluation of model impact we compare the
sets of items selected by the item selection algorithm. We make the assumption
that the algorithm for item selection using the optimal model generates also the
optimal practice for students. For each user we simulate practice of 50 items
(each item is practiced at most once by each student). To compare the set of
practiced items between those generated by the optimal model and other models
we look at the size of the intersection. We assume that bigger intersection with
the set of practiced items using the optimal model indicates better practice.
Since the intersection is computed per user, we take the mean.

This is, of course, only a simplified measure of item quality. It is possible that
an alternative model selects completely different set of items (i.e., the intersection
with the optimal set is empty) and yet the items are very similar and their
pedagogical contribution is nearly the same. However, for the current work this
is not probable since we are choosing 50 items from a pool of only 200 items. For
future work it would be interesting to try to formalize and study the “utility”
of items.

Noise Experiment The optimal model with noise allows us to easily manipu-
late differences in predictive accuracy and study their impact on system behavior.
Experiment reported in the left side of Fig. 2 shows both the predictive accuracy
(measured by RMSE) and the impact on system behavior (measured by the size
of the intersection with the optimal practiced set as described above) depending
on the size of noise (we use Gaussian noise with a specified standard deviation).
The impact of noise on RMSE is approximately quadratic and has a slow rise –
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Fig. 2. Size of the intersection with the optimal practiced set of items and RMSE
depending on Guassian noise in optimal model (left side). Distribution of answers over
the items based on the given model (right side).

this is a direct consequence of the quadratic nature of the metric. The impact
on used items is, however, approximately linear and rather steep. The most in-
teresting part is for noise values in the interval [0, 0.1]. In this interval the rise
in RMSE values is very small and unstable, but the impact on used items is
already high.

Model Comparison Right side of the Fig. 2 shows the distribution of the
number of answers per item for different models. The used models have similar
predictive accuracy (specific values depend on what data we use for their eval-
uation, as discussed below in Section 3.3), yet the used model can dramatically
change the form of the collected data.

When we use the optimal model, the collected data set covers almost fairly
most items from the item pool. In the case of worse models the use of items
is skewed (some items are used much more frequently than others). Obvious
exception is the constant model for which the practice is completely random.
The size of the intersection with the optimal practiced set for these models is
– Constant: 12.5; Elo: 24.2; Elo, Concepts: 30.4; Elo, Concepts (wrong): 28.5;
Naive: 12.0. Fig. 3 presents a distribution of answers according to the true prob-
ability of their correctness (given by the optimal model). Again there is a huge
difference among the given models, especially between simple models and those
based on Elo.

3.2 Prediction Accuracy and Model Parameters

Metrics of prediction accuracy (e.g., RMSE) are often used for model selection.
Model that achieves lower RMSE is assumed to have better parameters (or
more generally better “correspondence to reality”). Parameters of a selected
model are often interpreted or taken into account in improvement of educational
systems. We checked validity of this approach using experiments with knowledge
components.

We take several models with different (random) mappings of items to knowl-
edge components and evaluate their predictive accuracy. We also measure the
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Fig. 3. Distribution of answers according to the true probability of correct answer. The
gray dashed line stands for the score function used by the algorithm for item selection.

quality of the used mappings – since we use simulated data, we know the ground
truth mapping and thus can directly measure the quality of each mapping. Qual-
ity is expressed as the portion of items for which the mapping agrees with the
ground truth mapping. The names of the knowledge components are irrelevant
in this setting. Therefore, we compute quality for each one-to-one mapping from
the names of the components in the model to the names of the components in the
ground truth. We select the highest quality as the quality of the model’s item-
to-component mapping. To focus only on quality of knowledge components, we
simplify other aspects of evaluation, specifically each student answers all items
and their order is selected randomly.

These experiments do not show any specific surprising result, so we provide
only general summary. Experiments show that RMSE values correlate well with
the quality of mappings. In case of small RMSE differences there may be “swaps”,
i.e., a model with slightly higher RMSE reflects reality slightly better. But such
results occur only with insufficiently large data and are unstable. Whenever
the differences in RMSE are statistically significant (as determined by t-test
over different test sets), even very small differences in RMSE correspond to
improvement in the quality of the used mappings. These results thus confirm
that it is valid (at least in the studied setting) to argue that a model A better
corresponds to reality than a model B based on the fact that the model A
achieves better RMSE than the model B (as long as the difference is statistically
significant). It may be useful to perform this kind of analysis for different settings
and different performance metrics.

3.3 Feedback between Data Collection and Evaluation

To study feedback between the used student model and collected data (as is
described in subsection 1.3) we performed the following experiment: We choose
one student model and use it as an input for adaptive choice of items. At the
same time we let all other models do predictions as well and log answers together
with all predictions.

Fig. 4 shows the resulting RMSE for each model in individual runs (data
collected using specific model). The figure shows several interesting results. When
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Model used for item selection

Fig. 4. RMSE comparison over data collected using different models.

the data are collected using the optimal model, the RMSE values are largest
and closest together; even the ordering of models is different from other cases.
In this case even the constant model provides comparable performance to other
models – but it would be very wrong to conclude that “predictive accuracy of
models is so similar that the choice of model does not matter”. As the above
presented analysis shows, different models lead to very different choice of items
and consequently to different student experience. The reason for small differences
in RMSE is not similarity between models, but characteristics of data (“good
choice of suitable items”), which make predictions difficult and even a naive
predictor comparatively good.

Another observation concerns comparison between the “Elo concepts” and
“Elo concepts (wrong)” models. When data are collected by the “Elo concepts
(wrong)” model, these two models achieve nearly the same performance, i.e.,
models seem to be of the same quality. But the other cases show that the “Elo
concepts” model is better (and in fact it is by construction a better student
model).

4 Conclusions

We have used simulated data to show that even small differences in predictive
accuracy of student models (as measured by RMSE) may have important impact
on behavior of adaptive educational systems and for interpretation of results of
evaluation. Experiments with simulated data, of course, cannot demonstrate the
practical impact of such small differences. We also do not claim that small differ-
ences in predictive accuracy are always important. However, experiments with
simulated data are definitely useful, because they clearly illustrate mechanisms
that could play role in interpretation of results of experiments with real student
data. Simulated data also provide setting for formulation of hypotheses that
could be later evaluated in experiments with real educational systems.

Simulated data also enable us to perform experiments that are not practical
for realization with actual educational systems. For example in our experiment
with the “feedback loop” we have used different student models as a basis for
item selection. Our set of models includes even a very simple “constant model”,
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which leads to random selection of practiced item. In real setting we would be
reluctant to apply such a model, as it is in contrary with the advertised intelligent
behavior of our educational systems. However, experiments with this model in
simulated setting provide interesting results – they clearly demonstrate that
differences in predictive accuracy of models do not depend only on the intrinsic
quality of used student models, but also on the way the data were collected.

Our analysis shows one particularly interesting aspect of student modeling.
As we improve student models applied in educational systems, we should expect
that evaluations of predictive accuracy performed over these data will show
worse absolute values of performance metrics and smaller and smaller differences
between models (even if models are significantly different), just because virtues
of our models enable us to collect less predictable data.
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José P. González-Brenes1, Yun Huang2

1 Pearson School Research & Innovation Network, Philadelphia, PA, USA
jose.gonzalez-brenes@pearson.com

2 Intelligent Systems Program, University of Pittsburgh, Pittsburgh, PA, USA
yuh43@pitt.edu

Abstract. Classification evaluation metrics are often used to evaluate
adaptive tutoring systems— programs that teach and adapt to humans.
Unfortunately, evidence suggests that existing convention for evaluating
tutoring systems may lead to suboptimal decisions. In a companion pa-
per, we propose Teal, a new framework to evaluate adaptive tutoring. In
this paper we propose an alternative formulation of Teal using simulated
learners. The main contribution of this novel formulation is that it en-
ables approximate inference of Teal, which may useful on the cases that
Teal becomes computationally intractable. We believe that this alterna-
tive formulation is simpler, and we hope it helps as a bridge between the
student modeling and simulated learners community.

1 Introduction

Adaptive systems teach and adapt to humans and improve education by optimiz-
ing the subset of items presented to students, according to their historical per-
formance [3], and on features extracted from their activities [6]. In this context,
items are questions, or tasks that can be graded individually. Adaptive tutor-
ing may be evaluated with randomized control trials. For example, in a seminal
study [3] that focused on earlier adaptive tutors, a controlled trial measured the
time students spent on tutoring, and their performance on post-tests. The study
reported that the adaptive tutoring system enabled significantly faster teaching,
while students maintained the same or better performance on post-tests

Unfortunately, controlled trials can become extremely expensive and time
consuming to conduct: they require institutional review board approvals, ex-
perimental design by an expert, recruiting and often payment of enough par-
ticipants to achieve statistical power, and data analysis. Automatic evaluation
metrics improve the engineering process because they enable less expensive and
faster comparisons between alternative systems.

The adaptive tutoring community has tacitly adopted conventions for evalu-
ating tutoring systems [4]. Researchers often evaluate their models with classifi-
cation evaluation metrics that assess the student model component of the tutor-
ing system— student models are the subsystems that forecast whether a learner
will answer the next item correctly. However, automatic evaluation metrics are
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intended to measure an outcome of the end user. For example, the PARADISE [9]
metric used in spoken dialogue systems correlates to user satisfaction scores. We
are not aware of evidence that supports that classification metrics correlate with
learning outcomes; yet there is a growing body of evidence [2, 5] that suggests
serious problems with them. For example, classification metrics ignore that an
adaptive system may not help learners— which could happen with a student
model with a flat or decreasing learning curve [1, 8]. A decreasing learning curve
implies that student performance decreases with practice; this curve is usually
interpreted as a modeling problem, because it operationalizes that learners are
better off with no teaching.

We study a novel formulation of the Theoretical Evaluation of Adaptive
Learning Systems (Teal) [5] evaluation metric. The importance of evaluation
metrics is that they help practitioners and researchers quantify the extent that
a system helps learners.

2 Theoretical Evaluation of Adaptive Learning Systems

In this section, we just briefly summarize Teal and do not compare it with a re-
lated method called ExpOppNeed [7]. Teal assumes the adaptive tutoring system
is built using a single-skill Knowledge Tracing Family model [3, 6]. Knowledge
Tracing uses a Hidden Markov Model (HMM) per skill to model the student’s
knowledge as latent variables. It models whether a student applies a practice
opportunity of a skill correctly. The latent variables are used to model the latent
student proficiency, which is often modeled with a binary variable to indicated
mastery of the skill.

To use Teal on data collected from students, we first train a model using an
algorithm from the Knowledge Tracing family, then we use the learned parame-
ters to calculate the effort and outcome for each skill.

– Effort: Quantifies how much practice the adaptive tutor gives to students.
In this paper we focus on counting the number of items assigned to students
but, alternatively, amount of time could be considered.

– Outcome: Quantifies the performance of students after adaptive tutoring.
For simplicity, we operationalize performance as the percentage of items that
students are able to solve after tutoring. We assume that the performance
on solving items is aligned to the long-term interest of learners.

Algorithm 1 describes our novel formulation. Teal calculates the expected
number of practice that an adaptive tutor gives to students. We assume that the
tutor stops teaching a skill once the student is very likely to answer the next
item correctly according to a model from the Knowledge Tracing Family [6]. The
adaptive tutor teaches an additional item if two conditions hold: (i) it is likely
that the student will get the next item wrong— in other words, the probability
of answering correctly the next item is below a threshold τ ; and (ii) the tutor
has not decided to stop instruction already.

The inputs of Teal are:
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– Real student performance data from m students practicing a skill. Data from
each student is encoded into a sequence of binary observations of whether
the student was able to apply correctly the skill at different points in time.

– A threshold τ ∈ {0 . . . 1} that indicates when to stop tutoring. We opera-
tionalize this threshold as the target probability that the student will apply
the skill correctly.

– A parameter T that indicates the number of practice opportunities each of
the simulated students will practice the skill.

Algorithm 1 Teal algorithm for models with one skill per item
Require: real student data y(1) . . .y(m), threshold τ , # of simulated time steps T
1: function Teal
2: θ ← Knowledge Tracing(y(1) . . .y(m))
3: e← { }
4: s← { }
5: for ŷ ∈ get simulated student(θ, T ) do:
6: e← calculate effort(ŷ, θ, τ)
7: if e < T then
8: s← calculate score(ŷ, e)
9: else

10: s← imputed value
return mean(e), mean(s)

Teal learns a Knowledge Tracing model from the data collected from real
students interacting with a tutor. Our new formulation uses simulated learners
sampled from the Knowledge Tracing parameters. This enables us to decide how
many simulated students to generate. Our original formulation required 2m se-
quences to be generated, which can quickly become computationally intractable.
If an approximate solution is acceptable, our novel formulation allows more ef-
ficient calculations of Teal. Teal quantifies the effort and outcomes of students
in adaptive tutoring. Even though measuring effort and outcomes is not novel
by itself, Teal’s contribution is measuring both without a randomized trial. Teal
quantifies effort as how much practice the tutor gives. For this, we count the
number of items assigned to students. For a single simulated student, this is:

calculate effort(y1, . . . , yT , θ, τ) ≡ arg min
t

p(yt|y1 . . . yt−1, θ) > τ (1)

The threshold τ implies a trade-off between student effort and scores and re-
sponds to external expectations from the social context. Teal operationalizes the
outcome as the performance of students after adaptive tutoring as the percentage
of items that students are able to solve after tutoring:

calculate score(y1, . . . , yT , e) ≡
∑
t=e

δ(yt, correct)
T − e

(2)
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Here, δ(·, ·) is the Kronecker function that returns 1 iff its arguments are equal.

3 Discussion

Simulation enables us to measure effort and outcome for a large population
of students. Previously, we required Teal to be computed exhaustively on all
student outcomes possibilities. We relax the prohibitively expensive requirement
of calculating all student outcome combinations. Our contribution is that Teal
can be calculated with a simulated dataset size that is large yet tractable.
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Abstract. Problems with many solutions and solution paths are on the
frontier of what non-programmers can author with existing tutor au-
thoring tools. Popular approaches such as Example Tracing, which al-
low authors to build tutors by demonstrating steps directly in the tutor
interface. This approach encounters difficulties for problems with more
complex solution spaces because the author needs to demonstrate a large
number of actions. By using SimStudent, a simulated learner, it is pos-
sible to induce general rules from author demonstrations and feedback,
enabling efficient support for complexity. In this paper, we present a
framework for understanding solution space complexity and analyze the
abilities of Example Tracing and SimStudent for authoring problems in
an experimental design tutor. We found that both non-programming ap-
proaches support authoring of this complex problem. The SimStudent
approach is 90% more efficient than Example Tracing, but requires spe-
cial attention to ensure model completeness. Example Tracing, on the
other hand, requires more demonstrations, but reliably arrives at a com-
plete model. In general, Example Tracing’s simplicity makes it good for a
wide range problems, a reason for why it is currently the most widely used
authoring approach. However, SimStudent’s improved efficiency makes it
a promising non-programmer approach, especially when solution spaces
become more complex. Finally, this work demonstrates how simulated
learners can be used to efficiently author models for tutoring systems.

Keywords: Tutor Authoring, Intelligent Tutoring Systems, Cognitive
Modeling, Programming-by-Demonstration

1 Introduction

Intelligent Tutoring Systems (ITSs) are effective at improving student learning
across many domains– from mathematics to experimental design [10, 13, 5]. ITSs
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also employ a variety of pedagogical approaches for learning by doing, includ-
ing intelligent novice [7], invention [12], and learning by teaching [9]. Many of
these approaches require systems that can model complex solution spaces that
accommodate multiple correct solutions to a problem and/or multiple possible
paths to each solution. Further, modeling complex spaces can be desirable ped-
agogically: student errors during problem solving can provide valuable learning
opportunities, and therefore may be desirable behaviors. Mathan and Koedingers
spreadsheet tutor provides experimental support for this view– a tutor that al-
lowed exploration of incorrect solutions led to better learning compared to one
that enforced a narrower, more efficient solution path [7]. However, building tu-
toring systems for complex solution spaces has generally required programming.
What options are available to the non-programmer? Authoring tools have radi-
cally reduced the difficulties and costs of tutor building [2, 6], and have allowed
authoring without programming. Through the demonstration of examples di-
rectly in the tutor interface, an author can designate multiple correct solutions,
and many correct paths to each solution. Yet, the capabilities of these tools for
authoring problems with complex solution spaces has never been systematically
analyzed.

In this paper, we define the concept of solution space complexity and, through
a case study, explore how two authoring approaches deal with this complexity.
Both approaches (Example Tracing and SimStudent) are part of the Cognitive
Tutor Authoring Tools (CTAT) [1]. Our case study uses the domain of introduc-
tory experimental design, as problems in this area follow simple constraints (only
vary one thing at a time), but solutions can be arbitrarily complex depending on
how many variables are in the experiment and how many values each can take.

2 Solution Space Complexity

Solution spaces have varying degrees of complexity. Our framework for examining
complexity considers both how many correct solutions satisfy a problem and how
many paths lead to each solution. Within this formulation, we discuss how easily
a non-programmer can author tutors that support many solutions and/or many
paths to a solution.

How might this formulation of complexity apply to an experimental design tu-
tor? Introductory problems in this domain teach the control of variables strategy
(only manipulating a single variable between experimental conditions to allow
for causal attribution) [3]. Due to the combinatorial nature of experiments (i.e.,
multiple conditions, variables, and variable values), the degree of complexity in
a particular problem depends on how it is presented. To illustrate, imagine that
students are asked to design an experiment to determine how increasing the heat
of a burner affects the melting rate of ice in a pot (see Figure 1). The following
tutor prompts (alternatives to the prompt in Figure 1) highlight how different
problem framings will affect the solution complexity:

One solution with one path Design an experiment to determine how increas-
ing the heat of a Bunsen burner affects the rate at which ice in a pot will
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Fig. 1. Experimental design tutor interface

melt by assigning the first legal value to the variables in left to right, top
down order as they appear in the table.

One solution and many paths Design an experiment to determine how in-
creasing the heat of a Bunsen burner affects the rate at which ice in a pot
will melt by assigning the first legal value to variables.

Many solutions each with one path Design an experiment to determine how
increasing the heat of a Bunsen burner affects the rate at which ice in a pot
will melt by assigning values to variables in left to right, top down order as
they appear in the table.

Many solutions with many paths Design an experiment to determine how
increasing the heat of a Bunsen burner affects the rate at which ice in a pot
will melt.

While these examples show that solution space complexity can be qualita-
tively changed (i.e., one solution vs. many solutions) by reframing a problem,
quantitative changes are also possible. For example, adding a fourth variable to
the interface in Figure 1 would require two more steps per solution path (setting
the variable for each condition), while adding another value to each variable in-
creases the number of possible options at each step of the solution path. As this
example illustrates, solution space complexity is not an inherent property of a
domain, but rather arises from an authors design choices.

3 Tutor Authoring

Our analysis focuses on the Cognitive Tutor Authoring Tools (CTAT), as CTAT
is the most widely used tutor authoring tool and the approaches it supports are
representative of authoring tools in general [2]. CTAT supports non-programmers
in building both tutor interfaces and cognitive models (for providing feedback).
Cognitive models can be constructed with Example Tracing or SimStudent. In
this section, we step through how Example-Tracing and SimStudent approaches
would be applied by non-programmers to the experimental design task, using the
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interface shown in Figure 1. Further, we discuss the features of each approach
for handling solution space complexity in the context of this example.

3.1 Example Tracing

When building an Example-Tracing tutor in CTAT, the author demonstrates
correct solutions directly in the tutoring interface. These demonstrated steps
are recorded in a behavior graph. Each node in the behavior graph represents a
state of the tutoring interface, and each link represents an action that moves the
student from one node to another. In Example Tracing each link is produced as a
result of a single action demonstrated directly in the tutor interface; many legal
actions might be demonstrated for each state, creating branches in the behavior
graph.

Figure 2 shows an example of our experimental design tutor interface and
an associated behavior graph. The particular prompt chosen has 8 solutions and
many paths to each solution. These alternative paths correspond to different
orders in which the variables in the experimental design can be assigned. The
Example-Tracing approach allows authors to specify that groups of actions can
be executed in any order. In the context of our example, this functionality allows
the author to demonstrate one path to each of the 8 unique solutions (these
8 paths are visible in Figure 2) and then specify that the actions along that
path can be executed in any order. Unordered action groups are denoted in the
behavior graph by colored ellipsoids.

Fig. 2. An experimental design tutor (right) and its associated behavior graph (left).
This tutor supports students in designing an experiment to test the effect of heat on
a dependet variable. The correct answer is to pick two different values for the “Heat”
variable and to hold the values constant for other variables.

Once a behavior graph has been constructed for a specific problem (e.g. de-
termine the effect of heat on ice melting), that behavior graph can be generalized
to other problems (e.g. determine the effect of sunlight on plant growth) using
mass production. The mass production feature allows the author to replace spe-
cific values in the interface with variables and then to instantiate an arbitrary
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number of behavior graphs with different values for the variables. This approach
is powerful for supporting many different problems that have identical behavior
graph structure, such as replacing all instances of “heat” with another variable,
“sunlight”. However, if a problem varies in the structure of its behavior graph,
such as asking the student to manipulate a variable in the second column instead
of the first (e.g., “lid” instead of “heat”), then a new behavior graph would need
to be built to reflect the change in the column of interest.

How efficient is Example Tracing in building a complete cognitive model for
the experimental design problem? The complete model consists of 3 behavior
graphs (one for each of the three variable columns that could be manipulated).
Each graph took 56 demonstrations and required 8 unordered action groups to be
specified. Thus, the complete cognitive model required 168 demonstrations and
24 unordered group specifications. Using estimates from a previously developed
Keystroke-Level Model [6], which approximates the time needed for an error-free
expert to perform each interface action, we estimate that this model would take
about 27 minutes to build using Example Tracing. Notably, the ability to specify
unordered action groups offers substantial efficiency gains - without it, authoring
would take almost 100 hours. Furthermore, with mass production, this model
can generalize to any set of authored variables.

3.2 SimStudent

While the Example-Tracing behavior graph creates links from user demonstra-
tions, the SimStudent system extends these capabilities by inducing production
rule models from demonstrations and feedback (for details on this rule induction
see [8]). In the experimental design tutor, SimStudent might learn a rule that
sets one of the variables to an arbitrary value when no values for that variable
have been assigned. Then, it might learn different rules for setting a variables
second value based on whether or not it is being manipulated.

Authoring with SimStudent is similar to Example Tracing in that SimStu-
dent asks for demonstrations when it does not know how to proceed. However,
when SimStudent already has an applicable rule, it fires the rule and shows the
resulting action in the tutor interface. It then asks the author for feedback on
that action. If the feedback is positive, SimStudent may refine the conditions
of its production rules before continuing to solve the problem. If the feedback
is negative, SimStudent will try firing a different rule. When SimStudent ex-
hausts all of its applicable rules, it asks the author to demonstrate a correct
action. Figure 3 shows how SimStudent asks for demonstrations and feedback.
When authoring with SimStudent, the author does not have to specify rule or-
der - as long as a rule’s conditions are satisfied, it is applicable. Authoring with
SimStudent produces both a behavior graph (of the demonstrations and actions
SimStudent took in the interface) and a production rule model.

To evaluate the efficiency of the SimStudent approach we constructed a com-
plete model for the experimental design tutor. It can be difficult to determine
when a SimStudent model is correct and complete from the authoring interac-
tions alone. In most cases the SimStudent model is evaluated with set of held-out
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Fig. 3. SimStudent asking for feedback (left) and for a demonstration (right).

test problems (i.e., unit tests). However, in this case the learned rules were sim-
ple enough to evaluate by direct inspection. We noticed that SimStudent learned
one correct strategy, but had not explored other solutions. This is typical of Sim-
Student - once it learns a particular strategy it applies it repeatedly. Therefore,
authors must give it additional demonstrations of alternative paths. With the
experimental design tutor, we noticed that SimStudent was always choosing the
first value for non-manipulated variables, so we gave it additional demonstra-
tions where non-manipulated variables took values besides those demonstrated
on the initial run.

Ultimately, SimStudent acquired a complete model after 7 demonstrations
and 23 feedback responses. Using the same Keystroke-Level Model from [6], we
estimate that building a cognitive model using SimStudent would take an error-
free expert about 2.12 minutes – much shorter than Example Tracing. Like
Example Tracing, the model produced by SimStudent can work with arbitrary
variables. Unlike Example Tracing, the learned model can work for unauthored
variables; for example, students could define their own variables while using the
tutor. This level of generality could be useful in inquiry-based learning envi-
ronments [4]. Finally, if another variable column was added to the tutor, the
SimStudent model would be able to function without modification. For Exam-
ple Tracing, such a change would constitute a change to the behavior graph
structure, so a completely new behavior graphs would need to be authored to
support this addition.

4 Discussion

Both Example Tracing and SimStudent can create tutors for problems with
complex solution spaces. However, our analysis shows that the two approaches

AIED 2015 Workshop Proceedings - Vol 5 131



differ in terms of their efficiency and, as a result, how many solutions and paths
they can handle in practice.

First, the Example-Tracing approach worked very well, even though the ex-
perimental design problems have a combinatorial structure. In particular, un-
ordered action groups and mass production drastically reduced the number of
demonstrations needed to cover the solution space, 168 vs. 40,362. The simplic-
ity of Example Tracing combined with the power afforded by these features is
likely why Example Tracing is the most widely used authoring approach today
[2].

The SimStudent approach was more efficient than Example Tracing (approx.
2.12 vs. 27 minutes), but this comparison requires several caveats. The machine
learning mechanisms of SimStudent generalize demonstrations and feedback into
rules, which allows SimStudent to only model unique actions and the conditions
under which they apply. However, this means SimStudent may not acquire a
complete model. In the experimental design case study, SimStudent at first only
learned that non-manipulated variables take their first value (rather than any
value that is constant across conditions). In general, this problem arises when
SimStudent acquires a model that can provide at least one correct solution for
any problem. In these situations, it never prompts an author to provide alter-
native demonstrations; leading an unsuspecting author to create an incomplete
model. A related complication is determining when the SimStudent model is
complete. While determining the completeness of models in both Example Trac-
ing and SimStudent can be difficult, authors must attempt to infer completeness
from SimStudent’s problem solving performance– a method that can be rather
opaque at times. Thus, an open area for simulated learning systems is how best
to evaluate the quality of learned models.

Fig. 4. How the space of solution space complexity is handled by existing non-
programmer authoring approaches.
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Overall our findings, when paired with those of previous work [6], suggest
an interpretation depicted in Figure 4. In this figure the potential space of com-
plexity is depicted in terms of number of unique solutions and number of paths
per solution. The inner region denotes the area of the complexity space where
we believe Example Tracing will maximize non-programmers’ authoring utility.
This region is skewed towards a higher number of paths, owing to Example
Tracing’s capacity to specify unordered actions. This portion of the complexity
space contains many of the tutors that have already been built using Example
Tracing [2]. As the complexity of a problem’s solution space increases, Example
Tracing becomes less practical (though still capable) and SimStudent becomes
a more promising option, despite the caveats for using it. SimStudent’s power
of rule generalization gives it the ability to deal with more paths and unique
solutions with less author effort, however, these capabilities come with the risk
of producing incomplete models (without the author being aware).

Notably missing in the figure is any coverage of the upper right quadrant.
This area would be a fruitful place to direct future work that supports non-
programmers in authoring problems with many solutions with many paths. In
particular, simulated learning systems might be extended to give non-programmers
access to this portion of the space. One existing approach for dealing with highly
complex solution spaces is to only model the aspects of the space that students
are most likely to traverse. For example, work by Rivers and Koedinger [11] has
explored the use of prior student solutions to seed a feedback model for intro-
ductory programming tasks. As it stands this area can only be reached using
custom built approaches and would benefit from authoring tool research.

One limitation of our current approach is the assumption that there is a body
of non-programmers that wants to build tutors for more complex problems. Our
analysis here suggests that there is an open space for non-programming tools
that support highly complex solution spaces, but it is less clear that authors
have a desire to create tutors in this portion of the space. A survey of authors
interested in building complex tutors without programming would help to shed
light on what issues non-programmers are currently having in building their
tutors. It is important that such a survey also include the perspective of those
outside the normal ITS community to see if there are features preventing those
who are interested from entering the space.

From a pedagogical point of view, it is unclear how much of the solution
space needs to be modeled in a tutor. Waalkens et al. [16] have explored this
topic by implementing three versions of an Algebra equation solving tutor, each
with progressively more freedom in the number of paths that students can take
to a correct solution. They found that the amount of freedom did not have
an effect on students learning outcomes. However, there is evidence that the
ability to use and decide between different strategies (i.e. solution paths) is
linked with improved learning [14]. Further, subsequent work [15] has suggested
that students only exhibit strategic variety if they are given problems that favor
different strategies. Regardless of whether modeling the entire solution space is
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pedagogically necessary, it is important that available tools support the ability to
model complex spaces so that these research questions can be further explored.

5 Conclusion

The results of our analysis suggest that both the Example Tracing and Sim-
Student authoring approaches are promising methods for non-programmers to
create tutors even for problems with many solutions with many paths. More
specifically, we found that SimStudent was more efficient for authoring a tutor
for experimental design, but authoring with SimStudent had a number of caveats
related to ensuring that the authored model was complete. In contrast, Example
Tracing was simple to use and it was clear that the authored models were com-
plete. Overall, our analysis shows that Example Tracing is good for a wide range
of problems that non-programmers might want to build tutors for (supported
by its extensive use in the community [2]). However, the SimStudent approach
shows great promise as an efficient authoring approach, especially when the so-
lution space becomes complex. In any case, more research is needed to expand
the frontier of non-programmers’ abilities to author tutors with complex solution
spaces.

Finally, this work demonstrates the feasibility and power of utilizing a simu-
lated learning system (i.e., SimStudent) to facilitate the tutor authoring process.
In particular authoring tutors with SimStudent took only 10% of the time that it
took to author a tutor with Example-Tracing, a non-simulated learner approach.
Educational technologies with increasingly complex solution spaces are growing
in popularity (e.g. educational games and open-ended learning environments),
but current approaches do not support non-programmers in authoring tutors
for these technologies. Our results show that simulated learning systems are a
promising tool for supporting these non-programmers. However, more work is
needed to improve our understanding of how simulated learners can contribute
to the authoring process and how the models learned by these systems can be
evaluated.
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Abstract. We discuss methods for evaluating simulated learners associated with four different scientific 
and practical goals for simulated learners. These purposes are to develop a precise theory of learning, to 
provide a formative test of alternative instructional approaches, to automate authoring of intelligent tu-
toring systems, and to use as a teachable agent for students to learn by teaching.  For each purpose, we 
discuss methods for evaluating how well a simulated learner achieves that purpose. We use SimStudent, 
a simulated learner theory and software architecture, to illustrate these evaluation methods. We de-
scribe, for example, how SimStudent has been evaluated as a theory of student learning by comparing, 
across four domains, the cognitive models it learns to the hand-authored models. The SimStudent-
acquired models yield more accurate predictions of student data in the three of the four domains.  We 
suggest future research into more directly evaluating simulated learner predictions of the process of 
student learning. 

Keywords: simulated learners, cognitive models, learning theory, instructional theory 

1 Introduction 

When is a simulated learner a success?  We discuss different approaches to evaluating simulated learners.  
Some of these evaluation approaches are technical in nature, whether or how well a technical goal has been 
achieved, and some are empirical, whereby predictions from the simulated learner are compared against 
data.  These approaches can be framed within the different goals and uses for simulated learners. Table 1 
summarizes four purposes for developing simulated learners. 

Table 1.   Scientific and Practical Goals for Simulated Learners (SLs) 

1. Precise Theory.  Use SLs to develop and articulate precise theory of student learning in a replicable and un-
ambiguous computational form.  
a. Cognitive Model. Create theories of domain expertise 
b. Error Model. Create theories of student domain misconceptions 
c. Prior Knowledge. Create theories of how different prior knowledge changes the nature and effective-

ness of learning 
d. Learning Process. Create theories of change in student knowledge and performance 

2. Instructional Testing.  Use SLs as a “crash test” to evaluate and compare different instructional approaches 
on how well they facilitate learning. 

3. Automated Authoring.  Use SLs to automate the development of the expert component or cognitive model of 
an intelligent tutoring system. 

4. Teachable Agent.  Use SLs as a teachable agent or peer learner inside an instructional system to directly aid 
student learning. 

 
Some of these goals have been pursued in prior simulated learner research. For example, [1] proposed 

the use of a simulated learner for instructional testing (#2 in Table 1). More specifically, he used “pseudo-
students” during the design process for a formative evaluation of instruction to detect design defects.  
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Different evaluation approaches are appropriate for the different goals indicated in Table 1. In later sec-
tions, we discuss these evaluation approaches for each of the four main goals. But first, we introduce, Sim-
Student, the simulated learner system we have developed. 

1.1 SimStudent: A Simulated Learner Theory and Software Architecture 

We use SimStudent [2,3] as a running example to illustrate the evaluation techniques we discuss.  SimStu-
dent is a simulated learner system and theory in the class of adaptive production systems as defined by [4].  
As such, it is similar to cognitive architectures such as ACT-R [5], Soar [6], and Icarus [7].  It is distinctive 
in its focus on modeling learning of complex academic topics, such as math, science, and language learn-
ing, and in its focus on inductive knowledge level learning [8]. SimStudent learns from a few primary 
forms of instruction, including examples of correct actions, skill labels on similar actions (which cue, but 
do not guarantee, learning and use of the same production rule), clues for what information in the interface 
to focus on to infer a next action, and finally yes-or-no feedback on actions performed by SimStudent.   

To tutor SimStudent, the author first enters a problem in the tutoring interface (e.g., the “2x = 8” in the 
first row of Figure 1). SimStudent then attempts to solve the problem by applying productions learned so 
far. If an applicable production is found, the production application is visualized as a step in the behavior 
recorder represented as a new state-edge pair like the one shown in the bottom left of Figure 1. The author 
then provides correctness feedback on the step performed by SimStudent. When there are multiple applica-
ble productions SimStudent shows the author all corresponding production applications and obtains cor-
rectness feedback on each. 

 

 
Fig. 1. After creating an interface (shown at top) and entering a problem (“2x=8”), teaching of SimStudent occurs 
either by giving yes-or-no feedback when SimStudent attempts a step or by demonstrating a correct step when SimStu-
dent cannot (e.g., “divide 2”). SimStudent induces production rules from demonstrations (example shown on right) for 
each skill label (e.g., “divide” or “div-typein” shown on left). It refines productions based on subsequent positive 
(demo or yes feedback) or negative (no feedback) examples. 

If no correct production application is found, then SimStudent asks the author to demonstrate the next 
step directly in the interface. When providing a demonstration, the author first specifies the focus of atten-
tion (i.e. input fields relevant to the current step) by double-clicking the corresponding interface elements, 
for example, the cells containing “2x” and “8” in Figure 1. The author then takes action using the relevant 
information (e.g., entering “divide 2” in Figure 1). The demonstrated step is visualized in the behavior 
graph. Finally, the author specifies the skill name by clicking on the newly added edge of the behavior 
graph. A small dialogue box appears to enter a skill name. This skill label is used to guide SimStudent’s 
learning and to make the models acquired by SimStudent more interpretable (i.e., to give them human read-
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able names). Generally speaking, authors could model a single observable step (i.e., an edge in the behavior 
graph) with a chain of production-rule applications. However, when using SimStudent to author an expert 
model, SimStudent generates a single production rule per each observable step. 

SimStudent learns production rules from the author’s demonstrations and feedback using three machine-
learning mechanisms: how, where, and when learning. When given a new demonstration (i.e., a positive 
example of a rule), SimStudent uses its how learner to explain the demonstration and produces a general 
composition of functions that replicate the demonstrated steps and ones like it. For example, in Figure 1, 
when given the demonstration “divide 2” for the problem 2x=8, SimStudent induces (or “guesses”)  that the 
result of the “get-first-integer-without-sign” function when applied to left side of the problem and appended 
to the word “divide” explains the demonstration. This general sequence can then be used on novel problems 
(e.g., 4x=12 -> divide 4).  

After an action sequence has been discovered, SimStudent uses its where learner to identify a general-
ized path to the focuses of attention in the tutor interface; e.g., to the left and right sides of the equation or 
to the next step input field. For the example in Figure 1, the where learner discovers retrieval paths for the 
three cells in the first column. These paths are generalized as more positive examples are acquired for a 
given rule.  For example, when the author demonstrates the application of the divide rule shown in Figure 1 
to the second row of the equation table, then the production’s retrieval path might be generalized to func-
tion over any row in the equation table (rather than just the first two rows).  

Finally, after learning an action sequence and general paths to relevant information, SimStudent uses its 
when learning to identify the conditions under which the learned production rule produces correct actions. 
For the example in Figure 1, SimStudent learns that this rule can only be correctly applied when one side of 
the equation has a coefficient. In situations when SimStudent receives positive and negative feedback on its 
rule applications, it uses the when learner to update the conditions on the rules. Thus, the how and where 
learners primarily use positive examples and the when learner uses both positive and negative examples. 

SimStudent is also capable of learning the representation of the chunks (object attribute structures) that 
make up the production system working memory and are the informational basis on which productions are 
learned.  It does so using an unsupervised grammar induction approach [3].  This feature particularly sets it 
apart from the other production rule learning systems mentioned above. 

2 Evaluating Simulated Learners as Theories of Learning 

It is helpful to distinguish a general theory of learning from a human-specific theory of student learning.  
We focus primarily on a theory of human student learning as it is most relevant to the education goals of 
the field of AI in Education. However, it is worth mentioning that there are evaluation criteria for a general 
learning theory, such as how quickly (e.g., in number of examples or time) and independently (e.g., with 
less supervision) learning takes and how general and accurate is the performance (e.g., problem solving or 
inference capability) of the resulting expert system. These criteria, then, provide guidance for comparative 
evaluations of general theories of learning.  It is reasonable to consider as a better theory of learning one 
that produces improvements over a competing theory on any of speed, independence, generality, or accura-
cy without harming any of the others. In [9], for instance, Tenenbaum, Griffiths and Kemp have argued that 
hierarchical Bayesian models are better models of learning than other classification or neural network mod-
els because they can learn as well with fewer examples. (Note: If one suggests that a model is better be-
cause humans are able to learn with fewer examples, then one is moving into the realm of a human-specific 
theory of learning.) 

While not necessary to evaluate general theories of learning, to evaluate the validity of theories of stu-
dent learning, it is critical that the simulated learner be compared with student data.  This data may involve 
student correct performance, incorrect performance, performance across tasks, and changes in performance 
over time.  The data may be qualitative or quantitative. 

2.1 Good Student Learning Theory Should Generate Accurate Cognitive Models 

A student learning theory should produce the kind of expertise that human students acquire.  In other 
words, the result of teaching a simulated learner should be a cognitive model of what a human student 
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knows after instruction and should behave as a human student does after instruction.  For this kind of eval-
uation of a simulated learner, the issue reduces to the question of how to evaluate a cognitive model.  In 
[10], we proposed six constraints to evaluate the quality of a cognitive model.  These were labeled 1) solu-
tion sufficiency, 2) step sufficiency, 3) choice matching, 4) computational parsimony, 5) acquirability, and 
6) transfer. The first two are empirical and qualitative: Is the cognitive model that the SL acquires able to 
solve tasks in the domain of interest and does it do so with steps that are consistent with human students? 
The third is quantitative: Does the frequency of strategy use and common error categories generated by the 
cognitive model on different tasks correspond with the frequency of strategy use and common error catego-
ries exhibited by human students on those tasks? The last three are rational in character, involving inspec-
tion of the cognitive model (or contrasting models) to judge whether it is (they are) not unnecessarily com-
plex (#4), can be plausibly learned (#5), and implies transfer through overlap in knowledge components 
that apply across tasks (#6). 

These constraints were designed to evaluate cognitive models developed by hand (e.g., by a scientist 
writing an expert system), but in the case that the model is generated by a simulated learner, the acquirabil-
ity constraint (#5) is naturally achieved.  The components of the cognitive models can be plausible because 
the SL does, in fact, learn them. If the cognitive model that is produced can solve tasks in the domain, for 
example, a simulated learner trained on algebra equations can solve equations, then the solution sufficiency 
constraint (#1) is met.  If it solves them using the kinds of intermediate steps that match the kinds of steps 
in student solutions, for example, it performs its solution in a step-based tutoring system interface, then the 
step sufficient constraint (#2) is met.   

How, then, can the remaining choice matching (#3), parsimony (#4), and transfer (#6) constraints be 
evaluated?  In [11], we employed an approach that provides much of what is needed. This approach em-
ploys educational data mining and, in particular, evaluates the accuracy of a cognitive model by the so-
called “smooth learning curve” criteria [cf., 12,13]. Using a relatively simple statistical model of how in-
structional opportunities improve the accuracy of knowledge, this approach can measure and compare cog-
nitive models in terms of their accuracy in predicting learning curve data.  To employ the statistical model 
fit, the cognitive model is simplified into a “Q matrix”, which encodes a mapping from each observed task 
students perform (e.g., answering a question or entering a step in a problem solving) to the knowledge 
components that are hypothesized to be needed to successfully perform that task.  Different cognitive mod-
els produce different Q matrices and different levels of predictive accuracy in fitting student learning curve 
data (measured, for example, by the root mean squared error on held-out data in cross validation). For any 
appropriate dataset uploaded into DataShop (learnlab.org/DataShop), the website allows users to edit and 
upload alternative cognitive models (in the Q matrix format), automatically performs statistical model fits, 
renders learning curve visualizations, and displays a ranking ordering of the models in terms of their pre-
dictive accuracy [14]. 

In [11], this approach was used to evaluate the empirical accuracy of the cognitive models that SimStu-
dent learns as compared to hand-authored cognitive models.  SimStudent was tutored in four domains: 
algebra, fractions, chemistry, and English grammar, in which we had existing human data and existing 
hand-authored cognitive models (see Figure 2).  In each domain SimStudent induced, from examples and 
from practice with feedback, both new chunk structures to represent the organization (or “grammar”) of the 
perceptual input in each domain and new production rules that solve problems (e.g., add two fractions) or 
make decisions (e.g., select when to use “the” or “a” in English sentences) in each domain. In each case, 
the production rules that SimStudent acquired were converted into the Q matrix format whereby a produc-
tion (the columns of the Q matrix) is indicated as needed (entering a 1 rather than a 0 in the matrix) for a 
task (the rows of the Q matrix) if SimStudent uses that production to succeed on that task.  Then the 
DataShop cognitive model comparison was employed to compare whether these models fit student learning 
curve data better than the hand-authored cognitive models do.   

In all four domains, the SimStudent-acquired cognitive models made distinctions not present in the 
hand-authored models (e.g., it had two different production rules across tasks for which the hand-authored 
model had one) and thus it tended to produce models with more knowledge components (as shown in Table 
2).  For example, SimStudent learned two different production rules for the typical last step in equation 
solving where one production covered typical cases (e.g., from 3x = 12 the student should “divide by 3”) 
and another covered a perceptually distinct special case (e.g., from -x = 12 the student should divide by -1). 
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Fig. 2. Four domains in which SimStudent has been tutored and for which we have student learning data. 

In all four domains, at least some of these distinctions improved the accuracy of fit to the learning curve 
data for the relevant tasks.  Continuing the example, the SimStudent-acquired cognitive model in algebra 
leads to better accuracy because real students had a much higher error rate on tasks like -x=12 (where the 
coefficient, -1, is implicit) than on tasks like 3x=12 (where the coefficient, 3, is explicitly visible).  More 
generally, in one domain (Fraction Addition, see Table 2), the SimStudent-acquired cognitive model failed 
to make a key distinction present in the hand-authored model and thus, while better in some cases, its over-
all fit was worse.  In the three other domains (see Table 2), the SimStudent-acquired cognitive models were 
all found to be more accurate than the hand-authored cognitive models.  

Table 2. A comparison of human-generated and SimStudent-discovered models. The columns on the left show the 
number of productions rules in the cognitive models and the columns on the right show the root mean squared error of 
the models for predicting held-out student learning data in cross validation. 

 Number of Production Rules Cross-Validated RMSE 
Human-

Generated 
 Model 

SimStudent 
Discovered 

 Model 

Human-
Generated 

      Model 

SimStudent 
Discovered 

Model 
Algebra 12 21 0.4024 0.3999 
Stoichiometry 44 46 0.3501 0.3488 
Fraction Addition 8 6 0.3232 0.3343 
Article selection 19 22 0.4044 0.4033 

 
In other words, this “smooth learning curve” method of evaluation can provide evidence that a simulated 

learner, SimStudent in this case, is a reasonable model of student learning in that it acquires knowledge at a 
grain size (as represented in the components of the cognitive model) that is demonstrably consistent with 
human data.  

One limitation of this approach is that it indirectly compares a simulated learner to human learners 
through the process of fitting a statistical model.  In the case of algebra, for example, SimStudent’s acquisi-
tion of two different productions for tasks of the form Nx=N versus tasks of the form -x=N gets translated 
into a prediction that student performance will be different in these situations, but the not direction of the 
difference.  It is process of estimating the parameters of the statistical model that yields the prediction for 
which of these task categories (Nx=N or -x=N) will be harder. A more direct comparison would not use an 
intermediate statistical model fit.  It would require the simulated learner to not only produce a relevant 
distinction, but to make a prediction of student performance differences, such as whether it takes longer to 
successfully learn some kinds of tasks than others. Such an evaluation approach is discussed in section 2.3. 
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2.2 Good Student Learning Theory Should Generate Errors that Match Student Errors and Test 
Prior Knowledge Assumptions  

As a model of student learning, a good simulated learner should not only produce accurate performance 
with learning, but should also produce the kinds of errors that students produce [cf.,15].  Thus, another way 
to evaluate a simulated learner is compare the errors it generates with student errors. 

One theory of student errors is that students learn incorrect knowledge (e.g., incorrect production rules 
or schemas) from correct example-based instruction due to the necessary fallibility of inductive learning 
processes.  A further hypothesis is that inductive learning errors are more likely when students have “weak” 
(i.e., more domain general) rather than “strong” (i.e., more domain specific) prior knowledge.  With weak 
prior knowledge, students may interpret examples shallowly, paying attention to more immediately per-
ceived surface features, rather than more deeply, by making domain-relevant inferences from those surface 
features. Consider example-based instruction where a student is given the equation “3x+5 = 7” and told that 
“subtract 5” from both sides is a good next step.  A novice student with weak prior knowledge might inter-
pret this example shallowly, as subtracting a number (i.e., 5) instead of more deeply, as subtracting a term 
(i.e., +5).  As a consequence, the student may induce knowledge that produces an error on a subsequent 
problem, such as “4x-2=5” where they subtract 2 from both sides. Indeed, this error is a common one 
among beginning algebra students.   

In [16], we evaluated SimStudent by comparing induction errors it makes with human student errors.  
More specifically, we evaluated the weak prior knowledge hypothesis expressed above.  We conducted a 
simulation study by having multiple instances of SimStudent get trained by Cognitive Tutor Algebra I.  We 
compared SimStudent behaviors with actual student data from the Cognitive Tutor’s logs of student inter-
actions with the system. When SimStudent starts with weak prior knowledge rather than strong prior 
knowledge, we found that it learns more slowly, that is, the accuracy of learned skills is lower given the 
same amount of training or the amount of training needed to reach the same level of accuracy is greater.  
More importantly, we found that SimStudent’s ability to predict student errors increased significantly when 
given weak rather than strong prior knowledge.  In fact, the errors generated by SimStudent with strong 
prior knowledge were almost never the same kinds of errors commonly made by real students.  

In addition to illustrating how a simulated learner can be evaluated by comparing its error generation to 
human errors, the above example illustrates how a simulated learner can be used to test assumptions about 
what prior knowledge students bring to their learning environments.  The study above showed that novice 
algebra students do not have strong prior knowledge, particularly of the grammatical elements of equations, 
such as terms and coefficients.  Thus, the SimStudent provides a theoretical explanation not only of com-
mon student error patterns, but also of empirical results (e.g., Booth and Koedinger, 2008) showing correla-
tions between tasks measuring prior knowledge (e.g., identify the negative terms in “3x - 4 = -5 - 2x”) and 
subsequent learning of target skills (e.g., solving algebra equations).  

Some previous studies of students’ errors focus primarily on a descriptive theory to explain why students 
made particular errors, for example, repair theory [15], the theory of bugs [18], and the theory of extrapola-
tion technique [19].  With simulated learners [cf., 15], we can better understand the process of acquiring the 
incorrect skills that generate errors. The precise understanding that computational modeling of learning 
facilitates provides us with insights into designing better learning environments that anticipate and prevent 
or quickly remedy error formation.  

2.3 Good Student Learning Theory Should Match Learning Process Data 

Matching a simulated learners performance to learning process data is similar to the cognitive model evalu-
ation discussed above in section 2.1. However, as indicated above, that approach has the limitation of being 
an indirect comparison with human data whereby there the fit to human data is, in a key sense, less chal-
lenging because it is mediated by a separate step parameter estimation of a statistical model.  A more direct 
comparison is, in simple terms, to match the behavior of multiple instances of a simulated learner (i.e., a 
whole simulated class) with the behavior of multiple students. The simulated learners interact with a tutor-
ing system (like one shown in Figure 2) just as a class of human students would and their behavior is 
logged just as human student data is. Then the simulated and human student data logs can be compared, for 
example, by comparing learning curves that average across all (simulated and human) student participants.  
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3 Evaluating Simulated Learners as Instruction Testers 

A number of projects have explored the use of a simulated learner to compare different forms of instruc-
tion.  VanLehn was perhaps the first to suggest such a use of a “pseudo student” [1].   MacLaren & 
Koedinger used a version of ACT-R’s utility learning mechanism to show that the simulated learner was 
often successful when given error feedback not only on target performance tasks (e.g., solving two-step 
equations), but also on shorter subtasks (e.g., one-step equations) [10]. Matsuda, Cohen & Koedinger used 
SimStudent to show better learning from giving it a combination of examples and problems to solve, than 
just giving it examples [2].  Li, Cohen & Koedinger showed that interleaving problem types is as good, or 
better, for learning than blocking problem types because interleaving provides better opportunities for de-
tecting and correcting generalization errors [20].  

Recall the distinction mentioned above between general learning theory and human learning theory.  
This distinction can be extended to separate a general theory of instruction from a theory of instruction 
relevant to human students.  For a general theory of instruction, it is of scientific interest to understand the 
effectiveness of different forms of instruction for different kinds of SL systems even if the SL is not (or not 
known to be) an accurate model of student learning.  Such understanding may be relevant to advancing 
applications of AI and is directly relevant to the issue of how an SL can be easily trained for purposes of 
automated ITS authoring, the topic of the next section. Such theoretical demonstrations may also have rele-
vance to a theory of human instruction as they may 1) provide theoretical explanations for instructional 
improvements that have been demonstrated with human learners or 2) generate predictions for what may 
(or may not) work (but has not yet been tried) with human students.  

However, these instructional conclusions can only be reliably extended to human learners when there is  
existing evidence that the simulated learner is an accurate model of student learning (see the prior section 
2). And ideally, the most reliable evaluation of a simulated learner as instructional tester is a follow-up 
random assignment experiment with human learners that demonstrates that the instructional form that was 
better for the simulated learners is also better for students.  In the examples given above, there is some rea-
sonable evidence that the simulated learners (or learning mechanisms) applied are accurate models of stu-
dent learning.  In many cases, there are past relevant human experiments.  However, in none of these cases 
was the ideal follow-up experiment performed. 

4 Evaluating Simulated Learners as ITS Authoring Tools 

In addition to their use as theories of learning and for testing instructional content, simulated learning sys-
tems can also be used to facilitate the authoring of Intelligent Tutoring Systems (ITS). In particular, once a 
simulated learner has been sufficiently trained, the cognitive model it learns can then be used directly as an 
expert model. Previous work, such as Example Tracing tutor authoring [21], has explored how models can 
be acquired by demonstration. However, by using a simulated learning system to induce general rules form 
the demonstrations more general models can be acquired more efficiently. For example, the use of SimStu-
dent as authoring tool is still experimental, but there is evidence that it may accelerate the authoring process 
and that it may produce more accurate cognitive models than hand authoring.  In one demonstration, [2] 
explored the benefits of a traditional programming by demonstration approach to authoring in SimStudent 
versus a programming by tutoring approach, whereby SimStudent asks for demonstrations only at steps in a 
problem/activity where it has no relevant productions and otherwise it performs a step (firing a relevant 
production) and asks the author for feedback as to whether the step is correct/desirable or not. They found 
that programming by tutoring is much faster, 13 productions learned with 20 problems in 77 minutes versus 
238 minutes in programming by demonstration. They also found that programming by tutoring produced a 
more accurate cognitive model whereby there were fewer productions that produced over-generalization 
errors. Programming by tutoring is now the standard approach used in SimStudent and its improved effi-
ciency and effectiveness over programming by demonstration follow from having SimStudent start per-
forming its own demonstrations.  Better efficiency is obtained because the author need only respond to each 
of SimStudent’s step demonstrations with a single click, on a yes or no button, which is much faster than 
demonstrating that step.  Better effectiveness is obtained because these demonstrations better expose over-
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generalization errors to which the author responds “no” and the system learns new IF-part preconditions to 
more appropriately narrow the generality of the modified production rule.  

In a second demonstration of SimStudent as an authoring tool, [22] compared authoring in SimStudent 
(by tutoring) with authoring example-tracing tutors in CTAT. Tutoring SimStudent has considerable simi-
larity with creating an example-tracing tutor except that SimStudent starts to perform actions for the author, 
which can be merely checked as desirable or not, saving the time it otherwise takes for an author to perform 
those demonstrations. That study reported a potential savings of 43% in authoring time by using SimStu-
dent to aid in creating example-tracing tutors. As mentioned before, the work by [11] has shown that the 
models acquired using SimStudent better fit the student data. Thus, using the SimStudent system to author 
a tutoring system allows for the efficient construction of empirically better models. 

5 Evaluating a Simulated Learner as a Teachable Agent 

Simulated learner systems can be more directly involved in helping students learn when they are used as a 
teachable agent whereby students learn by teaching [cf., 23].  Evaluating the use of a simulated learner in 
this form ideally involves multiple steps.  One should start with a simulated learner that has already re-
ceived some positive evaluation as a good model of student learning (see section 2). Then incorporate it 
into a teachable agent architecture and, as early and often as possible, perform pilot students with individu-
al students [cf., 24 on think aloud user studies) and revise the system design. Finally, for both formative 
and summative reasons, use random assignment experiments to compare student learning from the teacha-
ble agent with reasonable alternatives. 

Using SimStudent, we built a teachable agent learning environment, called APLUS, in which students 
learn to solve linear equations by teaching SimStudent [25] .  To evaluate the effectiveness of APLUS and 
advance the theory of learning by teaching, we conducted multiple in vivo experiments each with a specific 
hypotheses to test [25,26,27,28].  

Each of the classroom studies have been randomized controlled trials with two conditions controlling a 
single study variable.  For example, in one study [25], the self-explanation hypothesis was tested by having 
students justify their tutoring activities and decision making.  To test this hypothesis, we developed a ver-
sion of APLUS in which SimStudent occasionally asked “why” questions.  For example, when a student 
provided negative feedback to a step SimStudent performed, SimStudent asked, “Why do you think adding 
3 here on both sides is incorrect?”  Students were asked to respond to SimStudent’s questions either by 
selecting pre-specified menu items or entering a free text response. The results showed that the amount and 
the level of elaboration of the response had a reliable correlation with students’ learning measured by 
online pre- and post-tests.  

We also compared learning by teaching with other forms of instruction [28].  In this in vivo study, half 
of the students used APLUS and half used Cognitive Tutor Algebra I [29].  The results showed an aptitude-
treatment interaction such that students scoring in the low half on the pre-test may not be ready to benefit 
from learning by teaching -- they learned better using the Cognitive Tutor than using APLUS -- whereas 
students scoring in the high half of the pre-test learned more from APLUS (i.e., by teaching) than from the 
Cognitive Tutor (i.e., by being tutored).  

6 Conclusion 

We outlined four general purposes for simulated learners (see Table 1) and reviewed methods of evaluation 
that align with these purposes. To evaluate a simulated learner as a precise theory of learning, one can 
evaluate the cognitive model that results from learning, evaluate the accuracy of error predictions as well as 
prior knowledge assumptions needed to produce those errors, or evaluate the learning process, that is, the 
opportunity by opportunity changes in student performance over time.  To evaluate a simulated learner as 
an instructional test, one should not only evaluate the systems accuracy as a precise theory of student learn-
ing, but should also perform human experiment to determine whether the instruction that works best for 
simulated learners also works best for human students. To evaluate a simulated learner as an automated 
authoring tool, one can evaluate the speed and precision of rule production, the frequency of over-
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generalization errors and the fit of the cognitive models it produces. More ambitiously, one can evaluate 
whether the resulting tutor produces as good (or better!) learning than an existing tutor.  Similarly, to eval-
uate a simulated learner as a Teachable Agent, one can not only evaluate the features of a Teachable Agent 
system, but also perform experiments on whether students learn better with that system than with reasona-
ble alternatives. 

Simulated learner research is still in its infancy so most evaluation methods have not been frequently 
used.  There have been very few studies that have evaluated a simulated learner as an instructional tester by 
following up a predicted difference in instruction with a random assignment experiment using the same 
forms of instruction with real students.  We know of just one such study in which [29] first used an exten-
sion of the ACT-R theory of memory to simulate positive learning effects of an optimized practice schedule 
over a (highly recommended) spaced practice schedule. Next, he ran the same experiment with human stu-
dents and confirmed the benefits of the optimized practice schedule.  Such experiments are more feasible 
when the instruction involved is targeting simpler learning processes, such as memory, but will be more 
challenging as they target more complex learning processes, such as induction or sense making [cf., 31] 

As far as we know, there have been no studies evaluating the learning process of a simulated learner as 
we recommended in section 2.3.  Such evaluations would be particularly compelling demonstrations of the 
power of the simulated learner approach! 

As we argued in [32], the space of instructional choices is just too large, over 200 trillion possible forms 
of instruction, for a purely empirical science of learning and instruction to succeed.  We need parallel and 
coordinated advances in theories of learning and instruction and efforts to develop and evaluate simulated 
learners are fundamental to such advancement. 
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Abstract. Programming is one of the basic competences in computer
science, despite its importance, it is easy to find students with difficulties
to understand the concepts required to use this skill. Several researchers
report that the impossibility to achieve a quick and effective feedback, is
one of the motivators for the problematic scenario. The professor, even
when helped by the TAs, is not able to perform the reviews quickly, for
this activity requires a huge amount of time. Fast feedback is extremely
important to enable the learning of any concept. Some researches suggest
the use of peer assessment as a means of providing feedback. However, it
is quite common that the feedback provided by peers is not adequate. In
this paper, we propose the use of simulated learners in a peer assessment
approach as part of the teaching and learning processes of programming.
Currently a software tool is being developed to include the proposal
described in this paper.

1 Introduction

Programming is one of the basic competences in computer science, it is the basis
for the development of several other competences required for professionals in
the area. However, despite its importance, it is easy to find students who are
demotivated and with difficulties to understand the concepts required to use
this skill [7]. These difficulties causes a large number of failures, dropouts or the
approval of students without the required level of knowledge [14] [6] [5].

Many factors are identified in literature as causing the problematic scenario
related to programming courses. Several researchers report that the impossibility
to achieve a quick, effective and individualized feedback, is one of the motivators
for the problematic scenario [10] [12]. An individual follow up is impossible due
to many students enrolled in the courses. In addition, there is a great complexity
involved in the evaluation of a program, for it is necessary to understand how the
programmer has developed the algorithm, so the professor needs to comprehend
the line of reasoning adopted by the student. In this way, the professor, even
when helped by the TAs, cannot provide an adequate and fast feedback about
the solutions created by the students. This activity will require a huge amount
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of time to manually open the code, compile, run and verify the output of every
students solution for programming assignment. If the grading depends on the
structure and the quality of code, in addition to program output correctness,
the situation is a lot worse. Traditionally the real comprehension state of the
contents of a programming course is known only months after the beginning of
the course, when an evaluation activity is performed. After an evaluation it may
be too late to make any intervention.

Fast feedback is of extreme importance to enable the learning of any con-
cept [12]. Thus, some researches have been developed with the aim to propose
methods and tools to facilitate the monitoring of the activities of students in
programming courses. Some of these researches, such as [9][11][13], suggests the
use of peer assessment as a means of providing fast and effective feedback. This
solution is broadly used in Massive Open Online Courses (MOOCs), as described
in [3][8], where the courses are applied to hundreds or thousands of people en-
rolled in them, and just as occurs in the context of programming, it is impos-
sible for the professor to evaluate each solution. However, the peer assessment
approach as a means of providing feedback has some problems. Many times the
feedback provided by peers is not adequate, because the results are often not
similar to the analysis of an expert [8]. It is quite common to find comments
that are summarized to a phrase of congratulation or critique.

The reasons related to lack of effectiveness of feedback provided are quite
distinct, these may occur due to poor understanding of the content of the activity,
because of the student’s low motivation, or due to the short time that one has
available for the activities.

In [2] paper, it was observed the impact of learning was observed when a
student is influenced by the performance of their peers, the authors describe
that some students are encouraged to perform better, but others experiencing
the same situations end up discouraged to perform better.

In this paper is proposed the use of simulated learners in a peer assessment
approach used as part of the teaching and learning processes of programming.
Two concerns are explored in this proposal: the first is related to the search of
methods that enable a positive influence between students; the second concern
is related to an approach that allows a less costly way of testing any proposal of
applicability of peer assessment approach.

This paper is divided in five sections. In Section 2 the concept of peer assess-
ment is presented. Observations on the implementation of peer assessment in a
programming course context are shown in Section 3. The proposal of using sim-
ulated learners in the context of peer assessment for introductory programming
is presented in Section 4. Finally the conclusions and future work are shown in
the last section.

2 Peer Assessment

Peer assessment, or peer review, is an evaluation method where students have
responsibilities that traditionally belong to professors only. Among these respon-
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sibilities there are the review and the critique of the solutions proposed by their
peers. This way, they can experience the discipline as students and also from
the perspective of a TA. Usually in a peer assessment environment, students
also conduct self assessment. This way, they can reflect on their solution when
compared to other solutions, develop their critical thinking skills and improve
understanding of the concepts covered in the course.

In traditional approach, the professor, even when helped by TAs, can not
provide fast and adequate feedback for each solution proposed by the students.
The comments provided by the professor are generic observations based on ob-
servation of all students solutions.

In accordance with [9], peer review is a powerful pedagogical method, because
once students need to evaluate the work of their peers, they begin to teach and
learn from each other. Thus, the learning process becomes much more active,
making the learning qualitatively better than the traditional approach. Sstudents
can spend more time on analysis and construction of their comments, creating
more particular descriptions on a given solution and enriching discussion about
the topic studied.

Thus, the use of peer review can reduce the workload on the professor, permit-
ting the professor to focus on other pedagogical activities [9][3]. This evaluation
approach can also enable the evaluation of large-scale complex exercises, which
can not be evaluated in a automatically or semi-automatic fashion [3][8].

The success of peer assessment approach is strongly influenced by the quality
of feedback provided. However, this feedback if often not adequate, the results
are often not similar to the analysis of an expert [8]. In [8] is described that in
many cases the evaluations of the students are similar to the TAs evaluation,
however there are situations where the evaluations are graded 10% higher than
the TAs evaluation, in extreme cases the grades could be 70% higher than the
TAs evaluation. In [3] is mentioned that in general, there is a high correlation
between the grades provided by students and TAs, but often in the evaluations
from students the grades are 7% higher than the grades given by TAs.

Thus, we can conclude that peer assessment approach is a promising eval-
uation method, however there are improvements and adjusts to be applied to
obtain richer discussions and more accurate assessments.

3 Peer Assessment in introductory programing courses

Human interaction is described as an essential feature for learning in many
domains, including the introductory programming learning [13]. In classroom
programming courses the contact between students occurs on a daily basis, al-
lowing, for example, the discussion of the problems presented in the exercise
lists, the developed solutions and the formation of groups for the projects of the
course. This contact is many times inexistent in online programming courses,
interactions in this environment are the human-machine type. Thus, using the
peer assessment approach may enable human interaction on online courses, or
enhance the interaction between humans in presencial classroom courses.
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To encourage the assimilation of the topics, the use of practical exercises is
quite common in programming courses, the practice of programming skills is
crucial for learning. Many researchers also argue that the programming learn-
ing involves the reading and understanding of third-party code. Through peer
assessment approach both characteristics can be obtained. The professor can
develop new exercises, or choose problems proposed by others, while students
will have to observe, understand and evaluate the codes of their peers, as well
to compare these codes with their solution.

In [11] the use of a peer assessment approach to the context of programming
courses is described, this approach is supported by a web application. The results
described on the paper have a high correlation between the evaluations of the
TAs and students, the correlation is lowest when the complexity of the exercise
is higher.

An approach of peer assessment evaluation for the context of programming
learning, also supported by a web application is presented in [9]. Five activities
where graded using peer assessment, the occurrence of conflicts ranged from 61
% to activity with a lower incidence of conflict, up to 80 % for the activity with
the highest occurrence of conflicts. The system considers that a conflict occurs
when the student does not agree with the assessment provided.

In [9] the authors describes that if the peer reviews are conducted in an
inadequate way, the failure rates can increase. For the teaching approach used
at the programming course described in [13] there are two types of activities
that require assessment, quizzes and mini projects. Among these activities only
the mini projects are evaluated through peer assessment. Thus, students are not
overloaded and the approach can be used appropriately.

Another problem that can emerge with the use of peer review in a program-
ming context, is the increase of plagiarism. Once the assessment activity will
be distributed among the students, the similarities of self-identification of codes
can become more complicated. However, solutions are widely used to carry out
the detection automatically similarities, such as MOSS [1] e GPLAG [4].

4 Simulated learners as peers in a peer assessment
environment for introductory programing courses

In previous sections the advantages and disadvantages associated with the use
of peer assessment in a general context, and when applied to the context of
programming courses have been described. In both cases, the success of the
approach is strongly influenced by the quality of the feedback given. Therefore,
it is necessary to identify situations where there is inadequate feedback as well
as conflict situations. Situations where inadequate feedback occurs are when, for
any reason, the feedback does not help in the learning process. Conflict situations
occur when the student does not agree with the assessment provided, or when
there are huge variations on the evaluations provided. To perform a validation
of this proposal or of any proposal involving peer assessment, it is necessary to
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allocate the resources of time, physical space and adequate human resources.
Thus, it can be said that the test of this approach is a costly activity.

Two concerns are explored in this proposal: how we can achieve methods that
enable a positive influence between students in peer assessment environments,
in other words, how a student can give a high quality feedback to their peers;
and how a peer assessment approach can be tested with a lower cost, since any
validation of these assessment approaches requires a huge amount of resources.

4.1 A scenario of use of peer assessment with simulated learners

Traditionally in a peer assessment environment, the professor must create the
assignment and a set of assessment criteria. Then students develop their solutions
observing the assessment criteria and submitting the solution to be evaluated by
their peers. Each student’s evaluation must meet the assessment criteria. The
students should provide comments to peers explaining the reasons associated to
the outcome and a grade or an evaluation concept (eg. A-, B+, C). Each student
will have their code evaluated by their peers, and should assess the codes of other
students. In Figure 1, it is illustrated the scenario previously described. There are
variations in ways peer assessment approach is used, the scenario just mentioned
has many characteristics which are similar to all the variations.

Fig. 1. A traditional peer assessment environment

In any peer assessment approach, it is possible to adopt pairing algorithms.
Thereby, it is assured that evaluations are conducted by students with different

AIED 2015 Workshop Proceedings - Vol 5 150



levels of knowledge. A student with low understanding of the subject will not be
allocated to evaluate the work of another student in the same situation. Students
with difficulties can clarify their doubts, while students with good understanding
of the content should provide a good argumentation about their knowledge.
However, it is not possible to ensure that a student evaluates the code that is
the ideal for his/her learning and level of knowledge. As an example, in Figure 1,
it is not possible to know if student “A” code is the best for peers “B”, “C” and
“D”.

When a student does not agree with the evaluation provided by their peers,
he/she will be able to request the intervention of the professor. This conflict
situations are identified in [9]. However, in traditional peer assessment approach
is not possible to identify incorrect evaluations provided by a student, or students
that create biased evaluations only to help their fellows. As an example, in
Figure 1, it is possible to see that different grades were given, but it is not
possible to determine if the correct evaluations were given by peer “B”, “C” or
“D”.

Fig. 2. A peer assessment environment using simulated learners

In a peer assessment environment that uses simulated learners, it is possible
to solve the previous problems. As in traditional approach, the professor must
create the assignment and a set of assessment criteria; in addition to that, he/she
should provide a reference solution. Then, students develop their solutions, ob-
serving the assessment criteria and submitting the solution to be evaluated by
their peers. At the same time, once a pairing algorithm can perform pairing of
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the evaluators, each simulated learner must generate a code that is ideal for the
learning and appropriate to the level of knowledge of each one of their peers,
in this case, real students. Each student will have their code evaluated by their
peers and by simulated students, and they should assess codes of other students,
and codes of simulated students. In Figure 2 it is illustrated peer assessment
environment with simulated learners. As an example, in Figure 2, it is possible
to see that the simulated learner “A” generates a set of codes that are ideal for
each student: “A”, “B” and “C”.

The identification of incorrect evaluations provided by a student, as well
as students, who perform biased evaluations, could be carried out through the
comparison of student’s evaluations and the simulated student’s evaluations.
As an example, in Figure 2, it is possible to see that student “B”, made an
evaluation that is very different from the simulated learner’s evaluations. In this
way, it is possible to verify if the student did not understand the solution, or if
the evaluation was created to help their fellows only.

Providing useful solutions to student learning A useful solution for the
student learning does not always match the presentation of a correct and efficient
code. Within the context of peer review may be more useful to display an incor-
rect code, as a way to make students to provide a set of review observations. To
identify which type of code is best for a student; simulated learners can consult
the representation of their cognitive status. In that way, it will be possible to
the simulated learner identify the student misconceptions and errors in previous
assignments, and generate variations of the reference solution that suits best for
the student. Since multiple simulated students will be used, the codes that will
be shown to students can range from efficient, correct and complete solutions to
incorrect and/or incomplete solutions. Like that, it will be possible to check if
students have different skills related to the content. To generate the variations
from the reference solution, it is possible to combine testing techniques, such as
mutant generation. Each code can be generated through the use of data related
to the most common student’s mistakes, emulating these behaviors and creating
codes that are useful to learning. Once the research is in a preliminary stage, it
is still not clear which artificial intelligence approaches should be used on the
implementation of simulated students behaviors.

Assessment of students solutions Unlike what occurs in other contexts, for
programming the evaluation of a solution can be automated or semi-automated.
Typically a set of unit tests is applied to the code proposed by a student, who
receives an indication that his/her code may be correct or incorrect, but no hint
or comment is provided. Some researchers have investigated the use of different
techniques to help assessment of codes and provide some guidance; these tech-
niques usually employ software engineering metrics. Thus, simulated learners
must be able to identify which subset of metrics can be used to perform the
evaluation of the proposed solution for a student. The simulated learner should
select the set of metrics that fits best to the objectives of the assignment and
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the level of understanding that the student has at that moment. For each level
of learning the same student can learn better if the set of metrics is properly
selected. Each simulated student will use different strategies to evaluate the so-
lutions provided by real students. Therefore, a variation between evaluations of
simulated students is expected to occur. If an evaluation provided by a student
has a very large variation in relation to the set of evaluations of simulated stu-
dents, it will be necessary to investigate the motivation of this disparity. An
acceptable variation threshold can be used to identify incorrect evaluations pro-
vided by students.

Discussing assessment criterias Once software engineering metrics were used
in the evaluation, the explanation given by the simulated learner throughout
the presentation of a set of metrics, is associated to the explanation of the
metric choice and, possibly, of the snippet of the code where the observation
is pertinent. Thereby, the simulated learner can help the professor to identify
inadequate feedback, whenever an evaluation of a student is very different from
the evaluation of a simulated learner, the professor and his tutors can then
intervene.

4.2 Validation of peer assessent using simulated learners

Any validation of peer assessment approaches requires lots of physical space and
a huge amount of human resources. As an example, if a validation of a pairing
algorithm has to be done, it will be necessary to use a set of N students; this set
must allow the creation of different profiles for evaluation of the pairing alterna-
tives. The greater the possibilities of matching, the greater the amount of stu-
dents required. Through the use of simulated learners any operational proposal
of peer assessment can be tested at a much lower cost, since the physical space
and human resources are drastically reduced. The researcher can determine how
much of human resource will be available, replacing the students with simulated
students. The researcher can also specify the desired behavior of students; the
simulated students should emulate students with a high degree of understanding
of the contents or with low understanding. After obtaining initial results with
the use of simulated learners, the number of human individuals participating in
an experiment can be increased, since it may be interesting to obtain a greater
statistical power associated with the conclusions.

5 Conclusions and further work

In this paper, we have proposed the use of simulated learners in a peer assess-
ment approach adopted as a support part of a programming course. The use of
simulated learners as presented in this proposal aims to two goals: influence the
students to provide better quality feedback; and allow for a less costly validation
for peer assessment applied to programming contexts.
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The research associated with the proposal presented in this paper is in a pre-
liminary stage. Thus, the effectiveness of this proposal will be further evaluated
in controlled experiments executed in the future. An open source software tool
is being developed to include all aspects described throughout this proposal.
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Abstract. This paper proposes an approach for creating and testing
an multiagent systems based adaptive social educational game (SEG),
QuizMASter, using the concept of simulated learners to overcome exper-
imentation complexity and unpredictable student availability, as is typi-
cal with online learning environments. We show that simulated learners
can play two roles. First, it can be used for testing the game planning,
scheduling and adaptive assessment algorithms. With some degree of suc-
cess met with our initial experimentation with QuizMASter, advanced
planning and coordination algorithms are now needed to allow the game-
based assessment platform to realize its full potential. The multi-agent
system approach is suitable for modeling and developing adaptive be-
haviour in SEGs. However, as we have found with our early prototypes,
verifying and validating such a system is very difficult in an online context
where students are not always available. MAS-based assessment game
planning and coordination algorithms are complex and thus need sim-
ulated learners for testing purposes. Second, to overcome unpredictable
student availability, we modeled QuizMASter as a new class of socio-
technical system, human-agent collective (HAC). In the system, human
learners and simulated learners (smart software agents) engage in flexi-
ble relationship in order to achieve both their individual and collective
goals, while simulated learners are selected for serving as virtual team
members.

Keywords: social educational agents, multiagent systems, simulated
learners

1 Introduction

For decades, educational games have proven to be an effective means to motivate
learners and enhance learning. Social (multi-player) educational games (SEGs)
offer many opportunities to improve learning in ways that go beyond what a
single-player game can achieve because SEGs allow players to be social, compet-
itive, and collaborative in their problem solving. The presence of other players
can be used to increase playability and to help teach team-work and social skills.
SEGs promote intragroup cooperation and intergroup competition [1]. However,
existing SEGs share many of the shortcomings of classroom role-playing. Setting
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up existing SEGs is logistically challenging, expensive, and inflexible. Further-
more, players become bored after going through existing SEGs once or twice.

To test such a social educational game, we face two difficulties. One is how to
test the planning and scheduling algorithms. Another is how to meet the need
of agile team formation. In SEGs, group formation has big impact on group
learning performance. Poor group formation in social games can result to homo-
geneity in student characteristic such that the peer learning is ineffective. Thus,
there is a need to constitute a heterogeneous group SEGs that constitutes stu-
dents with different collaborative competencies and knowledge levels. However,
without empirical study it becomes difficult to conclude which group character-
istics are desirable in the heterogeneity as different game-based learning needs
may require different group orientations. Previous research has focused on var-
ious group orientation techniques and their impact on group performance like
different learning styles in group orientation [2–4]. However, there is need to in-
vestigate the impact of other group orientation techniques on group performance
like grouping students based on their collaboration competence levels. Further-
more, most of the previous research in group-formation focuses on classroom
based learning. Also, it lacks the true experiment design methodology that is
recommended when investigating learning outcomes from different game-based
learning strategies. Simulated learners methodology [5] has shown a promising
way to solve these challenges.

In this paper, we show that simulated learners can play two roles. First,
it can be used for testing the game planning, scheduling and adaptive assess-
ment algorithms. Second, working with human learners and forming human-
agent collectives (HAC), simulated learners serve as virtual team members to
enable asynchronous game-based learning in a context where student availabil-
ity is unpredictable. This paper is structured as follows: In Section 2 we discuss
recent advancements and related work. Section 3 describes QuizMASter. Section
4 presents the proposed architecture for development of QuizMASter. Section
5 explains how we intend to use simulated learners for testing QuizMASter.
Finally, Section 6 concludes.

2 Related Work

Researchers have found that learning can be more attractive if learning experi-
ences combine challenge and fun [6]. As social networks have become popular
applications, they have given rise to social games. This kind of game is played
by users of social networks as a way to interact with friends [7] and has be-
come a part of the culture for digital natives. Social games have unique features
that distinguish them from other video games. Those features are closely linked
with the features of social networks [8]. Social games can make a contribution
to social learning environments by applying game mechanics and other design
elements, ‘gamifying’ social learning environments to make them more fun and
engaging. For games to be effective as a learning tool, a delicate balance must
be maintained between playability and educational value [9, 10], and between
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game design and learning principles. Methods have been proposed for making
valid inferences about what the student knows, using actions and events ob-
served during gameplay. Such methods include evidence-centered-design (ECD)
[11, 12]; the learning progressions model [13], the ecological approach to design
of e-learning environments [14], stealth assessment [15], game analytics [16], and
learning analytics [17]. Most of the new concepts target an ever-changing learn-
ing environment and learner needs, as today’s education moves toward a digital,
social, personalized, and fun environment. Moreover, as is the case for all com-
petitive games, an equal match between players is essential to self-esteem and
to maintain a high degree of player interest in the game. Hence, we need mech-
anisms and models that can aggregate the current performance and preferences
of players, and accurately predict student performance in the game. Software
agents have been used to implement consistent long-term intelligent behaviour
in games [18], multi-agent collaborative team-based games [19], and adaptive
and believable non-player character agents simulating virtual students [20]. The
use of agent technologies leads to a system characterized by both autonomy
and a distribution of tasks and control [21]. This trend has two aspects. First,
game-based learning activities should be carefully orchestrated to be social and
enjoyable. Second, game scheduling and coordination should be highly adaptive
and flexible. However, nobody has yet developed models, algorithms, and mech-
anisms for planning, scheduling, and coordination that are suitable for creating
and testing SEGs.

3 QuizMASter

QuizMASter is designed to be a formative assessment tool that enables students
to be tested within a multi-player game [22]. Two or more students simultane-
ously log in remotely to the system via a Web-based interface. Each student is
represented by one avatar in this virtual world. Students are able to view their
own avatar as well as those of their opponents.

Each game has the game-show host who is also represented by an avatar
visible to all contestants [22]. The game-show host poses each of the game ques-
tions to all the contestants. The students hear the voice of the host reading each
question and view them displayed on their screens. They individually and inde-
pendently from one another answer each question by, for instance, selecting an
answer from available choices in a multiple-choice format. Each correct answer
would receive one mark. Figure 1 shows a screen shot of QuizMASter.

3.1 Characteristics of QuizMASter

The environment for QuizMASter has the following characteristics:

Flexibility. The environment for QuizMASter needs flexibility for game enact-
ment, to be able to cope with dynamic changes of user profiles, handle fragmen-
tation of playing and learning time needed to accomplish activities and tasks,
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Fig. 1. QuizMASter in Open Wonderland

adequately handle exceptional situations, predict changes due to external events,
and offer sufficient interoperability with other software systems in educational
institutions. Individual learners have particular interests, proficiency levels, and
preferences that may result in conflicting learning goals.

Social ability and interactivity. The environment for QuizMASter should
encourage interaction and collaboration among peers, and should be open to
participation of students, teachers, parents, and experts on the subjects being
taught. Web 2.0 has had a strong influence on the ways people learn and access
information, and schools are taking advantage of this trend by adopting social
learning environments. One way to engage learners in a collaborative production
of knowledge is to promote social rewards.

User control. One of the most desirable features of social education games is
to empower players with control over the problems that they solve. For example,
in QuizMASter, students, parents, and teachers can design new rules to create
their own games and modify the game elements to fit different knowledge levels.

Customization. Customization is a core principle that helps accommodate
differences among learners [23]. Teachers could build a QuizMASter that has its
own style and rules to determine the game’s level of difficulty, to gear the game
for specific goals or a specific group of learners. Some teachers may be interested
in sharing collections of rules to fit the learning and play styles of their students.
Like teachers, learners/players can be co-creators of their practice space through
building new game scenarios, creating their own rules, sharing their strategies
and making self-paced challenges [23].
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4 The Proposed Architecture

Multi-agent technologies are considered most suitable for developing SEGs as
it will lead to systems that operate in a highly dynamic, open, and distributed
environment. In an MAS-based SEG, each learner/player is represented as an
autonomous agent, called learner agent. MAS technologies, such as goal orienta-
tion and the Belief-Desire-Intention (BDI) paradigm, is used as the foundation
for the agent architecture. These learner agents are able to reason about the
learning goals, the strengths and weaknesses of learners and update the learner
models.

Fig. 2. Architecture for MAS-Based Social Educational Game Environment

Whenever a learner enters the system to play a social educational game, the
learner agent will retrieve her/his learner model and acquire preferences about
the current game-playing, and then send to a game management agent (GMA) of
the system. The GMA is designed for setting up and maintaining teams for the
system. The GMA will assign the learner to participate in a most suitable team
that is undermanned according to the profile and preferences of the learner. The
team will be configured in accordance with the game model by the GMA. Once
the team has been completely formed, the GMA will create a game scheduling
agent (GSA), a game host agent (GHA), and an assessment agent (AA) for
each team. The GSA will continuously generate a game sequence dynamically
adapted to the team’s knowledge level (represented as a combined learner model
[24]. The GHA will receive the game sequence from the scheduling agent and
execute game sequence with the learners in the team. It will also be responsible
for capturing data about learner/player performance. The AA will receive and
interpret game events and communicate with the learner agents to update the
learner model as necessary.

The GSA will dynamically schedule the game on the fly through interacting
with other agents with a coordination mechanism, considering both the cur-
rent world state and available resources, and solving conflicts in preferences and
learning progression between the agents. The goal of the GSA is to optimize
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the playability and educational values. We will model the game elements as
resources. To solve the distributed constraint optimization problem, we are de-
veloping multiagent coordination mechanisms and scheduling algorithms to be
used by the GSA.

Fig. 3. MAS-Based SEG Agent Interaction Model

4.1 Planning and Scheduling Algorithms

The planning algorithms refer to the (local) planning algorithm of learner agents.
To develop planning algorithms for learner agents, the following supporting mod-
els have been taken into consideration: (i) Learner models that accumulate and
represent beliefs about the targeted aspects of skills. They are expressed as prob-
ability distributions for competency-model variables (called nodes) describing
the set of knowledge and skills on which inferences are to be based. (ii) Evidence
models that identify what the learner says or does, and provide evidence about
those skills that express how the evidence depends on the competency-model
variables in a psychometric model. (iii) Task/action models that express situa-
tions that can evoke required evidence. To design an action model, we adopt a
model called Fuzzy Cognitive Goal Net [25] as the planning tool by combining
the planning capability of Goal Net and reasoning ability of Fuzzy Cognitive
Maps (FCMs). These FCMs give the learner agent a powerful reasoning ability
for game context and player interactions, giving the task model accurate context
awareness and learner awareness. We are developing coordination mechanisms
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for the GMA and the GSA to solve the problem of team formation, scheduling
and coordination in a highly flexible and dynamic manner. We considered the
following concepts or methods:

(i) Contract-net protocols (CNPs) are used as a coordination mechanism by
the GMA with a game model repository to timely form a team from all available
players, using mutual selection and exchanging information in a structured way
to converge on assignments. Each involved learner can delegate the negotiation
process to its agent. These agents will strive to find a compromise team-joining
decision obeying hard learning constraints while simultaneously resolving indi-
vidual conflicts of interest.

(ii) The problem of scheduling and customizing a social educational game can
be solved through social-choice-based customization. We view the SEG game-
play design as an optimization problem. Resources must be allocated through
strategically scheduling, and coordinating a group of players according to their
preferences and learning progressions. The constraints include key learning prin-
ciples that inform the design of mechanics: challenge, exploration, risk taking,
agency, and interactions [26-27]. The objective of the GSA is to maximize the
learnability and engagement of the learners in the group. Social choice theory
in MAS concerns the design and formal analysis of methods for aggregating
preferences of multiple agents and collective decision-making and optimizing for
preferences [28-29]. For example, we use a voting-based group decision-making
approach such as Single Transferable Voting [30] to aggregate learner preferences
and learning progression because it is computationally resistant to manipulation
[31]. The purpose is to take information from individuals and combine it to
produce the optimal result.

(iii) To support the need for dynamic decision making in the MAS-based
SEG architecture, our current line of investigation is the concept of social choice
Markov Decision Process (MDP) as recently proposed by Parkes and Procaccia
[32]. In a social choice MDP, each state is defined by “preference profiles”, which
contain the preferences of all agents against a set of alternatives for a given sce-
nario. The course of action from any given state is determined by a deterministic
social choice function (the policy, in the context of the MDP) that takes into
account the likelihood of transitions and their rewards. However, a preference
profile is subject to change over time, especially in a live SEG context. For ex-
ample, a learner that unexpectedly answers a question initially deemed beyond
the learner’s perceived level of comprehension would likely trigger a change of
belief in the agents and potentially alter their ranking of alternatives. And since
the number of alternatives in a SEG can be very large, the state space for any
given SEG is huge, making the computation of optimal decision-making policies
excessively difficult. We solve this problem by exploiting symmetries that exist
in certain game types (e.g. in a quiz game SEG format, using a reduced set of
question types that share common characteristics as a basis for alternatives as
opposed to individual questions).
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5 Simulated Learners

It is our view that the Belief-Desire-Intention (BDI) model is ideally suited
for modeling and simulating learner behaviour. According to Jaques and Vicari
(2007) [33], intelligent agents based on Bratman’s Belief-Desire-Intention model,
or BDI agents, are commonly used in modeling cognitive aspects, such as per-
sonality, affect, or goals. Píbil et al. (2012) claim BDI agent architecture is “a
currently dominant approach to design of intelligent agents” [34]. Wong et al.
(2012) describes the suitability of the BDI agent model for applications where
both reactive behavior and goal-directed reasoning are required [35]. Soliman
and Guetl (2012) suggest that BDI maps well onto models for pedagogically
based selection of sub plans within a hierarchical planning strategy – “appren-
ticeship learning model” given as example [36]. They also talks about advantage
of breaking plans down into smaller plans to allow for different “pedagogical
permutations” allowing the agent to adapt to different learning styles, domain
knowledge, and learning goals. Norling (2004) attributes the successful use of
BDI agents for modeling human-like behavior in virtual characters to BDI’s as-
sociation to “folk psychology” [37]. This allows for an intuitive mapping of agent
framework to common language that people use to describe the reasoning pro-
cess. Of particular importance to this study is the way that implementations of
the BDI architecture model long-term or interest goals. We have selected the
JasonTM [38] platform for providing multi-agent BDI programming in AgentS-
peak.

A shortcoming of the BDI paradigm is that although it is intended to be goal-
driven, in most implementations this means/amounts to using goals to trigger
plans, but does not support the concept of long-term goals or preferences [39],
such as a student’s long term learning goals, or the pedagogical goals of a CA.
They feel that these types of goals are difficult to represent in most BDI systems
because they signify an ongoing desire that must be maintained over a long
period of time compared to relative short goal processing cycles. It is left to the
developer to implement this type of preference goal through the belief system
of the agent, modifications to the platform or environment, or other methods of
simulating long-term goals.

Hübner, Bordini, and Wooldridge (2007) describe plan patterns for imple-
menting declarative goals, with varying levels of commitment in AgentSpeak [40].
Bordini et al. (2007) expand on this in their chapter on advanced goal-based pro-
gramming [38]. While AgentSpeak and Jason support achievement goals, these
patterns are intended to address the lack of support for “richer goal structures”,
such as declarative goals, which they feel are essential to providing agents with
rational behaviour. Pokahr et al. (2005) point out that the majority of BDI
interpreters do not provide a mechanism for deliberating about multiple and
possibly conflicting goals [41]. It is worth noting that there are “BDI inspired”
systems that are more goal-oriented, such as Practionist and GOAL [42]. The
Jason multi-agent platform for BDI agents was selected for this project because
it is a well-established open-source project that is being actively maintained.
It supports both centralized and distributed multi-agent environments. Píbil et
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al. (2012) describes Jason as “one of the popular approaches in the group of
theoretically-rooted agent-oriented programming languages” [34]. A major ad-
vantage of Jason is that it is easy to extend the language through Java based
libraries and other components. Internal actions can allow the programmer to
create new internal functionality or make use of legacy object-oriented code [38].
However, Píbil et al. (2012) caution that the use of such extensions, if used too
heavily, can make the agent program difficult to comprehend without under-
standing the functionality of the Java code [34]. They raise the concern that
novice programmers have few guidelines for choosing how much to program in
AgentSpeak, and how much too program in Java. The usefulness of being able
to extend Jason can be demonstrated by two examples of current research into
integrating BDI with Bayesian Networks. Modeling of some student character-
istics requires a probabilistic model; Bayesian Networks (BN) being a popular
choice in recent years [43-44]. Recent work by Kieling and Vicari (2011) de-
scribes how they have extended Jason to allow a BDI agent to use a BN based
probabilistic model. Similarly, Silva and Gluz (2011) extend the AgentSpeak(L)
language to implement AgentSpeak(PL) by extending the Jason environment.
AgentSpeak(PL) integrates probabilistic beliefs into BDI agents using Bayesian
Networks [45]. Experimentation with QuizMASter to date has enabled the mod-
elling of simulated learners in virtual worlds with an initial focus on their appear-
ance, gestures, kinematics, and physical properties [46]. Recent related research
work in that area has been on the creation of engaging avatars for 3D learn-
ing environments [47]. Employing the theory of Transformed Social Interaction
(TSI) [48], simulated learners were designed with the following abilities:

(i) Self-identification: The self-identification dimension of TSI was imple-
mented using facial-identity capture with a tool called FAtiMA. Each of the
users’ face were morphed with their default avatar agent’s face to capitalize
on human beings’ disposition to prefer faces similar to their own and general
preference of appearing younger (see Fig. 4).

Fig. 4. Transformed Social Interaction – Image Morphing Technique

(ii) Sensory-abilities: Sensory-abilities dimension of TSI were implemented
using a movement and visual tracking capability. The general challenge of sensory
abilities implementation lies in two areas: the complexity of human senses and
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the processing of sensory data of different modality and historicity. For the reason
of simplicity, only visual tracking capability was exploited.

(iii) Situational-context: The situational-context dimension of TSI was im-
plemented by using the best-view feature of Open Wonderland, whereby the
temporal structure of a conversation can be altered.

The main idea of this research has been to explore the methodology for de-
veloping simulated learners for simulating and testing SEGs. That is, behind a
simulated learner is an agent. Or we can say a simulated learner is an agent’s
avatar. All avatars, including real students’ avatars and agent-based simulated
learners, live in the virtual worlds, while the agents live in the multi-agent sys-
tem. The integration of multi-agent systems with virtual worlds adds intelli-
gence to the SEG platform and opens a number of extremely interesting and
potentially useful research avenues concerning game-based learning. However,
the advanced algorithms that support game planning, coordination and execu-
tion are difficult to test with real subjects considering the overhead involved is
seeking authorization and the unpredictable availability of real life subjects in an
online environment. This where an expanded view of simulated learners comes
into play. The advantages of a simulated environment that closely approximates
human behaviour include: (1) It allows for rapid and complete testing of ad-
vanced algorithms for game based adaptive assessment as well as SEG planning,
coordination and execution in a simulated environment. The efficiency of the
algorithms can be measured without first securing the availability of students;
(2) With proper learner modeling and adaptive behaviour, simulated learners
can engage with real life learners in friendly competitive games for the purpose
of formative assessment, again working around the issue of availability of real
students in an online learning environment.

6 Conclusions

As our recent experimentation suggests, many outstanding challenges must be
addressed in developing intelligent SEGs. As we get closer to real world testing
of our experimental game based assessment framework, we are faced with the
complexity of enrolling real life learners in an e-learning environment and the
variability that human interactions introduce in the measurement of adaptive
algorithm efficiency. This is where we see the value of simulated learners. At
this stage of our research, simulated learners have been rendered as Non Person
Characters (NPCs) controlled by BDI agent running in the multi-agent system
based virtual world. Our medium term goal is to extend the existing system
to a particular learning subject (e.g., English language learning) to verify the
effectiveness of the proposed virtual assessment environment and the benefit that
students perceive from interacting with the proposed NPCs.

For simulated learners to be successful in our experimental framework, they
must closely approximate the performance of real learners. The simple, pre-
encoded behaviour we have implemented so far in the NPCs for QuizMASter
will not suffice to demonstrate the efficiency of our adaptive algorithms and
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allow for simulated learner agents to act as virtual players in our game based
assessment framework. Current outstanding research questions within our group
are:

1. How do we add intelligence and adaptive behaviour to the simulated learner
agents while preserving our ability to obtain predictable and repeatable test
results from our adaptive MAS framework?

2. How much autonomy can we afford to give to simulated learners in terms
of independent thought and action, and to which degree should a simulated
learner be able to adjust its behaviour as a function of its interactions with
other agents, including real life learners?

3. How do we incorporate modern game, learning and assessment analytics in
the supporting adaptive MAS framework in order to maximize the value of
simulated learners as a means to perform non-intrusive, formative assess-
ment?
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Abstract. Simulated data plays a central role in Educational Data Mining and 
in particular in Bayesian Knowledge Tracing (BKT) research. The initial 
motivation for this paper was to try to answer the question: given two datasets 
could you tell which of them is real and which of them is simulated? The ability 
to answer this question may provide an additional indication of the goodness of 
the model, thus, if it is easy to discern simulated data from real data that could 
be an indication that the model does not provide an authentic representation of 
reality, whereas if it is hard to set the real and simulated data apart that might be 
an indication that the model is indeed authentic.  In this paper we will describe 
analyses of 42 GLOP datasets that were performed in an attempt to address this 
question. Possible simulated data based metrics as well as additional findings 
that emerged during this exploration will be discussed. 

Keywords: Bayesian Knowledge Tracing (BKT), simulated data, parameters 
space.  

1   Introduction 

Simulated data has been increasingly playing a central role in Educational Data 
Mining [1] and Bayesian Knowledge Tracing (BKT) research [1, 4]. For example, 
simulated data was used to explore the convergence properties of BKT models [5], an 
important area of investigation given  the identifiability issues of the model [3]. In this 
paper, we would like to approach simulated data from a slightly different angle. In 
particular, we claim that the question ”given two datasets could you tell which of them 
is real and which of them is simulated?” is interesting as it can be used to evaluate the 
goodness of a model and may potentially serve as an alternative metric to RMSE, 
AUC, and others. In a previous work [6] we started approaching this problem by 
contrasting two real datasets with their corresponding two simulated datasets with 
Knowledge Tracing as the model. We found a surprising close to identity between the 
real and simulated datasets.  In this paper we would like to continue this investigation 
by expanding the previous analysis to the full set of 42 Groups of Learning 
Opportunities (GLOPs) real datasets generated from the ASSISTments platform [7].   
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Knowledge Tracing (KT) models are widely used by cognitive tutors to 

estimate the latent skills of students [8]. Knowledge tracing is a Bayesian model, 
which assumes that each skill has 4 parameters: two knowledge parameters include 
initial (prior knowledge) and learn rate, and two performance parameters include 
guess and slip. KT in its simplest form assumes a single point estimate for prior 
knowledge and learn rate for all students, and similarly identical guess and slip rates 
for all students.  Simulated data has been used to estimate the parameter space and in 
particular to answer questions that relate to the goal of maximizing the log likelihood 
(LL) of the model given parameters and data, and improving prediction power [7, 8, 
9].  
 

In this paper we would like to use the KT model as a framework for 
comparing the characteristics of simulated data to real data, and in particular to see 
whether it is possible to distinguish between the real and simulated datasets. 

2   Data Sets 

To compare simulated data to real data we started with 42 Groups of Learning 
Opportunities (GLOPs) real datasets generated from the ASSISTments platform1 from 
a previous BKT study [7]. The datasets consisted of problem sets with 4 to 13 
questions in linear order where all students answer all questions. The number of 
students per GLOP varied from 105 to 777. Next, we generated two synthetic, 
simulated datasets for each of the real datasets using the best fitting parameters that 
were found for each respective real datasets as the generating parameters. The two 
simulated datasets for each real one had the exact same number of questions, and 
same number of students.  

3   Methodology 

The approach we took to finding the best fitting parameters was to calculate LL 
with a grid search of all the parameters (prior, learn, guess, and slip). We 
hypothesized that the LL gradient pattern of the simulated data and real data will be 
different across the space. For each of the datasets we conducted a grid search with 
intervals of .04 that generated 25 intervals for each parameter and 390,625 total 
combinations of prior, learn, guess, and slip. For each one of the combinations LL 
was calculated and placed in a four dimensional matrix. We used fastBKT [12] to 
calculate the best fitting parameters of the real datasets and to generate simulated 
data. Additional code in Matlab and R was generated to calculate LL and RMSE and 
to put all the pieces together2.  
 

                                                             
1 Data can be obtained here: http://people.csail.mit.edu/zp/ 
2 Matlab and R code will be available here: www.rinatrosenbergkima.com/AIED2015/ 2 Matlab and R code will be available here: www.rinatrosenbergkima.com/AIED2015/ 
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4   What are the Characteristics of the Real Datasets Parameters 
Space? 

Before we explored the relationships between the real and sim datasets, we were 
interested to explore the BKT parameter profiles of the real datasets. We calculated 
the LL with a grid search of 0.04 granularity across the four parameters resulting in a 
maximum LL for each dataset and corresponding best prior, learn, guess, and slip. 
Figure 1 present the best parameters for each datasets, taking different views of the 
parameters space. The first observation to be made is that the best guess and slip 
parameters fell into two distinct areas (see figure 1, guess x slip).  
 

 

 

 
Figure 1. Best parameters across the 42 GLOP real datasets.   
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Much attention has been given to this LL space, which revealed the apparent 
co-linearity of BKT with two primary areas of convergence, the upper right area 
being a false, or “implausible” converging area as defined by [3]. What is interesting 
in this figure is that real data also converged to these two distinct areas. To further 
investigate this point, we looked for the relationships between the best parameters and 
the number of students in the dataset (see figure 2). We hypothesized that perhaps the 
upper right points were drawn from datasets with small number of students; 
nevertheless, as figure 2 reveals, that was not the case. Another interesting 
observation is that while in the upper right area (figure 1, guess x slip) most of the 
prior best values were smaller that 0.5, in the lower left area most of the prior best 
values were bigger than 0.5, thus revealing interrelationships between slip, guess, and 
prior that can be seen in the other views. Another observation is that while prior is 
widely distributed between 0 and 1, most of best learn values are smaller than 0.12. 

 
 

 

 

 
 
Figure 2. Best parameters across the 42 GLOP real datasets by number of students.   
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5   Does the LL of Sim vs. Real Datasets Look Different? 

Our initial thinking was that as we are using a simple BKT model, it is not 
authentically reflecting reality in all its detail and therefore we will observe different 
patterns of LL across the parameters space between the real data and the simulated 
data. The LL space of simulated data in [5] was quite striking in its smooth surface 
but the appearance of real data was left as an open research question. First, we 
examined the best parameters spread across the 42 first set of simulated data we have 
generated. As can be seen in figure 3, the results are very similar (although not 
identical) to the results we received with the real data (see figure 1). This is not 
surprising, after all, the values of learn, prior, guess, and slip were inputs to the 
function generating the simulated data.  
 

 

 

 
Figure 3. Best parameters across 42 GLOP simulated datasets.   

 
In order to see if the differences between real and sim were more than just 

the difference between samples from the same distribution, we generated two 
simulated versions of each real dataset (sim1 and sim2) using the exact same number 
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of questions, number of students, generated with the best fitting parameters from the 
real dataset. We then visualized 2D LL heatmaps looking at two parameter plots at a 
time where the other two parameters were fixed to the best fitting values. For 
example, when visualizing LL heatmaps for the combination of guess and slip, we 
fixed learn and prior to be the best learn and the best prior from the real data grid 
search. To our surprise, when we plotted heatmaps of the LL matrices of the real data 
and the simulated data (the first column in figure 4 represents the real datasets, the 
second column represents the corresponding sim1, and the third column the 
corresponding sim2) we received what appears to be extremely similar heatmaps. 
Figure 4 and 5 displays a sample of 4 datasets, for each one displaying the real dataset 
heatmap and the corresponding two simulated datasets heatmaps.  

 
The guess vs. slip heatmaps (see figure 4) prompted interesting observations. 

As mentioned above, the best guess and slip parameters across datasets fell into two 
areas (upper right and lower left).  Interestingly, these two areas were also noticeable 
in the individual heatmaps. While in some of the datasets they were less clear (e.g., 
G5.198 in figure 4), most of the datasets appear to include two distinct global maxima 
areas.  In some of the datasets the global maxima converged to the lower left expected 
area, as did the corresponding simulated datasets (e.g., G4.260 in figure 4), in other 
datasets the global maxima converged to the upper right “implausible” area, as did the 
corresponding simulated datasets (e.g., G6.208 in figure 4). Yet in some cases, one or 
more of the simulated dataset converged to a different area than that of the real dataset 
(e.g., G4.205 in figure 4). The fact that so many of the real datasets converged to the 
“implausible” area is surprising and may be due to small number of students or to 
other limitations of the model. 

 
The learn vs. prior heatmaps were also extremely similar within datasets and 

exhibited a similar pattern also across datasets (see figure 5), although not all datasets 
had the exact pattern (e.g., G5.198 is quite different than the other 3 datasets in figure 
5).  While best learn values were low across the datasets, the values of best prior 
varied. As with guess vs. slip, in some cases the two simulated datasets were different 
(e.g., G4.205 had different best parameters also with respect to prior). Similar patterns 
of similarities within datasets and similarities with some clusters across datasets were 
also noticeable in the rest of the parameters space (learn vs. guess, learn vs. slip, prior 
vs. guess, prior vs. slip not displayed here due to space considerations).  
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Figure 4. Heatmaps of (guess vs. slip) LL of 4 sample real GLOP datasets and the 
corresponding two simulated datasets that were generated with the best fitting 
parameters of the corresponding real dataset. 
 

Real dataset max LL 
Sim dataset max LL 
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Figure 5. Heatmaps of (learn x prior) LL of 4 sample real GLOP datasets and the 
corresponding two simulated datasets that were generated with the best fitting 
parameters of the corresponding real dataset. 
 

Real dataset max LL 
Sim dataset max LL 
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6   Exploring Possible Metrics Using the Real and Sim Datasets 

In natural science domains, simulated data is often used as a mean to evaluate its 
underlying model. For example, simulated data is generated from a hypothesized 
model of the phenomena and if the simulated data appears to be similar to the real 
data observed in nature, it serves as evidence for the accuracy of the model. Then, if 
the underlying is validated, simulated data is used to make predictions (e.g., in the 
recent earthquake in Nepal a simulation was used to estimate the number of victims).  
Can this approach be used in education as well? What would be an indication of 
similarity between real and simulated data? 
 

Figure 5 displays two preliminary approaches for comparing the level of 
similarity between the simulated and real data. First, the Euclidean distance between 
the real dataset parameters and the simulated data parameters was compared to the 
Euclidean distance between the two simulated datasets parameters. The idea is that if 
the difference between the two simulated datasets is smaller than the difference 
between the real and the simulated dataset this may be an indication that the model 
can be improved upon. Thus, points on the right side of the red diagonal indicate good 
fit of the model to the dataset. Interestingly, most of the points were on the diagonal 
and a few to the left of it. Likewise the max LL distance between the real and 
simulated datasets was compared to the max LL distance of the two simulated 
datasets. Interestingly, datasets with larger number of students did not result in higher 
similarity between the real and simulated dataset.  Also, here we did find distribution 
of the points to the left and to the right of the diagonal. 

Figure 5. Using Euclidean distance and LL distance as means to evaluate the model.   

7  Contribution 

The initial motivation of this paper was to find whether it is possible to discern a real 
dataset from a simulated dataset. If for a given model it is possible to tell apart a 
simulated data from a real dataset then the authenticity of the model can be 
questioned. This line of thinking is in particular typical of simulation use in Science 
contexts, where different models are used to generate simulated data, and then if a 
simulated data has a good fit to the real phenomena at hand, then it may be possible to 
claim that the model provides an authentic explanation of the system [13]. We believe 
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that finding such a metric can serve as the foundation for evaluating the goodness of a 
model by comparing a simulated data from this model to real data and that such a 
metric could provide much needed substance in interpretation beyond that which is 
afforded by current RMSE and AUC measures. This can afford validation of the 
simulated data, which can than be used to make predictions on learning scenarios; 
decreasing the need to test them in reality, and at minimum, serving as an initial filter 
to different learning strategies. 
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Preface 

 

The purpose of this workshop is to examine current research within the AIED com-
munity focused on improving adaptive tools and methods for authoring, automated 
instruction and evaluation associated with the Generalized Intelligent Framework for 
Tutoring (GIFT). As GIFT is an open-source architecture used to build and deliver 
adaptive functions in computer-based learning environments (Sottilare, Brawner, 
Goldberg & Holden, 2013), this workshop aids in gathering feature requirements from 
the field and addressing issues to better support future users. 

The topics of interest highlight current research conducted within the GIFT com-
munity (i.e., 400+ users in 30+ countries) across three themes: (1) modeling across 
affect, metacogntion, teams, and experts; (2) tutorial intervention through communi-
cation, guidance, and sequencing; and (3) persistence functions of intelligent tutoring 
associated with competency modeling and social media. Each theme will be com-
prised of short papers describing capability enhancements to the GIFT architecture, 
the motivation behind the described work, and considerations associated with its im-
plementation. Paper presentations are organized to provide attendees with an interac-
tive experience through hands-on demonstrations.  

For attendees unfamiliar with GIFT and its project goals, this workshop exposes 
those individuals to the GIFT architectural structure, enabling participants to learn 
how to construct original functions, and how the framework can be applied to their 
own research. The intent is to engage the AIED community in an in-depth exploration 
of the various research topics being investigated and the potential leveraging and 
collaboration that a community framework such as GIFT affords. 

 
Benjamin Goldberg, Robert Sottilare, Anne Sinatra, Keith Brawner, Scott Ososky 
The GIFT 2015 Co-Chairs 
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Abstract. Adaptive training and education (ATE) systems are the convergence 
of intelligent tutoring system (ITS) technologies and external training and edu-
cation capabilities (e.g., serious games, virtual humans and simulations). Like 
ITSs, ATEs provide instructional experiences that are tailored to the learner and 
may be more effective than the training or educational systems alone. ATEs al-
so leverage existing environments, content and domain knowledge to reduce the 
authoring workload. The Generalized Intelligent Framework for Tutoring 
(GIFT) is an open-source ATE architecture with the primary goal to support 
easy authoring, automated instructional management during ATE experiences, 
and a testbed to evaluate the effect of ATE tools and methods. While this paper 
addresses challenges and goals in bringing ATE solutions from state-of-art to 
state-of-practice within GIFT, it also highlights generalized challenges in mak-
ing ITS technologies ubiquitous and practical on a large scale across a broader 
variety of domains. 

Keywords: adaptive training and education (ATE), intelligent tutoring system 
(ITS), authoring, instructional management, domain modeling 

1 Introduction 

An adaptive training and education (ATE) system is the convergence of Intelligent 
Tutoring Systems (ITS) technologies and what might normally be standalone training 
and educational capabilities (e.g., serious games, virtual humans, and virtual, mixed, 
and augmented-reality simulations). The resulting integration provides intelligently-
tailored, computer-guided learning experiences for both individual learners and teams 
which leverages and enhances the capabilities of existing training and educational 
infrastructure.  

ATE research is focused on optimizing performance, efficiency (e.g., reduced time 
to competency) deep learning (e.g. higher retention and reduced need for refresher 
training), and transfer of skills to the operational environment (on the job). The Gen-
eralized Intelligent Framework for Tutoring (GIFT) is an open-source, modular archi-
tecture whose goals include reducing the cost and skill for authoring ATE systems, 
automating instructional management, and tools for the evaluation of ATE technolo-
gies [1]. GIFT was created to capture best instructional practices and the results of 
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enabling ATE research objectives including ITS design, data analytics, human-system 
interaction, automated authoring, and the application of learning theory.  

Several ATE integration tools and prototypes have been created and are being 
evaluated. The Game-based Architecture for Mentor-Enhanced Training Environ-
ments (GAMETE), is a middleware tool to integrate serious games (e.g., Virtual Med-
ic) and tutors (e.g., GIFT-based tutors and AutoTutor Lite tutors) [2]. The Student 
Information Model for Intelligent Learning Environments (SIMILE) is a tool for link-
ing actions in games to ITS learning measures [3]. Newtonian Talk is the integration 
of Physics Playground, AutoTutor, and GIFT [4] to support interactive discovery 
learning of key physics principles. Virtual Battle Space 2, a serious military training 
game, has also been integrated with GIFT [5]. As a result of developing and evaluat-
ing these prototype ATE tools and systems, lessons-learned and several challenge 
areas have been identified. 

2 Challenges, Goals, and Objectives 

The idea of generalizing the authoring of ITSs for broad application across task do-
mains (cognitive, affective, psychomotor, and social) ranging from simple to com-
plex, and from well-defined to ill-defined is not a new goal [6, 7]. However, there 
remain several challenges in realizing a generalized tutoring architecture to produce 
standalone ITSs and integrated ATE systems. We have identified seven challenge 
areas or barriers to adoption of ATE technologies: affordability and efficiency; adapt-
ability and persistence; accuracy and validity; relevance and generalizability; accessi-
bility; credibility; and effectiveness.  

Each of these challenges could also be considered a desired characteristic or end 
state. While all of the seven challenges may be considered on the critical path to prac-
tical ATE systems, the challenges which impact authoring and learner modeling are 
most critical. The authoring process is critical to affordability and is therefore the 
most significant barrier to adoption.  

Accurate learner modeling is critical to the whole instructional decision process for 
ATE systems. To fully understand the learner’s states and adapt instruction to opti-
mize learning and mitigate barriers to learning, ATE systems (and ITSs) need to meet 
two challenges: low cost, unobtrusive methods to acquire learner behavioral and 
physiological data; and highly accurate, near real-time classification methods for 
learner states based on behavioral and physiological data. The effect of adaptive in-
struction on learner states and specifically critical learning moderators [8] (e.g., en-
gagement, motivation) is illustrated in Figure 1. 
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Fig. 1. Updated Learning Effect Model 

Inaccurate modeling of learner states can lead to the selection of less than optimal 
strategies and tactics. Negative outcomes include the selection of instructional strate-
gies which either confuse or frustrate the learner to the point of withdrawal or provide 
negative training effects because the strategy selected is in opposition to the learner’s 
actual state.  

The following is a discussion of the seven challenges and their associated goals 
and objectives along with a projected impact on adoption in the context of associated 
ATE/ITS processes: authoring, maintenance, individual learner and team modeling, 
instructional management, domain modeling, user interface design, and architecture. 

2.1 Challenge: Affordable, Efficient, and Effective Adaptive Systems 

Due to high authoring costs, the investment in ITS development is only practical for 
high density courses, those with a high student population. ITS and ATE system de-
velopers be able to define what a pound of adaptive training and education is worth in 
comparison to alternative methods, and they must be able to quantify a return-on-
investment and associated breakeven points for these investments [9]. Adaptive sys-
tems by their nature require the authoring of additional content and domain 
knowledge.  

To make ATE technologies affordable, we must first examine the authoring and 
maintenance processes. Aleven, McLaren, Sewall and Koedinger [10] assert that it 
takes approximately 200-300 hours of development time to author one hour of adap-
tive instruction. This assertion is based on well-defined, cognitive (e.g., problem solv-
ing and decision-making) domains. Research is needed to define the authoring time 
for more complex, ill-defined domains. A goal for GIFT designers is to reduce author-
ing time for any domain to just a few hours. This would make it practical for teachers, 
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course managers, and other domain experts to rapidly develop adaptive content and 
make courses agile and adaptive to learner needs.  

However, in the case of ATE systems, we are looking at a broader definition of do-
main complexity with ill-defined domains and non-cognitive tasks and factors. So 
given we are developing more complex instruction, our goal is not just to reduce the 
time and cost to author ATE systems, but also to reduce the skills required to develop 
and maintain standalone ITSs and integrated ATE systems. To meet this goal, we 
must improve interoperability and reuse of ITS components and domain knowledge, 
automate authoring processes wherever possible to take humans out of the loop, im-
prove curation (search, retrieval, management) of domain knowledge, and improve 
user interfaces to enhance authoring efficiency (ease of use) where human-in-the-loop 
authoring is required.  

What will it take to make ATE authoring available to the masses? A goal is for do-
main experts to be able to author ATE systems without knowledge of computer pro-
gramming, instructional design principles, or learning theory. These would be integral 
to ATE design along with automated authoring tools and artificially intelligent job 
aids which will guide authors efficiently through the end-to-end development process 
in the future. As part of the authoring process, we advocate standards to make integra-
tion of external training and education systems with ITS easier. Fixing the authoring 
process is a “must do” to make ATE systems practical (affordable, effi-cient, and 
effective). 

2.2 Challenge: Enhance Adaptability and Persistence 

The adaptability of ATE systems is limited when compared to expert human tutors. 
Our goal is to enhance the ability of ATE systems to provide unique learning experi-
ences for each and every learner. ATE systems by their nature require additional con-
tent and associated domain knowledge to support a broad population of learners. This 
fact drives the cost of ATE systems and limits options for tailoring of ATE experienc-
es for individual learners and teams of learners. By finding tools and methods to re-
duce the time/cost and skills required to author ATE systems, we can provide more 
tailoring options in the same or less development time.  

Another area for improvement in ATE systems design is in individual learner and 
team modeling. Our objectives are to enhance short-term and long-term learner mod-
eling to improve the adaptability of ATE systems. Research is needed to understand 
the relationship between desired outcomes (e.g., learning, performance, retention, and 
transfer) and the learner’s behaviors, transient states (e.g., goals, affect), trends and 
cumulative states (e.g., domain competency and prior knowledge), and their enduring 
traits (e.g., personality, gender, and first language) in order to facilitate efficient 
learner modeling, optimized instructional decisions, and thereby authoring of ATE 
systems. Adaptive instruction based on long-term modeling of the learner will offer 
persistence not present in today’s ITSs. We can enhance adaptability by making 
learner and team modeling central to instructional decisions made by ATE systems. 
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2.3 Challenge: Enhance Accuracy and Validity of Instructional Decisions 

In order to make appropriate adaptive instructional decisions, ATE systems need to 
improve their perception of learner states. Research is needed to develop low cost, 
unobtrusive methods to acquire learner data to support state classification. In turn, 
research is also needed to improve the accuracy of real-time classification for both 
individuals and units [11].  

To insure the validity (suitability) of instructional decisions based on sound learn-
ing theory, domain-independent instructional strategies (e.g., metacognitive prompts) 
may be selected based on the accurate classification of the learner’s states. For exam-
ple, imagine a learner whose state is classified as “confusion” by an ATE. If the accu-
racy of this classification is less than 80 percent, then a metacognitive prompt to have 
the learner reflect on a recent decision could clarify any ambiguity of the “confusion” 
classification.  

Similarly, domain-specific actions (tactics) based on a selected instructional strate-
gy and context (conditions within the domain). Research is needed to develop meth-
ods to optimally select the best possible strategies and tactics given the learners states, 
the conditions within the training or educational domain, and the availability of op-
tions provided by the author of the ATE. Within GIFT, the learning effect model for 
individual learners [11, 12, 13], as updated in Figure 1, describes the interaction be-
tween the learner and the ITS. 

2.4 Challenge: Enhance Task Relevance & Implement Generalized Solutions 

In order to be practical, ATE systems must be able to represent domain knowledge in 
relevant task domains. Today, the most popular ITS domains are mathematics, phys-
ics, and computer programming. The characteristics of other domains may not be as 
well defined or as simple. For example, tasks involving psychomotor and perceptual 
measures (e.g., sports, laparoscopic surgery, and marksmanship) are not well-
represented in the ITS community.  

Research is needed to expand the dimensions of domain knowledge to support a 
broader variety of task domains. One objective is to develop standards to represent 
domain knowledge beyond the cognitive task domain (e.g., affective, psychomotor, 
perceptual, social, ill-defined, and complex domains). Once the domain can be repre-
sented, authoring tools and instructional strategies, tactics, and policies should be 
tailored to support adaptive interaction with the learner.  

As mentioned previously, it will be critical to be able to easily integrate external 
training and educational environments to reduce the authoring burden, but also to 
enhance the experiences that are familiar to learners. Representing the domain 
knowledge of relevant task domains and integrating with other systems will provide 
the basis for an ATE architecture which we are currently prototyping as GIFT. 
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2.5 Challenge: Support Tutoring at the Point-of-Need 

To be effective, ATE must be accessible at the user’s point-of-need. The ATE archi-
tecture must develop services to allow access anyplace and anytime (24/7/365). To 
meet this goal we have formulated two primary objectives. The first is to move GIFT, 
an adaptive training and education architecture, to the cloud. We are developing a 
cloud-based architecture that allows real-time access for learners and units to support 
individual, collaborative (social), and team training and education. Since learners, 
authors, and other ATE system users may find themselves in areas of degraded com-
munications, we are also developing cloud-based services to download virtual ma-
chine versions of GIFT to allow local development and synch with the cloud as need-
ed. 

2.6 Challenge: Enhance the Credibility and Supportiveness of the Tutor 

To enhance the learner’s perception of ATEs as credible training and educational 
tools (e.g., domain experts, trusted advisors, teachers), we are closely emulating best 
practices of expert tutors and learning theory. To this end we have implemented com-
ponent display theory [14] as our default pedagogical module, the engine for manag-
ing adaptive pedagogy or eMAP.  

To capture and maintain the attention of learners, we are developing methods to 
evaluate the suitability of user interfaces (e.g., virtual humans) and domain 
knowledge (e.g., content) to enhance the learner’s perception of ATE systems with 
respect to domain expertise and learner support. To be efficient, we are developing 
user inter-faces for various roles in the ATE environment (e.g., learners, authors, and 
power-users). These interfaces will allow users to construct their own mental models 
and interact in a manner that is conducive to learning. 

2.7 Challenge: Continuously Evaluate Effectiveness 

As with many systems, we anticipate that ATE systems will be deployed with imple-
mentations of best known practices. ATE systems must not only provide adaptive 
instruction, but be adaptive to continuously improve. The challenge is to collect and 
analyze large datasets on a regular basis to identify trends and issues, and to evaluate 
the effectiveness of current tools and methods against alternative tools and methods. 
The ATE architecture must be able to support continuous evaluation of its tools and 
methods, and be modular in order to support rapid change.  

We are developing tools and methods within GIFT to evaluate the effectiveness of 
the authoring and instructional management processes. Our goal is to support the 
continuous improvement of ATE technologies. To this end we are developing tools 
and methods to reduce the time/cost and skill required to evaluate the effectiveness of 
ITS technologies. We are also developing data analytic methods to evaluate user-
generated content (social media) to maintain cognizance of the primary users (learners 
and authors) and to enable them as change agents. 
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3 Conclusions 

This paper reviewed several challenges to adoption of ATE systems as practical tools 
for learning. We noted that several ongoing research initiatives and identified several 
more which are needed to support changes to the authoring and maintenance, instruc-
tional management, learner modeling, and domain modeling processes along with 
underlying services provided by the architecture through the user interface.  

We also noted that ATE systems have a long-term focus as well as a short-term 
learning focus. Big data collected continuously on both the learner populations and 
the ATE system may be analyzed to provide insight on both effective and ineffective 
instructional methods and user interfaces for both authoring and instruction. Research 
is still needed to fully understand the effect of combining ITSs with existing training 
and education systems in order to quantify a return-on-investment.  

We recommend additional research emphasis on the following challenge problems: 
methods to automate the authoring process to the maximum extent possible; enhanced 
job aids and user interfaces for the authoring process where automation is not possible 
yet; methods to automate integration of existing training and education systems with 
ITSs; methods to increase the accuracy of learner state classification and optimize 
instructional decisions by the tutor; methods to evaluate the effectiveness of ATE 
system tools and methods; and methods to evaluate user-generated content (e.g., so-
cial media) to enhance learner experiences in ATE systems.  

We also note the need to expand ITSs beyond the existing well-defined domains 
(e.g., mathematics, physics, and computer programming) to include more ill-defined 
and dynamic domains (e.g. psychomotor domains including sports). Finally, we advo-
cate the development of collective level models (e.g., shared states, team behaviors, 
and team cohesion) for unit-level tasks and collective learning environments [15]. 
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Abstract. Learning ecosystems provide a combination of technologies and sup-
port resources available to help individuals learn within an environment [1]. 
The Experience API (xAPI) is an enabling specification for learning ecosys-
tems, which provides a method for producing interoperable data that can be 
shared within a learning ecosystem [2]. Version 4.1 of the Generalized Intelli-
gent Framework for Tutoring (GIFT) provides support to both produce and con-
sume xAPI data. A number of use cases are enabled by this support. This paper 
will explore the use cases, functionality enabled, setup and design guidance in 
addition to exploring practical applications for using GIFT and xAPI within 
learning ecosystems. 

Keywords: adaptation, Experience API, intelligent tutoring systems, learning, 
xAPI, GIFT, computer-based tutoring systems, learning ecosystems 

1 Introduction 

Organizations in the U.S. alone invested approximately $164.2 billion on employee 
training and development in 2012 [3], and in 2013, an average of over $1,200 per 
employee was spent for direct learning [4]. With 38% of this training being delivered 
using technology [4], this investment is increasingly being spent on non-traditional 
training methods and technologies. As learning ecosystems continue to grow in com-
plexity, so too do the challenges faced by education and training professionals.  

Personalizing education and assessing student learning are grand, educational chal-
lenges being faced today [5]. Recent efforts on learning ecosystems reflect this 
movement towards adaptive and tailored learning [5,6]. In general, the goal in a learn-
ing ecosystem is to leverage performance data in order to assess and adapt learning 
and in turn, increase training effectiveness and lower associated training time and 
costs [6]. By capturing the massive amount of learning data tied to each individual 
and bound within a learning ecosystem, the ability to meet these educational chal-
lenges by intelligently tailoring learning and assessing performance is possible. 
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Research and development efforts by the Advanced Distributed Learning (ADL) 
initiative of the Department of Defense (DoD) and the U.S. Army’s Research Labora-
tory (ARL) are striving to meet these complex challenges. The Experience API speci-
fication (xAPI), developed by ADL, provides an interoperable means to describe and 
track learning in various learning ecosystem components [7]. ARL’s work on interop-
erability of performance data and intelligent tutors, specifically the Generalized Intel-
ligent Framework for Tutoring (GIFT), along with xAPI provide a basis for this pa-
per. The use of xAPI in conjunction with intelligent tutoring (e.g., GIFT) permits the 
creation of a reference architecture and provides functionality for a number of use 
cases. Installation and configuration of open source software components enable test-
ing and experimentation around these use cases. This paper outlines the technical 
information, reference architecture, use cases, configuration, and expected behaviors 
of the technology components surrounding this work. 

1.1 Existing Efforts 

The ARL effort on Interoperable Performance Assessment (IPA) focuses on uniform-
ly defining and describing learning experiences [8]. IPA defines methods for encod-
ing human performance data using xAPI statements [9]. The goal of such encoding is 
to create data with inter-system data value to support adaptation in learning ecosys-
tems. Additionally, interoperable encoding can provide rich data analytics and visual-
izations. 

ARL’s IPA research works primarily toward the goal of defining uniform perfor-
mance measures in simulation and providing summative assessments towards these 
measures from multiple sources. Additional IPA efforts, focused on using small group 
and team data, also indicate the potential of such approaches to adapt and even drive 
team formation [10]. Overall, IPA efforts aim to address the following use cases: 
show a historical view of proficiency; show a live view of performance; enable macro 
and micro training adaptation, and; collect Big Data for trends analysis.  

1.2 Experience API and Learning Ecosystems 

The xAPI is a supporting specification for learning ecosystems. The xAPI specifica-
tion defines an interface for a common and interoperable data store for xAPI state-
ments, known as a Learning Record Store (LRS). The LRS provides a single storage 
point in a learning ecosystem. Systems within a learning ecosystem either act as a 
“producer” of xAPI statements or as a “consumer”. [7] 

1.3 The Generalized Intelligent Frameworks for Tutoring (GIFT) 

GIFT, developed by ARL’s Human Research and Engineering Directorate (HRED), 
provides a service-oriented framework of tools, methods and standards to make it 
easier to author computer-based tutoring systems (CBTS), manage instruction, and 
assess the effect of CBTS, components and methodologies [11]. GIFT was enhanced 
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to interoperate with xAPI in Version 3.02 to provide a consumer functionality and in 
version 4.1 to provide producer functionality. 

1.4 Reference Architecture 

The Figure below (Fig. 1) shows a reference architecture for a learning ecosystem 
using GIFT. 
 

 
Fig. 1. A reference architecture for a learning ecosystem is shown [12]. The architecture shows 
a Learning Record Store (LRS) where data is stored and retrieved by elements of the ecosys-
tem. A simulator or other system(s) may produce or consume data that is stored in the LRS. 
GIFT uses the LMS Module, which is enabled to both produce and consume xAPI data via the 
LRS submodule. GIFT is thus able to provide interoperability between these other systems 
using their xAPI data. 

The architecture is composed of components that might comprise the learning ecosys-
tem like a Learning Management System (LMS), a Simulator, GIFT, and other sys-
tems such as games or virtual worlds. In the example, the use of xAPI data as a com-
mon data format enables the LMS, GIFT, and other systems to be interoperable. The 
xAPI data created by the systems is stored in the LRS. In turn, xAPI data pulled from 
the LRS may be consumed by any of the systems within the ecosystem. Notably, 
GIFT provides both consumer and producer functionality as it (a) produces xAPI 
statements for other elements in the ecosystem and (b) consumes xAPI statements 
[12]. 

1.5 Use Cases 

A number of use cases for learning ecosystems are supported by GIFT and its xAPI 
functionality. GIFT may be used in conjunction with an LRS and other systems to 
demonstrate and test these use cases. The following are some potential use cases that 
may be built upon GIFT and the xAPI functionality: 

1. Multiple System Performance Assessment. Multiple systems including live sce-
narios using observer based tools, simulations, LMS, and games can be utilized to 
assess performance and produce xAPI data. Multiple systems can be used to assess 
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a singular competency or set of competencies across multiple delivery modalities 
to demonstrate performance over time. This data can be employed to drive adapta-
tion as GIFT acts as a consumer. 

2. Using Simulation for Assessment. A simulation may be used for performance as-
sessment. The simulation produces xAPI data. This data may also be used to drive 
adaptation as GIFT acts as a consumer. 

3. GIFT-Driven Data Production. xAPI data about course content and concepts 
contained within a course can be created and stored in an LRS. This data provides 
granular evidence of a user’s interaction with a course and its corresponding con-
cepts. 

4. Macro-Adaptation. GIFT can provide macro adaptation or outer loop adaptation 
based upon the data it consumes. Performance deficiencies produced by GIFT or 
other systems that are stored as xAPI data can be used to intelligently navigate or 
recommend courses or other learning experiences. For example, a learner uses a 
simulator for marksmanship training and is found deficient in breathing techniques. 
The next time the learner logs into GIFT, he/she would then receive training rec-
ommendations such as courses or additional simulator training to improve their 
breathing techniques. In other words, GIFT leverages xAPI data about a user’s de-
ficiencies that is produced within a single learning event and then provides recom-
mendations or adapts the individual’s overall learning path to address these defi-
ciencies.  

5. Inter-System Driven Micro-Adaptation. GIFT can provide micro-adaptation 
within a scenario based upon data it consumes from other systems. For example, a 
learner participates in several marksmanship simulations and is found deficient in 
breathing techniques. Leveraging this xAPI data from one or multiple learning 
events, a future marksmanship simulator adapts within its scenario by providing 
additional guidance for breathing techniques. In other words, GIFT is able to lever-
age past xAPI data produced by other systems to drive micro-adaptation within fu-
ture learning events in other systems.  

2 Using GIFT and xAPI 

GIFT (Version 4.1) is capable of both producing and consuming xAPI statements. 
Minimal configuration is required to setup this functionality in GIFT. Version 4.1 
natively supports use cases 1, 2, 3, and 4 outlined in Section 1.5. Additional pro-
gramming related to content development is required to support use case 5. 

2.1 GIFT LMS/LRS Module 

The LMS module within GIFT, responsible for retrieving and storing training and 
assessment history, enables xAPI support. The LMS module has been enhanced by 
creating an LRS submodule within which it allows both polling of and writing to the 
LRS. 
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2.2 Setting up GIFT with xAPI Support 

In order to enable xAPI functionality for GIFT, an LRS must be available and con-
nected to the network which GIFT is installed on. The following steps need to be 
completed to enable xAPI support in GIFT: 

1. Install GIFT framework (refer to www.gifttutoring.org)  
2. Install an LRS (see below)  
3. Configure GIFT to communicate with the LRS end point  

Several open source LRS options exist as well as commercial options. The following 
open source LRS solutions are currently available: 

• Open source LRS from ADL - https://github.com/adlnet/ADL_LRS  
• Hosted LRS from ADL- https://lrs.adlnet.gov/xapi/  
• Open source LRS from learning locker - http://learninglocker.net/  

Configuration of xAPI End Point. Once GIFT and the LRS are installed, GIFT must 
be configured to communicate with the LRS endpoint. The following steps must be 
undertaken to allow GIFT to communicate with the LRS: 

1. Open the LMSConnections.xml file located in the <GIFT 
Root>\GIFT\config\lms directory 

2. Select edit, and add a new connection entry under the <LMSConnections> 
root using the following information format and entering the username, 
password, and URL for the LRS installation between the XML elements:  

  <Connection>  
   <enabled>true</enabled>  
   <impl>lms.impl.Lrs</impl>  
   <name>LRS Name</name>  
   <Parameters>  
    <networkAddress>https://lrs.url</networkAddress>  
    <username>username</username>  
    <password>password</password>  
  </Parameters>  
  </Connection> 

2.3 GIFT as a Producer of Interoperable Data 

Once configured, GIFT is enabled to act as a producer of xAPI data. As a producer, 
once a training scenario is completed, the course records and scores are passed to the 
LMS module for storage. This data is then passed to the LMS database as well as the 
LRS sub-module. An xAPI statement is generated for each level of the graded score 
nodes, and each statement is linked to their parent statement. The figure (Fig. 2.) be-
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low outlines an example of data that is created and defined for the elements in the 
xAPI format. 
 

 
Fig. 2. An example of data from a Domain Knowledge File, Course Record, and xAPI State-
ments is shown. The example outlines the scenario, tasks, concept, and grades that are used to 
define the xAPI data elements. [12] 

Editing Domain Knowledge File. In order for GIFT to produce xAPI data, the con-
cepts that are represented within a course must be added to the XML file that repre-
sents the course. The following steps must be taken to update the file: 

1. Edit the XML file for the course located at <GIFT Root>\Domain  
2. Add a <concepts> section under the <Course> root. Below is an example of 

the addition of the <concepts> elements:  
 
<Course name=”Course Example”...>  

...<concepts> 
<concept>Skill 1</concept>  
<concept>Skill 2</concept>  
<concept>Skill 3</concept>  

</concepts>...  
</Course> 

2.4 GIFT as a Consumer of Interoperable Data 

The LMS module of GIFT also provides consumer functionality. The consumer func-
tion allows GIFT, via the LRS submodule, to poll the LRS end point. xAPI statements 
are used to extend GIFT’s course suggestion capabilities. The LMS polling function 
retrieves a user’s history, using their email address as an identifier when the user logs 
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into GIFT. The LMS module examines available course metadata definitions to find 
courses with concepts that match the user’s deficiencies. The LMS module then rec-
ommends concepts matching deficiencies noted in xAPI statements for which the user 
is “below” concept proficiency. Dynamic filtering of course suggestions is presented 
through the “Recommended Courses” (See Fig 3). 
 

 
Fig. 3. A screen shot of GIFT Available Courses is shown. The example outlines recommended 
courses as determined by the LMS module by examining course metadata and deficiencies 
stored in xAPI statements within the LRS. [12] 

3 Conclusions 

GIFT allows enhanced functionality via its LMS module to integrate external data 
sources in a learning ecosystem. GIFT also enables data created within GIFT to be 
stored in an interoperable way that supports learning ecosystems via xAPI in an LRS. 
This functionality enables GIFT and other systems to evaluate incoming student com-
petencies in order to better inform instructional strategy. Systems in the learning eco-
system are also enabled to make recommendations for the next training events based 
on performance data. 

Using this functionality, researchers may test a number of different use cases and 
functions of adaptive learning in learning ecosystems. Usage of xAPI data in learning 
ecosystems with GIFT and other producers will allow consumers in learning ecosys-
tems to assess and tailor learning and ultimately, to leverage Big Data analytics to 
discover trends over time.  

The ability to leverage xAPI data in GIFT enables the investigation of a number of 
research questions. For example, the Army’s current training modernization goals call 
for the development of persistent representations of Soldier performance in order to 
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support a culture of lifelong learning. In order to develop these complex student mod-
els, Soldier performance must be tracked across multiple training environments (e.g., 
events, simulators, courses). By producing and consuming xAPI statements, GIFT can 
support interoperable student models. However, while research is ongoing in this 
area, demonstrating interoperable performance data across multiple platforms through 
GIFT has yet to be accomplished. Further, the question of how best to remediate stu-
dent performance using xAPI data through GIFT has yet to be investigated. A major 
question remains about the specific level of granularity of these xAPI statements that 
is most appropriate for adapting training through GIFT. It is very likely that as inde-
pendent researchers develop their own solutions for adapting training based on xAPI 
data, the level of detail required will depend upon the specific domain and applica-
tion. For the Army to reach its goal of tracking performance across a Soldier’s career, 
however, there must be some consensus on how to standardize the granularity of xA-
PI statements. These, and other research questions, provide possibilities for research 
going forward. 
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Abstract. This paper presents our recent work with the Generalized Intelligent 
Framework for Tutoring (GIFT) for authoring tutors and training systems in 
concert with already developed external applications that provide a wide variety 
of educational experiences. In this paper, we describe our efforts to extend the 
GIFT system to develop metacognitive tutoring support for UrbanSim, a turn-
based simulation environment for learning about counterinsurgency operations. 
We discuss specific extensions to GIFT as well as the links we have developed 
between GIFT and UrbanSim to track player activities. Additionally, we discuss 
a conversational approach that we are designing to interpret players’ strategies 
and provide feedback when they adopt suboptimal approaches for their counter-
insurgency operations. 

Keywords: GIFT, UrbanSim, Scaffolding, Adaptive Support 

1 Introduction 

The Generalized Intelligent Framework for Tutoring (GIFT) provides a software plat-
form and authoring system for designing, developing, and implementing online and 
in-class educational programs [1-2].  An important aspect of GIFT that makes it dif-
ferent from a number of conventional tutoring systems is its emphasis on interopera-
bility across a variety of existing training applications (TAs). The overall goals are to 
reduce the high design and development costs of building computer-based tutors and 
to increase the reusability of educational applications while also creating engaging 
and adaptive learning spaces that students can access as needed. 

While this is a significant advantage of GIFT, it introduces challenges in the num-
ber of use cases that must be considered in order to fully leverage and develop a gen-
eral framework that is compatible with different forms of available educational re-
sources. In this paper, we present our work in exploiting the GIFT platform to devel-
op a metacognitive tutoring environment for the UrbanSim TA [3], a counter-
insurgency (COIN) command simulation developed by the Institute for Creative 
Technologies at the University of Southern California. We describe the steps involved 
in developing generalized connectors that are currently tailored to support communi-
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cation from UrbanSim to GIFT. Our work illustrates the flexibility of the GIFT plat-
form to accommodate dynamic tracking of student activities in the UrbanSim COIN 
environment. Our overall goals are to simultaneously model student problem solving 
performance, behavior, and strategies, so that the developed GIFT tutor will provide 
dynamic support when students are involved in training episodes. Our experiences in 
developing GIFT to support cognitive and metacognitive tutoring lead to a set of de-
sign recommendations for further increasing the capabilities, adaptability, and flexi-
bility of developing a variety of tutor-supported TAs with GIFT. We hope that our 
experiences and development efforts will help future GIFT developers working with 
other TAs. 

2 UrbanSim 

UrbanSim [3] (Figure 1) is a turn-based simulation environment in which users as-
sume command of a COIN operation in a fictional Middle-Eastern country. Users 
have access to a wealth of information about the area of operation they have been 
assigned to. This includes: intelligence reports on key individuals, groups, and struc-
tures; information about the stability of each district and region in the area of opera-
tion; economic, military, and political ties between local groups in the region; the 
commanding team’s current level of population support; and the team’s progress in 
achieving six primary lines of effort. The actions that users take are scenario-specific, 
but they generally involve increasing the area’s stability by making progress along the 
different lines of effort: (1) improving civil security; (2) improving governance; (3) 
improving economic stability; (4) strengthening the host nation’s security forces; (5) 
developing and protecting essential services and infrastructure; and (6) gaining the 
trust and cooperation of the area’s population. 

Students conduct their operations by assigning orders to available units under their 
command (e.g., E CO b and G CO a in Figure 1). To commit their orders, they press 
the COMMIT FRAGOS (FRAGmentary OrderS) button to complete one turn in the 
simulation environment. The simulation then executes the user’s orders; simultane-
ously, it has access to a sociocultural model and complementary narrative engine that 
determine the actions of non-player characters in the game, which also affects the 
simulation results. For example, a friendly police officer may accidentally be killed 
during a patrol through a dangerous area. These significant activities and situational 
reports are communicated to the user, and the results of all activities may result in net 
changes to the user’s population support and line of effort scores (see bottom right of 
Figure 1). 

UrbanSim provides documentation and tutorials that should help students gain an 
appreciation for the challenges inherent in managing COIN operations. For example, 
they should learn the importance of maintaining situational awareness, managing 
trade-offs, and anticipating 2nd- and 3rd-order effects of their actions, especially as the 
game evolves [3]. They should also understand that their actions themselves produce 
intelligence (through their consequences as observed in the simulation environment), 
and, therefore, the need to continually “learn and adapt” in such complex domains 
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where the available information is often overwhelming, but at the same time may be 
incomplete. In other words, students should realize that their decisions produce intel-
ligence that may be critical for decision making and planning during the next set of 
turns. Students can learn about the effects of their actions by viewing causal graphs 
provided by their security officer (S2). Users who adopt strategies to better under-
stand the area of operation and its culture by viewing and interpreting the effects of 
their actions using these causal graphs should progressively make better decisions in 
the simulation environment as the COIN scenario evolves. 

 

 
Fig. 1. UrbanSim 

3 Developing an Application to Connecting UrbanSim to GIFT 

Connecting a TA to the GIFT environment involves creating an interoperability inter-
face. This interface is responsible for reporting the actions performed in the TA (and 
the resulting TA state) to GIFT while also handling control messages sent by GIFT to 
the TA to keep the two systems in alignment. The various components and their inter-
actions necessary for connecting UrbanSim and GIFT are shown in Figure 2. Urban-
Sim produces log files that include information on the actions taken by actors in Ur-
banSim (and the effects of those actions). To report this information to GIFT, we have 
authored a Java application that monitors the log files and transmits the data to the 
interoperability interface, which passes the information to GIFT in a predefined struc-
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tured format. GIFT can then use this data to tutor the student through a web-based 
interface. 
 

 
Fig. 2. Communication between GIFT and UrbanSim  

The first step in developing this infrastructure required us to create the log parsing 
application. This involved completing the following steps: 

1. Representing the complex set of data models used by UrbanSim. 
2. Representing the actions taken by users and the contexts in which they occurred. 
3. Monitoring the UrbanSim log directory and translating the log data into the repre-

sentations created during steps 1 and 2. 
4. Implementing code to establish a socket connection with the interop interface and 

publish the information obtained from the UrbanSim log files. 

To represent the data models used by UrbanSim, we reverse engineered the plain-text 
save files generated by the program, extracted the data objects, their properties, and 
relationships to other objects and then created 22 Java classes to represent these data 
models. We then analyzed UrbanSim to extract the set of 38 measurable actions 
available to students in the program. Finally, we analyzed the set of 19 measurable 
contexts in which actions could occur. In this instance, a context can be considered to 
be equivalent to an interface configuration. For example, the configuration shown in 
Figure 1 shows a map of the area of operation. By tracking the actions and contexts 
logged by UrbanSim, we were able to create a detailed understanding of students’ 
behaviors in the program. Once these objects had been defined, we focused on devel-
oping the algorithm for detecting changes in a log file, extracting the new infor-
mation, processing it effectively, and then communicating it to the GIFT environ-
ment. 

Once our log parser application had been written and tested, we turned our atten-
tion to writing the GIFT interoperability interface that would connect to the log par-
ser, receive data, and report it to GIFT. To test this functionality, we configured a 
GIFT performance assessment condition. A condition receives data from the interop-
erability interface and uses it to assess a student’s current level of performance with 
respect to a concept. In GIFT, a learner model is defined as a set of named concepts 
that are assessed continually while students are interacting with designated course 
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materials. At any time, each concept may be assessed as being below, at, or above 
expectation. The data representation is similar to the sampling of a stream: GIFT 
monitors the student’s task performance over time and updates the concept assess-
ments based on the student’s most recent performance.  Thus, a student may perform 
above expectation on one concept at some point in the simulated scenario, but fall 
below expectation on the next turn because they missed a critical piece of information 
(situational awareness). A history of these assessments is maintained for feedback 
purposes during a particular learning session and also across multiple sessions. In the 
tutor we are developing for UrbanSim, the condition we created detects when a stu-
dent commits their orders and then presents them with a survey through GIFT’s tutor 
user interface, as shown in Figure 3. We expect that the data collected through this 
survey will provide valuable insight into how students analyze situations in UrbanSim 
and learn from them as the simulation progresses. 

4 Design Recommendations 

Our goal in the work is to develop a tutor for UrbanSim using the GIFT framework 
that can analyze users’ understanding of the current COIN scenario, and determine 
what strategies the user is adopting (if any) in determining their next moves. As we 
have moved toward this goal, our experiences in coupling UrbanSim and GIFT by 
authoring a log parsing tool and implementing an interoperability plugin resulted in 
the following design recommendations to facilitate tutor development: 

1. Expand Instructional Triggers: GIFT is designed such that all tutoring decisions 
are bound to changes in a student’s concept assessments (below, at, or above ex-
pectation). This makes it difficult to author instructional interventions based on 
non-performance factors. For example, to configure GIFT to show the survey in 
Figure 3, we had to create a performance assessment condition that detected when 
the student committed orders and assessed the committed orders concept as above 
expectation (instead of at expectation). The survey was then triggered by a change 
in the assessment of the committed orders concept. It may be desirable to expand 
these triggers such that instructional decisions may be directly bound to elapsed 
time or the occurrence of an event of interest. This could lead to more straightfor-
ward authoring of such instruction. 

2. Allow for Contextualized Conversational Instruction and Assessment: GIFT 
allows a course author to develop mid-lesson surveys and uses the AutoTutor Lite 
[4] conversations to administer instructional interventions in appropriate situations. 
However, the content of these surveys and conversations must be determined ahead 
of time and may not be parameterized by variables derived from student perfor-
mance and the state of the system. For example, question 1 in Figure 3 cannot be 
modified to ask the student about a specific FRAGO that they just committed. Ad-
ditionally, GIFT does not allow many of these student responses on surveys and in 
conversations to serve as on-line assessments of their understanding (the exception 
is that specific answers to multiple choice questions may be linked to assessments 
of specific concepts). Thus, a student may, in their interactions with surveys and 
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conversations, reveal information about their understanding that is not utilized in 
future GIFT interactions. Contextualized conversational feedback has been shown 
to positively affect learner behavior [5], and so we recommend that such feedback 
capabilities be incorporated into future versions of GIFT. 
 

 

Fig. 3. UrbanSim survey presented through GIFT 

3. Expand Configurability of Dynamic Course Flow: Currently, the primary struc-
ture of a GIFT course is fixed and specified in configuration files. Thus, even if 
concept assessments show that the student lacks pre-requisite skills, it is difficult to 
dynamically reconfigure the GIFT course to provide tutorial interventions that help 
the student develop that skill. In recent versions of GIFT, a system called eMAP 
[1] has been implemented which allows for dynamic assessment and instruction 
with regard to mastering a set of domain concepts. While this provides some dy-
namic capabilities in terms of course flow, we recommend that this system be ex-
panded in the future. In particular, the potential of dynamic GIFT courses could be 
greatly enhanced with the ability to configure additional aspects of a course or in-
structional intervention to adapt to the needs of learners. For example, a future ver-
sion of GIFT could support dynamic flow between multiple training applications if 
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a student’s performance in one training application proves that they need training 
in pre-requisite skills before they are ready to succeed at their task.  

5 Conclusions and Future Work 

In this paper, we have presented our experiences in creating an application to syn-
chronize the UrbanSim counter-insurgency command simulation with the Generalized 
Intelligent Framework for Tutoring (GIFT). We provided an overview of the process 
and potential in employing GIFT to augment a training application with new capabili-
ties for learner modeling and support. The work presented here is part of a larger pro-
ject aimed at developing metacognitive tutoring functionalities for GIFT to enhance 
students’ future learning and problem-solving abilities. Our future work includes col-
lecting data from students using UrbanSim, performing a systematic study of the 
strategies they employ and their sources of confusion, and using the insight obtained 
from this study to identify opportunities for providing feedback and scaffolding in our 
GIFT tutor for UrbanSim. A study of strategies at the cognitive and metacognitive 
levels may require us to build an extended task model of the COIN operations that are 
relevant to the UrbanSim scenario. We will also work toward implementing the de-
sign recommendations that we discussed in the previous section. 
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Abstract. Recent years have witnessed major research advances in sensor-
based affect recognition. Alongside these advances, there are many open ques-
tions about how effectively current affective recognition techniques generalize 
to new populations and domains. We conducted a study of learner affect with a 
population of cadets from the U.S. Military Academy using a serious game 
about tactical combat casualty care. Using the study data, we sought to repro-
duce prior affect recognition findings by inducing models that leveraged pos-
ture-based predictor features that had previously been found to predict affect in 
other populations and learning environments. Our findings suggest that features 
and techniques, drawn from the literature but adapted to our setting, did not 
yield comparably effective models of affect recognition. Several of our affect 
recognition models performed only marginally better than chance, and one 
model actually performed worse than chance, despite using principled features 
and methods. We discuss the challenges of devising generalizable models of af-
fect recognition using sensor data, as well as opportunities for improving the 
accuracy and generalizability of posture-based affect recognition. 

Keywords: Affect Recognition, Posture, Microsoft Kinect, GIFT 

1 Introduction 

Affect is instrumental to learning. Students’ affective experiences shape their learning 
behaviors and outcomes, and vice versa. Growing recognition of this relationship has 
led to the emergence of work on affect-enabled learning technologies, which endow 
educational software with the ability to recognize, understand, and express affect. 
Several affect-enabled learning technologies have been developed in recent years, 
spanning a broad range of domains, including computer science education [1], reading 
comprehension [2], mathematics [3], and computer literacy [4]. Although these be-
spoke affect-sensitive systems have yielded promising results, there are many open 
questions about whether existing affect recognition techniques generalize to new do-
mains, populations, and settings.  

Recent work on sensor-based affect recognition holds promise for yielding general-
izable models. Because sensor-based models typically do not rely on features that are 
specific to particular learning environments, in principle, they should port across do-
mains and settings. Sensor-based affect recognition models have been devised for a 

AIED 2015 Workshop Proceedings - Vol 6 24



range of modalities, including facial recognition, gaze tracking, speech analysis, phys-
iological signals (e.g., heart rate, electrodermal activity), hand gesture, and posture 
[5]. In this work, we focus on posture-based affect recognition, which has shown 
promise for its capacity to predict student affect [1, 3, 4]. Motion sensors, such as 
Microsoft Kinect, can be used to gather rich data streams about posture, they are rela-
tively low-cost, and they are increasingly getting integrated into mainstream comput-
ers [6]. By modeling these rich data streams with machine learning techniques, pos-
ture-based affect recognition models have been induced that can effectively predict 
participants’ affective self-reports, as well as expert judgments of affect gleaned from 
freeze-frame video analyses [1, 3, 4]. 

In this paper, we summarize our work on posture-based affect recognition with the 
Generalized Intelligent Framework for Tutoring (GIFT). In collaboration with Teach-
ers College Columbia University and the U.S. Army Research Laboratory, we con-
ducted a study of learner affect with cadets from the U.S. Military Academy (USMA) 
using a serious game for learning tactical combat casualty care skills. Using this study 
data, we sought to reproduce prior affect recognition findings, leveraging posture-
based predictor features that had previously been found to predict affect in other pop-
ulations and learning environments. However, our results indicated that the same 
features and techniques, adapted to our setting, did not yield comparably effective 
models. Our affect recognition models performed only marginally better than chance, 
and in fact, one model actually performed worse than chance. We discuss the chal-
lenges of devising generalizable models of affect recognition using sensor data, and 
describe opportunities for improving the predictive accuracy of posture-based affect 
recognition models. 

2 Posture Sensor-Based Affect Recognition 

Several research labs have investigated multimodal affect recognition in learning 
environments over the past decade. Our research on generalizable sensor-based affect 
recognition is strongly influenced by this work. To date, posture-based affect recogni-
tion models have been induced with data from pressure-sensitive chairs [3, 4], as well 
as motion sensors, such as Microsoft Kinect [1]. These two data streams, drawing 
from distinct types of sensors, are superficially different, but can be distilled into 
analogous predictor features that have similar relationships with affective states such 
as engagement, boredom, frustration, and confusion. Features can be distilled from 
both types of data to indicate leaning forward, leaning backward, sitting upright, and 
fidgeting. We summarize several representative studies that have utilized these types 
of features to recognize learner affect, and that have influenced our own work. 

D’Mello and Graesser utilized posture data from the Body Pressure Measurement 
System (BPMS) to predict judgments of student affect during learning with AutoTu-
tor [4]. The BPMS is a pressure-sensitive system that is comprised of a grid of sens-
ing elements placed across a chair’s seat and back. In their study, participants were 
video recorded, and several judges analyzed the video using freeze frame analysis in 
order to code participants’ affective states retrospectively. Using this data, D’Mello 
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and Graesser induced a series of emotion-specific binary logistic regression models, 
each distinguishing a particular affective state from neutral, using 16 posturebased 
features as predictors. Their findings indicated that the models, averaged across judg-
es, explained approximately 11% of the variance in affective state, with findings in 
line with an attentive-arousal theoretical framework. Specifically, affect such as de-
light and flow coincided with forward leaning, boredom coincided with a tendency to 
lean back, and states such as confusion and frustration coincided with an upright pos-
ture. 

Cooper et al. used a suite of sensors to collect data on student affect in Wayang 
Outpost, an ITS for high school geometry [3]. The sensors included a skin conduct-
ance bracelet, pressure sensitive mouse, pressure sensitive chair, and mental state 
camera, which provided data on student posture, movement, grip tension, arousal, and 
facial expression. The pressure sensitive chair was a simplified version of the sensing 
system utilized by D’Mello & Graesser [4], utilizing a series of six forcesensitive 
resistors distributed across the seat and back of a seat cover cushion. Data from these 
channels was distilled into predictor features to predict students’ emotion self-reports, 
which were queried every five minutes throughout the learning interaction. The pos-
ture-based features included net change in seat and back pressure between the current 
timestep and previous timestep, and a feature indicating whether the student was lean-
ing forward or not. Step-wise linear regression models were induced to predict stu-
dents’ emotion self-reports. Results indicated that posture-based features were signifi-
cantly predictive of self-reported excitement during learning, although they were not 
part of the best-performing models for other emotional states. 

Grafsgaard et al. have investigated postured-based affect prediction using Mi-
crosoft Kinect sensors with an intelligent tutoring system for introductory program-
ming [1]. Posture features were distilled from depth image recordings by tracking the 
distance between the depth camera and the participant’s head, upper torso, and lower 
torso. The features included discretized distance indicators, such as near, mid, and far 
head positions, each determined by whether the tracked head point was closer or far-
ther from the median head position by one standard deviation. In addition, a postural 
movement feature was distilled to label occasions where the average amount of accel-
eration of the head tracking point was greater than the population average over a one-
second window. The posture-based predictor features were combined with features 
distilled from other multimodal streams to induce multiple regression models for pre-
dicting students’ retrospective self-reports of engagement and frustration. Findings 
indicated that posture features were predictive of both self-reported affective states: 
leaning forward was predictive of both higher engagement and higher frustration, and 
postural movement was associated with increased frustration and reduced learning. 

Building upon this foundation, we set out to distill similar predictor features from 
the data collected at USMA, and apply similar machine learning methods, to produce 
affect recognition models for predicting field observations of affect. 
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3 Kinect-Driven Affect Recognition in GIFT 

We collected learning and affect data from 119 USMA cadets as they used the 
vMedic serious game environment for learning tactical combat casualty care skills. In 
vMedic, the learner adopts the role of a combat medic who must properly treat and 
evacuate one (or several) of her injured fellow soldiers by following standard medical 
procedures within the game environment. All participants completed the same train-
ing module, which was managed by GIFT. The training module consisted of a pre-
test, a brief PowerPoint on tactical combat casualty care, four training scenarios in 
vMedic, and a post-test. 

Each participant was assigned to a research station that consisted of an Alienware 
laptop, a Microsoft Kinect for Windows sensor, an Affectiva Q Sensor, and a mouse 
and pair of headphones. As participants completed the study materials, a pair of field 
observers regularly recorded participants’ physical displays of emotion. The field 
observers followed an observation protocol, BROMP, developed by Baker et al. [7], 
in which observers walked around the perimeter of the study room, discreetly record-
ing observations of each participant’s affect in a round robin sequence. The field ob-
servers coded for seven affective states: concentration, confusion, boredom, surprise, 
frustration, contempt, and other. 

The study produced several parallel data streams, including vMedic trace data, Ki-
nect position tracking data, electrodermal activity data, pre- and post-test response 
data, and field observation data. In this work, we focus on analysis of the Kinect and 
field observation data, which were fused into a single time-synchronized dataset. The 
dataset was cleaned and filtered in order to remove any Kinect-tracking glitches, as 
well as non-essential vertex data. Afterward, 73 predictor features were distilled, 
which characterized participants’ postural positions and dynamics, inspired by similar 
features from the research literature on posture-based affect recognition. The features 
included summary statistics for three points tracked by the Kinect: head, top_skull, 
and center_shoulder. Specifically, we computed features for the current distance and 
depth of each vertex; the minimum, maximum, median, and variance in distance of 
each vertex observed thus far; the same statistics for 5, 10, and 20-second windows; 
several features that characterized net changes in vertex distance, analogous to the 
net_change features reported in [3, 4]; and sit_forward, sit_back, and sit_mid features 
analogous to those reported in [1, 3]. 

Using this feature data, we induced separate affect detectors for each emotional 
state using a range of machine learning techniques in RapidMiner 5.3, inclu ing J48 
decision trees, naïve Bayes, support vector machines, logistic regression, and JRip 
[8]. The detectors were cross-validated using 10-fold participant-level cross valida-
tion. Oversampling was used to balance class frequency by cloning minority class 
instances in the training sets. Forward feature selection was performed to reduce the 
number of predictor features used in the models. We calculated Kappa and A’ to as-
sess the models’ performance. 

Across all of the emotions, our posture-based affect recognition models achieved 
an average Kappa of 0.064, and 0.521 for A’ [8]. The best performing model was for 
boredom, which showed Kappa=0.109, A’=0.528 using logistic regression. Overall, 
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the models performed slightly better than chance, with the exception of the surprise 
detector, which actually performed worse than chance, Kappa=-0.001, A’=0.493. 

These results were surprisingly modest, despite our best efforts to run a carefully 
designed study and reproduce previously reported methods. There are several possible 
explanations. It is possible that BROMP labels, which are based on holistic judgments 
of affect over 20-second windows, are ill matched for methods that leverage low-level 
postural features as predictors. Previous work utilized self-reports and freeze frame 
video analysis, which have different tradeoffs than BROMP. Additionally, much of 
the work on posture-based affect recognition has taken place in laboratory settings 
with a single participant at a time. In our study, up to 10 participants were present, 
with each research station having a slightly different sensor position and orientation. 
This variation may have introduced additional noise to the data, which could have 
been problematic for the methods reported here. Further, the population of learners 
we used in the study, USMA cadets, showed considerable restraint in their physical 
expressions of affect. As such, the displays of affect via body language may have 
been different than those encountered in prior work, making them ill matched for the 
predictor features that we engineered. These findings underscore the challenges to be 
overcome in efforts to devise generalizable models of affect recognition. 

We draw several lessons for our continued work on sensor-based affect recognition 
with GIFT. First, orienting Kinect sensors’ position and orientation to track points on 
participants’ lower torso could prove important for posture detection. In the present 
study, our sensor configuration enabled us to track only vertices on participants’ up-
per torso and head, which may have limited the features we could distill. 

Second, it would be useful to validate the Kinect vertex data recorded by GIFT 
against the sensor’s raw depth video data. Prior work on Kinect-based posture detec-
tion directly leveraged raw depth channel data, but this method is memoryintensive 
and requires custom implementation of posture tracking algorithms [1]. While vertex 
data produced by Kinect should in principle provide the same information about pos-
ture as raw depth data, validating this fact would ensure that our findings relate to the 
generalizability of affect recognition techniques, and not assumptions about underly-
ing data sources. 

Third, investigating alternate machine learning techniques could prove useful for 
enhancing the predictive ability of posture-based predictor features. It is possible that 
temporal models, such as dynamic Bayesian networks, which explicitly model shifts 
in posture and affect, could yield improved results. Furthermore, recent work on deep 
learning techniques may show promise, given their capacity to perform automated 
representation learning. Although additional work is merited to manually engineer 
high-level features to match the holistic encodings of affect provided by BROMP, it 
would be ideal to automate this manual feature engineering process, as is one of the 
promises of representation learning techniques such as deep learning. 
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4 Conclusions 

We have described work investigating the generalizability of posture sensor-based 
affect recognition. We collected a multimodal dataset on affect and learning with a 
group of USMA cadets using a serious game for tactical combat casualty care. Lever-
aging techniques from the affective computing research literature, we distilled a range 
of posture-based predictor features for modeling participants’ affective states with 
machine learning. Our results indicated that posture-based features and models, which 
had previously been found to yield effective affect recognition systems, did not work 
as effectively on our data as had been found with other populations and learning envi-
ronments. In fact, most of our affect recognition models performed only marginally 
better than chance, despite the use of principled features and models. Although there 
are several directions to investigate for enhancing our posture-based affect recogni-
tion models, the failure of existing techniques to generalize to our data is notable. 
These findings underscore the challenges, and opportunities, in research on affect 
recognition and generalizable approaches to intelligent tutoring. 
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Abstract. Work has been ongoing to develop an Intelligent Tutoring System 
(ITS) for teams. As part of this work, we are developing a flexible, scalable, 
military-based set of collaborative team tasks that can serve as a “testbed” to 
exercise various aspects of a team ITS architecture.Warfighting teams are a 
core part of any operation as individual soldiers combine their skill sets and 
plan, coordinate and act as one entity to accomplish assigned objectives. The 
team ITS test bed presented in this paper uses simple team tasks to train soldiers 
on basic functions including observation, target detection, target identification, 
communication within the team and decision making under stress. The testbed 
allows for manipulation of various dimensions of tutor feedback, learner work-
load, and team size. The testbed enables researchers to systematically evaluate 
the effectiveness of different types of feedback on militarily-relevant training 
tasks. 

Keywords: Team Tutoring, Team Training, Intelligent Tutoring Systems 
(ITSs), Generalized Intelligent Framework for Tutoring (GIFT) 

1 Introduction 

Work has been ongoing to develop Intelligent Tutoring Systems (ITSs) to support 
tailored, guided learning experiences for teams conducting collaborative tasks [1-3]. 
As part of this work, we have been developing a flexible, scalable, militarily-relevant 
set of collaborative team tasks that can serve as "testbed" to exercise various aspects 
of a team ITS architecture. This paper focuses on the development of a generic 
testbed and an effective implementation of an ITS for training team tasks which can 
serve as a model for future ITSs. While work has been previously conducted in this 
area (see section 2), the work which is described in this paper differs as it attempts to 
remove humans from the tutor role completely, seeks to encourage proper perfor-
mance while learners are performing several sub-tasks within a larger one, and ac-

AIED 2015 Workshop Proceedings - Vol 6 31



complish both goals while simultaneously applying them to two or more individual 
learners concurrently within a collaborative team setting. 

There is a need for effective team training in the military to match the tasks con-
ducted by military teams in the operational environment. It is important that tailored 
training be easy to distribute while minimizing cost [4]. Tailored training through the 
convergence of ITSs and Virtual Reality (VR) training (e.g., serious games and virtual 
simulations) is emerging to become part of the Army’s plan for the 21st Century sol-
dier competencies [4,5]. VR can simulate a combat zone and allow inexperienced 
soldiers to learn how to react to high-stress situations without exposure to actual 
harm. In a virtual environment, random events can occur by the trainer's design, 
which mimic events such as sniper attacks, improvised explosive devices (IEDs), and 
hostile civilian environments. The goal for the military application of VR is not only 
to expose soldiers to a broad spectrum of potential environments, but also effectively 
train soldiers by providing tailored instruction and feedback [5]. The result is more 
efficient training and shorter time to reach competency.  

An ITS is a computerized learning environment that incorporates content from a 
specific domain (e.g. military training) to provide instruction through the use of feed-
back and immediate interaction based on an individual learner’s rate of comprehen-
sion [6]. ITSs attempt to play the role of a trainer or instructor in a training simula-
tion. However, capturing the expertise of a human trainer is difficult. The most crucial 
element in training is the experience of the trainer, usually a Non-Commissioned Of-
ficer (NCO), which is shared with soldiers [7]. Beyond individual training, the mili-
tary trains teams of soldiers to work together to accomplish mission goals. Military 
teams are capable of achieving goals that cannot be accomplished by an individual 
warfighter alone. Thus, the trainer is responsible for enhancing the performance and 
learning of multiple soldiers.  

A human trainer is most effective when giving one-on-one training or tutoring [8]. 
The goal of ITS development was to find a tutor that was just as effective as one-to-
one tutoring as it is the most effective form of education. Students who receive one-
to-one tutoring perform better than those who receive conventional group education 
[9]. Most students have the potential to reach a high level of learning and human one-
to-one tutoring allows them the opportunity to reach their potential. However, only 
until recently, ITS’s were solely focused on individual tutoring [10]. The challenge is 
to make ITS training effective for teams. Developing and testing ITS for effective 
team training is vital to the success of military operations. Due to the increasing com-
plexity of missions which include specific tasks, the timing and characteristics of 
feedback that teams receive during training is crucial to understanding a tutor’s effec-
tiveness in addition to its development [3].  

Development of a Team ITS will extend an existing individual (or one-to-one) au-
thoring architecture to small groups. Our goal is to develop an architecture for author-
ing team ITSs using VR and the authoring capabilities of the General Intelligent 
Framework for Tutoring (GIFT) [11]. This will require a test bed to assess the effec-
tiveness of the tutor. The testbed needs to be flexible and scalable so that it can be 
adapted to explore different teaming variables, such as the elements and dimensions 
of team-based feedback [2, 12]. 

AIED 2015 Workshop Proceedings - Vol 6 32



To develop a team training testbed, the collaborative team task of joint reconnais-
sance ("recon") was chosen based on its ability to test various dimensions of feed-
back, and its scalability with respect to workload and team size. The next section 
describes related work that informed the development of the testbed. The subsequent 
section details the generic Recon Task Testbed developed to exercise a team tutoring 
architecture. Finally, an initial implementation is described that tests two of the many 
dimensions of feedback: public vs. private, and team vs. individual feedback. 

2 Related Work 

Several areas of research informed the development of the Recon Task Testbed. Team 
training in the military and the development of individual ITSs has formed the basis 
of the collaborative tasks included within the Testbed. Research on the types of feed-
back in training scenarios was reviewed extensively. Finally, the authoring tool that is 
being extended from individuals to team tutors is briefly introduced. This research 
supports U.S. Army training objectives [5].  

One of the goals for the Army is to maintain a tactical edge over potential threats 
through the ability to learn faster [5]. In order for teams to learn faster it is necessary 
for their training to be adaptive. The military is headed towards more effective train-
ing by becoming less dependent on lengthy PowerPoint slides for soldier comprehen-
sion [5]. When using an excess of PowerPoint slides to present important information 
students will be less engaged and unlikely to grasp material [13]. When the time 
comes to apply the material in field training, the learner’s earlier low engagement 
may reflect performance. With VR training, students can be exposed to material and 
apply it simultaneously.  

Applying VR with an ITS has been explored in previous work [4,14]. ITSs have 
been more effective for learning than traditional training which takes place in class-
rooms [6]. It reduces the time required for learning and in some cases is less costly 
than conventional learning. ITSs such as SimStudent predict future behavior from 
students by looking at previous behavioral patterns and therefore can reduce learning 
time [15]. It has been difficult to successfully apply what works in individual ITSs to 
a Team ITS [10]. Team training requires a higher expenditure of flexibility and ener-
gy in regards to authoring ITSs in addition to the human trainer. Some tutors have 
been created in order to assist human trainers with facilitating collaborative learning 
and team training such as the Advanced Embedded Training System (AETS) [16]. 
With AETS, the workload for the human trainer required for successful tactical team 
training was reduced [16].  

Teams are usually made up of individuals who differ in competency, content com-
prehension, and skill levels. Also, team interaction is another factor which individual 
tutors do not have to consider. Work from Suh and Lee address the complexities of 
team collaborative work through an asynchronous text system called the Extensible 
Collaborative learning Agent (ECOLA) [17]. In their work, they go on to describe 
challenges such as complex educational elements which exist in collaborative sys-
tems. Specifically, feedback and the method which it is distributed can influence a 
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team. According to Billings, feedback generally improves performance [18]. Addi-
tional characteristics of a team including how the team reacts to feedback may deter-
mine its success or failure before an assessment task even begins [1]. Team feedback 
has many dimensions [2]: subject (individual, team), target (public, private), timing 
(immediate, after), type (proactive, reactive), specificity (generic, specific), tone (pos-
itive, negative), and style (collaborative, competitive). These aspects can be effective-
ly tested in an ITS authoring environment by using GIFT.  

GIFT is a modular computer-based ITS which has three primary functions which 
include authoring, instructional management and evaluation of ITSs. GIFT’s author-
ing goals are to decrease effort for creating tutors by providing aid in organizing 
knowledge, supporting good design principles, and leveraging open source solutions 
[19]. Instructional manager goals for GIFT are to integrate pedagogical best practices 
in ITS created from the platform. The effectiveness evaluation construct’s purpose is 
to allow researchers to evaluate whole ITSs or their component tools and methods of 
ITS technologies [19]. GIFT was developed for use with individual training. The 
project on which this paper is based has the goal to extend GIFT to team ITSs. A team 
architecture has been proposed [3]. The Recon Test Bed has been developed to test 
that architecture. 

3 Testbed Development 

The Recon Testbed is based on the collaborative team task of reconnaissance, and 
requires several military skills. In the military, communication is key to mission suc-
cess, especially for security purposes. There are four types of security operations. 
They include Screening, Guarding, Covering, and Area Security [20]. The Recon 
Scenario is derived from Area Security as it involves reconnaissance in support of 
various assets. Specifically it resembles aspects of patrolling. In patrolling, Observa-
tion posts are used to provide security to a platoon [7]. Within the task, users perform 
the five fundamentals of all security related missions. These include: orient the main 
body, perform continuous reconnaissance, provide early and accurate warnings, pro-
vide reaction time and maneuver space, and maintain enemy contact [7]. How well 
users execute these fundamentals during the task will partially determine the feedback 
that is received.  

Feedback in teams has many dimensions (see Section 2). It is the goal of the 
testbed to enable experimenters to vary these dimensions as needed to test the effec-
tiveness of team feedback. In addition, the testbed must allow the experimenter to 
manipulate the task load (workload) of the participant. This can be done by changing 
the rate at which events occur.  

The recon task itself, built in VBS2, is meant to serve as the testbed for these di-
mensions. In conducting the task, users are exposed to various military scenarios such 
as observation, fields of fire, and communication within a fire team element. The 
team members (two minimum) are assigned sectors to watch. For instance, if there are 
four teammates on the top of a building, each may be assigned one quarter of the 360-
degree field of view. Each is tasked with scanning (observing) their sector by con-
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stantly panning to see the extent of activity (target detection) in their sector. Each 
trainee must identity (target identification) any opposing force member that is spotted. 
If the threat is moving into a teammate's sector, the learner then must transfer respon-
sibility by communicating the position to that teammate. The teammate must then 
acknowledge the change of responsibility back to the first teammate, thus accepting 
responsibility.  

In the example of four team members, the initial condition of scanning is based on 
the 90-degree sector given to each team member. The team member must scan this 
sector continuously for the purpose of mimicking the actual field task and to effec-
tively participate in the other conditions of the recon scenario. The team is given 
feedback according to how effectively they cover their entire area. This is relative to 
fields of fire and reconnaissance strategies outlined in the Army Field Manual for 
Infantry Platoons and Squads [7]. 

Figure 1 illustrates two teammates (BLUFOR) each monitoring a 90-degree sector. 
Participants are responsible for tracking all targets (OPFOR) and ignoring any distrac-
tors (civilians). When a target approaches the sector border in the center, the partici-
pant must alert the team member who has responsibility for that sector. Workload can 
manipulated by changing the number of enemies/civilians, the speed by which they 
move, the similarity of their appearance, and the rate by which they appear/disappear. 

 

 
Fig. 1. Example of a recon task in which two team members scan a 180-degree field. 

The dimensions of feedback can be varied in the task by changing the content or de-
livery of the ITS feedback. Table 1 describes how feedback dimensions can be ma-
nipulated in the Recon Testbed to test the effectiveness of team feedback. 
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Table 1. Dimensions of Feedback 

Dimension  Levels  How realized in Recon Testbed 
Subject  Individual, Team  Tutor provides feedback about an individual 

team member or entire team 
Target  Public, Private  Tutor provides feedback to either a single person 

(private) or team (public) 
Timing  immediate, after, 

omitted  
Feedback occurs based on patterns or task effec-
tiveness during the task, or after overall the 
grade or rating is given. Feedback is omitted 
when an error is committed, but is not sufficient-
ly important to interrupt training to provide 
immediate feedback or to be included in the 
After Action Review. 

Type  Proactive, reactive  Proactive: feedback before a learner makes 
error, 
Reactive: Feedback after a learner makes an 
error 

Specificity  Generic, specific  Generic: “Good Job Soldier” 
Specific: “You missed an OPFOR located at 7 
o’clock” 

Tone  Positive, negative  Positive: “…you might want to try…” 
Negative: “…your poor performance is hurting 
the team” 

Style  Collaborative, 
Competitive  

Collaborative: "Slow down scanning to help 
team…" 
Competitive: "Your performance is worse than 
Joe." 

4 Initial Implementation and Future Work 

The first implementation will study two dimensions of feedback: Access (public vs. 
private) to feedback, and target (group vs. individual) feedback. For example, the 
feedback is given to a single person in the private condition while the entire team is 
given feedback in the public setting. Individual and Group feedback refers to whom 
the feedback is about (one person’s actions or the team’s efforts). Table 1 describes 
the tasks of each learner when monitoring their sector. The team tutor will be the 
basis of experiments to test the effectiveness of different types of team ITS feedback. 

Table 2. Tasks performed in the initial Recon Testbed by each learner. 

Task  Description  
Scanning  The Learner rotates their viewpoint within the 180 degree sector. Learner 

must cover the entire 180 continuously throughout the task  
Identify  The learner presses a key whenever they spot a new OPFOR avatar. This 

must be done quickly with 10 seconds of the OPFOR becoming visible  
Transfer 
(informing)  

When an OPFOR avatar is close to moving into a teammate’s assigned 
sector, the learner must inform the team member.  

Transfer 
(confirming)  

Learner must confirm transfer of responsibility for the OPFOR moving 
into their sector from the teammate who initiated the transfer process.  
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Beyond the initial study, we plan to expand the Recon Testbed significantly. Current-
ly, the testbed allows for the manipulation of feedback dimensions that enables re-
searchers to systematically test the effectiveness of different types of feedback on 
training. The testbed is scalable and flexible, allowing for different sizes of teams, and 
varying levels of task load, which can be altered in the future. By including these 
features, the testbed will provide a platform to study several aspects of military-
relevant team training. 
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Abstract. The Generalized Intelligent Framework for Tutoring (GIFT) is a do-
main-independent open-source intelligent tutoring framework. In the past new 
versions of GIFT were released every 6 months, and currently, officially tested 
versions of GIFT are released every 9 months. Each new version of GIFT in-
cludes additional capabilities and functionalities. In the current paper and 
presentation, the “Logic Puzzle Tutorial” course that was developed in GIFT 
2.5, and has been included with releases of GIFT since version 4.0 will be dis-
cussed. The presentation will describe the rationale and methods behind the 
course’s development, and discuss different approaches that might have been 
used with the features that are present in GIFT today. 
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1 Introduction 

The Generalized Intelligent Framework for Tutoring (GIFT) is an open-source do-
main-independent intelligent tutoring framework [1]. Since GIFT is domain inde-
pendent it offers great flexibility in the types of tutors and experiments that can be 
developed with it. While the development of adaptive tutoring systems is a primary 
objective of GIFT, it was also designed to be used as a testbed and for analysis pur-
poses. Experiments can and have been developed and run using GIFT [2,3]. GIFT 
provides opportunities to create experiments that use adaptive feedback/assessment, 
and experiments that do not. In fact, GIFT is very useful as a mechanism to run tradi-
tional experiments in the area of psychology [4]. One such experiment was run as part 
of a Post Doctoral fellowship with Army Research Laboratory to investigate the im-
pact of self-reference and context personalization on computer-based tutoring [3,5]. 
The skill that was taught to individuals was deductive reasoning, which was done 
through an interactive logic puzzle tutorial. The current paper discusses the develop-
ment of the logic puzzle tutorial, and the different approaches that may have been 
taken had the current features of GIFT been available at the time. 
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1.1 Logic Puzzle Tutorial Experiment 

The “Logic Puzzle Tutorial” course has been included with GIFT software releases 
since GIFT 4.0 in November 2013. This tutorial was originally developed for use in 
an experiment to examine the impact of self-reference on learning deductive reason-
ing skills and completing logic puzzles. The description and results of the original 
experiment are available in the form of an Army Research Laboratory technical report 
[5]. In the full experiment there were 3 versions of the logic puzzle tutorial. All of the 
versions were identical except for the names that were included in the puzzles and 
learning material. The names that were included were determined based on the condi-
tion, and the names that the participants were asked to type into the program. In the 
self-reference condition, the participant entered his or her name, and the names of 2 
friends. In the popular culture condition, the participants were prompted to enter spe-
cific names of characters from the Harry Potter series. In the baseline condition, par-
ticipants were asked to enter 3 provided names that were not common for their age 
group (based on birth name data). See Figure 1 for a screenshot comparison of the 
popular culture and baseline conditions.  
 

 
Fig. 1. Screenshots that demonstrate the manipulation of interest in the original logic puzzle 

tutorial experiment. Note that the names present in the puzzles and clues are different, with the 
Popular Culture condition on the left, and the Baseline condition on the right. 

 
In the experiment, adaptive tutoring and feedback were provided to participants 
through a logic puzzle tutorial created in PowerPoint with Visual Basic for Applica-
tions (VBA). GIFT provided the interface that participants used for the study, pre-
sented surveys, opened and closed the PowerPoint based tutorial, launched web-page 
based questionnaires, and connected to a  Q-sensor for physiological data collection. 
The original course was developed in GIFT 2.5, which was an experiment-based ver-
sion of the November 2012 release of GIFT 2.0. Despite being developed in GIFT 
2.5, the course is still compatible with current versions of GIFT (at the time of writing 
the most recent version is GIFT 2014-3X, which was released in December 2014).  
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1.2 Version of the “Logic Puzzle Tutorial” course included with GIFT 

 
The released version of the “Logic Puzzle Tutorial” is a slightly modified version of 
the baseline condition tutorial from the original experiment and includes the names 
that were used in the experimental version. In this version, the tutorial automatically 
has the names present in it as opposed to prompting the user to enter them as in the 
experiment. The released version of the tutorial course includes a subset of the ques-
tionnaires and question based knowledge assessments that the participants answered.  
In the full experiment, after the completion of the tutorials the participants answered 
multiple-choice assessments, engaged in solving an “easy” puzzle and then a “diffi-
cult” puzzle. The released version of the course only includes the “easy” puzzle. See 
Figure 2 for a screenshot of the “easy” puzzle that is included with GIFT releases. 
Unlike the tutorial portion of the course, the “easy” puzzle does not include any adap-
tive feedback to the participants.  However, the answers that are provided by the par-
ticipant are saved to an external excel file for future analysis. There are two output 
files of interest for the researcher: 1) output of the surveys/questionnaires that can be 
accessed through GIFT’s Event Reporting Tool (ERT), and 2) Excel output of the 
puzzle which is saved in the Domain folder associated with the “Logic Puzzle Tutori-
al” course. 
 

 
Fig. 2. Screenshot of the “easy” logic puzzle that is included with the “Logic Puzzle Tutorial” 

course in GIFT. 
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2 Tools used in Course Development: Then and Now 

GIFT contains a suite of Authoring Tools that can be used for course development. 
The tools that were used in the development of the original “Logic Puzzle Tutorial” 
course/experiment were the Course Authoring Tool (CAT), Sensor Configuration 
Authoring Tool (SCAT), and Survey Authoring System (SAS). Since the adaptive 
feedback occurred within the PowerPoint tutorial, a placeholder Domain Knowledge 
File (DKF) was used that did not result in adaptive feedback provided directly by 
GIFT. As GIFT has continued to develop, many of GIFT’s tools have been updated 
and have new functionalities in their current versions. 
 
2.1 Course Authoring Tool (CAT) and GIFT Authoring Tool: Then and Now 

The primary tool used for the development of the “Logic Puzzle Tutorial” was the 
CAT. The CAT allows the author to create a course flow that includes the order of 
guidance, training applications (e.g., PowerPoint), and surveys that the participant 
receives. Once design decisions have been made about the course and the components 
have been created, the CAT is where the transitions and flow of the course are speci-
fied. Figure 3 is a screenshot of the original “Logic Puzzle Tutorial” course loaded in 
the CAT. Note the linear structure of the elements, and the nodes that can expand to 
provide more detail.  
 

 
Fig. 3. Screenshot of the Course Authoring Tool that was used to create the “Logic Puzzle 

Tutorial” course. 
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The original XML (Extensible Markup Language) editor based CAT is still included 
with current releases of GIFT. However, an additional GIFT Authoring Tool (GAT) 
has been designed to allow an author to perform the same functionality in a more 
user-friendly interface. The same functionalities and course elements can be created 
using the GAT, but the interface is more straightforward and uses drop down menus 
that are closer matches for a general user’s mental model than an XML editor based 
tool. A screenshot of the GAT with the “Logic Puzzle Tutorial” course loaded in it 
can be seen in Figure 4. While the redesign of this tool would not have impacted the 
design of the original course, it is expected that it would have led to a faster under-
standing of how to create the GIFT course. 

 
 

 
Fig. 4. The “Logic Puzzle Tutorial” course loaded in the GIFT Authoring Tool. 

2.2 Survey Authoring System (SAS): Then and Now 

The SAS was heavily used in the design of the “Logic Puzzle Tutorial” course. Many 
surveys including multiple-choice and multiple answer questions were created for use 
in the course. All of these surveys are available in releases of GIFT from version 3.0 
to present, and many of these surveys are referenced within the “Logic Puzzle Tutori-
al” course. See Figure 5 for a screenshot of the SAS.  
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Fig. 5. Screenshot of GIFT’s Survey Authoring System and a selection of questions associated 

with the “Logic Puzzle Tutorial” course. 

The primary functions of the SAS have remained stable since the design of the origi-
nal “Logic Puzzle Tutorial” course. However, there are now additional features that 
would be used. In the design of the original course the outputs of the questions were 
not automatically scored. Part of the reasoning behind this decision was that many of 
the scoring features were still in development at the time. Now the scoring features 
are stable and well documented in GIFT’s doc files. Additionally, course examples 
that use scoring can now be viewed and examined by authors to understand the scor-
ing functionality. Weights can be assigned to the answers in the creation of questions, 
and surveys can be scored. Additionally, with the development of the Engine for 
Management of Adaptive Pedagogy (EMAP), question banks can now be created that 
are associated with specific concepts that the learner can be assessed on. The grading 
of surveys can now influence remediation that the individual learner is given. The 
functionality provided by the EMAP may have influenced the design of the logic 
puzzle tutorial experiment if it was created today, and may have ultimately led to a 
different experimental design. See Figure 6 for a screenshot of a survey context with a 
question bank in the SAS that is associated with the functionality of the EMAP. The 
development of the EMAP has been documented in the literature, which can be refer-
enced for further reading [6,7]. 
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Fig. 6. Screenshot of a question bank associated with a Survey Context in GIFT 2014-2’s SAS 

2.3 The Sensor Authoring Tool (SCAT): Then and Now 

The SCAT has remained fairly constant since the development of the “Logic Puzzle 
Tutorial” course. Like the CAT, it is an XML editor based tool. Default configura-
tions for specific sensors are included with GIFT and authors can change the refer-
ence for the sensor configuration that will be used when they run GIFT. The sensor 
configuration is not linked directly to a course, but is used in all instances of the in-
stallation of GIFT unless it is adjusted between learners. Future versions of GIFT are 
expected to move toward making connections between the sensor configuration and 
the specific course that has been designed and run. 

3 The Future 

GIFT has gone through many iterations through the years, and at each point has added 
additional functionality and features. More additions and adjustments are expected as 
GIFT moves forward and in new directions, such as the cloud. One of the current 
goals of GIFT is to improve usability, which will make current and future features 
more understandable to all GIFT users. The “Logic Puzzle Tutorial” course which 
exists in GIFT is an example of using GIFT for an experiment. While it does not in-
clude adaptive elements based in GIFT, it offers a demonstration of how GIFT can be 
used for a traditional psychology experiment. The features of the more recent versions 
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of GIFT provide more flexibility and options to individuals who will be designing 
experiments in the future.  
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Abstract. The Engine for Management of Adaptive Pedagogy (EMAP) is the 
Generalized Intelligent Framework for Tutoring’s (GIFT) first implementation 
of a domain-independent pedagogical manager. It establishes a framework 
within GIFT that adheres to sound instructional system design, while also 
providing tools and methods to create highly personalized and adaptive learning 
experiences. In this paper, we present the components of the EMAP, we high-
light their utility when authoring an EMAP managed lesson, and we review the 
limitations associated with its first instantiation.  
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1 Introduction 

The Generalized Intelligent Framework for Tutoring (GIFT) is being developed as a 
domain-agnostic solution to authoring, delivering, and evaluating adaptive training 
solutions across an array of domains and training applications. While GIFT’s initial 
development focused on establishing a standardized architecture for building Intelli-
gent Tutoring System (ITS) functions to support distributed learning events, recent 
work has centered on extending the adaptive capabilities the framework affords. As a 
result, the Engine for Management of Adaptive Pedagogy (EMAP) was developed. 
The EMAP is based on an extensive literature review of instructional strategy focused 
research within computer-based training [3], and organizes its findings in a domain-
independent fashion. At the moment, there are papers that highlight the literature and 
theory that fed the EMAPs design [3, 4] and that highlight the authoring tools and 
processes required for implementing its functions [5], but there is nothing that reviews 
EMAP interactions from the learner’s perspective as it relates to event sequencing. In 
this paper, we present a usecase of a GIFT lesson managed by the EMAP and we 
review the various architectural components that make it run. We will first highlight 
the work that went into formalizing the EMAP, the dependencies the EMAP has with 
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other portions of the GIFT architecture, and we present a usecase of lesson interaction 
and transitions managed by EMAP logic and configurations. 

2 Formalizing the EMAP 

The EMAP design was the resulting outcome of a collaborative project between the 
U.S. Army Research Laboratory (ARL) and the Institute for Simulation and Training 
(IST) at the University of Central Florida. Following an extensive literature review, 
the team selected David Merrill’s Component Display Theory (CDT) as the theoreti-
cal framework to structure EMAP requirements around [3,5].  

The CDT was conceptually integrated within GIFT as a domain-agnostic frame-
work used for course construction and building guidance/remediation configurations 
[3]. This requires linking learner relevant information with generalized descriptors of 
learning content and instructional techniques, strategies and tactics. These relation-
ships were used to establish an initial decision tree that informed real-time adapta-
tions. 

It is important to highlight the current attributes represented in a GIFT learner 
model and their relationship with metadata used to describe learning content. As these 
variables moderate EMAP configurations that are set and adapted at run-time, it is 
important to review how each level of data operates and what decisions they inform. 
For learner model data forms, these include determinations for knowledge states, skill 
states, affective states, and individualized traits that have been empirically found to 
impact learning and retention. 

2.1 Learner Model Dependencies 

The EMAP uses pedagogical configurations that are moderated by attributes being 
tracked in GIFT’s learner model. These configurations are coupled to the customized 
value ranges of available variables supported within the architecture’s standardized 
schema. The configurations implemented in the EMAP are based on both historical 
and real-time inferences across the various trait and state attribute spaces. As such, the 
EMAP uses information on prior knowledge along with a set of trait characteristics to 
personalize lesson materials across the CDT’s four quadrants (i.e., Rules, Examples, 
Recall, and Practice) upfront, and then uses real-time assessment information on 
knowledge, skill, and affective states to moderate guidance, remediation, and problem 
selection. The goal is to establish generalized configurations that can translate across 
different domain spaces and varying training platforms and applications. 

For knowledge and skill states, performance is monitored at an objective level. In 
the latest release, GIFT tracks individual learners across a hierarchy of concepts as 
they relate to a set of tasks within a specified domain. These concepts are established 
in the Domain Knowledge File (DKF), where bottom level sub-concepts (i.e., leaf 
nodes) are assessed against data made available by the training application itself. For 
each concept and set of sub-concepts, there are currently four possible state determi-
nations: (1) above-expectation, (2) at-expectation, (3) below-expectation, and (4) 
unknown. Each of these representations can be associated with either a knowledge 
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state or skill state, where this division is used to differentiate ‘knowledge’ from ‘abil-
ity to execute’. This falls in line with the mention of Knowledge/Skills/Abilities 
(KSAs) defined in most doctrine and helps to make competency badging within a 
domain more granular. Inference procedures are performed across all concepts to 
determine a competency level for the domain of instruction, with values being entered 
as Novice, Journeyman, or Expert. 

Variables based on traits found to impact learning are of importance to the EMAP. 
The individual traits of a learner are believed to be more stable over time and are used 
to set initial configurations of a lesson based on these associations. Current EMAP 
logic informed by traits includes motivation, self-regulatory ability, and grit. These 
items are not inherently tracked in the DKF, but they are used offline to configure 
lesson materials and sequencing when a lesson is initialized.  

In terms of affect represented within GIFT’s learner model, these state spaces as-
sociate primarily with data made available through sensor technologies that monitor 
both physiological and behavioral data sources. Affective states of interest include 
engagement, frustration, boredom, confusion, etc. Regardless of the state space, GIFT 
is very flexible with respect to affective modeling, as the researcher and/or training 
developer has the ability to configure what variables to track and what classifiers to 
apply. These classifiers are used to produce a state determination that is represented in 
GIFT’s DKF across short-term, long-term, and predicted values. For adaptation pur-
poses, much of the affect related information is used to adapt instruction during run-
time, as this form of assessment provides insight into a learner’s reactive tendencies 
to an event or interaction.  

2.2 Metadata Dependencies 

Learner model attributes are linked with generic content descriptors that the EMAP is 
designed to act on. This metadata is used to take domain-independent representations 
of pedagogical practice and associate it with domain-specific content. The metadata 
currently in use is based on the Learning Object Metadata (LOM [6]) standard put in 
place by the Institute for Electrical and Electronics Engineers (IEEE). This provides a 
set of high level categories (e.g., interactivity type, difficulty, skill level, coverage, 
etc.) and value ranges (i.e., skill level is broken down into novice, journeyman, and 
expert) that inform characteristics for a type of interaction. GIFT uses two authoring 
processes to build the EMAP linkages. First, a lesson developer needs to build 
metadata files for all associated content and practice materials. Next, the lesson de-
veloper must establish what learner model attributes moderate metadata selection, and 
what value ranges serve as strategy selection thresholds.  

2.3 EMAP Course Flow Example 

The following use case represents the interaction of GIFT transitions across lesson 
elements and materials. Each event is described in relation to the EMAP and the type 
of data that informs its application. The usecase is broken down by learner login and 
course selection; pre-lesson learner model updates and assessments; adaptive lesson 
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delivery via a Merrill’s branching; and After Action Review (AAR) and lesson com-
pletion.  

Learner Login and Course Selection. When a learner interacts with GIFT to initial-
ize a course or lesson, they are first required to login using associated IDs and pass-
words. Once logged in, the first function GIFT performs is checking for long-term 
learner model information, such as records of prior training events and any persistent 
trait variables being stored over time (this latter function is currently being devel-
oped). Presently, all prior training events are stored under experience Application 
Programming Interface (xAPI) specifications within a designated Learner Record 
Store (LRS) [1]. Out of the box GIFT isn’t configured to use an LRS, just the SQL 
database we have been using for years.  However the GIFT in the cloud instance will 
be configured to use the ADL LRS (but even that clears data out every day or so).  No 
matter if the data is stored in either place, GIFT makes use of that information. Infor-
mation related to courses taken along with performance outcomes on a concept by 
concept level are communicated. This information is used to recommend courses 
based on if any prior training events resulted in below-expectation outcomes. This is 
the current role xAPI plays in this process. We expect this capability to become more 
robust over time. Following this update, a learner is then able to select a course from 
GIFT’s Tutor User Interface (TUI). Following this update, a learner has the ability to 
select their course and progress into the first transitions of a lesson. 

 

 
Fig. 1. GIFT Survey Interface 

Pre-Lesson Updates and Assessments. Upon course initialization, GIFT references 
the EMAPs pedagogical configuration file to determine the trait-based variables that 
moderates adaptations to the lesson structure. In the current baseline, these variables 
include motivation, prior knowledge, self-regulatory ability, and grit. Other variables 
such as skill and goal-orientation can also be applied, which is the current case when 
a learner enters a practice quadrant of the CDT. A lesson developer has the ability to 
select which variables to moderate their lesson adaptations around, which impacts the 
first transitions experienced by a user in a new lesson. GIFT will first check an indi-
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vidual’s persistent long-term learner model to identify any existing data. If no record 
is located, GIFT will administer an available survey to collect that information. This 
interaction is authored in GIFT’s Survey Authoring System and is presented directly 
to the learner on the TUI (see Figure 1). Scoring rules are associated with all adminis-
tered instruments, which are then used to update learner model attribute values in 
real-time. 

GIFT then establishes learner knowledge and skill states based on associated xAPI 
data that exists for that domain. If no data is available, then knowledge and skill at-
tributes are set to ‘Novice’. Next, if a lesson pre-knowledge assessment is made avail-
able by the lesson developer, then the test is presented to the learner through GIFT’s 
TUI. Based on established scoring conditions for that assessment, the learner model is 
updated accordingly to reflect new predicted competency levels. This information is 
used to bypass lesson materials on concepts that the learner has exhibited expert un-
derstanding of. Bypassing concepts is dependent on the separation of concepts not 
only in how they are sequenced in the course.xml but also in the content presented.  
i.e. if there is only 1 piece of content that covers A+B, how can either one be skipped 
and not the other?   

Adaptive Lesson Delivery via Merrill’s Branching. Once all trait-based infor-
mation has been established in the learner model and all pre-test assessments have 
been administered, a learner is then progressed into the adaptive lesson deliver 
through a set of pre-defined Merrill’s Branching points. This entails customized se-
quencing through the CDT quadrants. This interaction will be outlined through the 
following collection of bullet points. 

• Rules and Examples Quadrants: Configure material around defined concepts being 
instructed and known attributes of the learner that match entries within the 
EMAP’s decision tree 
─ Attributes 
o Knowledge; Motivation; Self-Regulatory Ability; Grit 

─ Proposed Assessments 
o Affective State: monitor learner to assess emotional and cognitive reactions 
o Behavior: monitor behavior within learning environment to assess gaming 

behaviors  
─ No knowledge/skill updates in learner model will occur within these quadrants 

• Recall  Quadrant (Knowledge Assessment): 
─ If a bank of questions for this concept has been authored within the SAS, then 

deliver randomized recall assessment based on EMAP configuration (configura-
tion is defined within GIFT’s Course Authoring Tool; see Goldberg et al., 2015) 
o If established scoring conditions exist, then update learner model based on 

assessment outcomes 
§ Assumption: Only cognitive knowledge is updated based on performance 

outcomes within a survey delivered assessment within the recall quadrant 
─ Guidance Configuration (currently being developed) 
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o Use known attributes of the learner to configure timing and specificity di-
mensions 
§ Question by Question Feedback vs. Following All Items 
o Attributes that may dictate this decision: Knowledge and Self-

Regulatory Ability 
§ General to Specific vs. Specific to General Feedback 
o Attributes that may dictate this decision: Knowledge and Grit 

─ Remediation 
o If learner is reported at ‘below expectation’/’at expectation’ on any items (i.e. 

concepts), then initiate remediation loop within the defined Merrill Branch 
§ Remediation path is dependent on reported cognitive knowledge state 

based on defined scoring logic in the Course Authoring Tool 
o For each concept: 

§ If learner is scored at ‘below expectation’ based on scoring configu-
ration, select that concept for Rule quadrant remediation 

§ If learner is scored at ‘at expectation’ based on scoring configura-
tion, select that concept for Example quadrant remediation (can be in 
addition to Rule quadrant remediation) 

o If there is any concept remediation needed, present the Rule remedia-
tion for all identified concepts followed by Example remediation. 
§ This is where the metadata selection algorithm is used to select dif-

ferent content to deliver to the learner (if available).   
o Remediation ends back in Recall Quadrant 

§ If items report at ‘below expectation’ again and there is no new content to 
present; then allow the learner to select the quadrant they prefer to remedi-
ate in (currently being developed). 

─ If all items in the Recall Assessment are reported at ‘above-expectation’ then 
move onto Practice. 

• If no questions exist for the concepts within the SAS or the author removed the 
recall quadrant from the branch, then move onto Practice (not currently supported). 

• Practice Quadrant (Skill Assessment): 
─ If no practice has been authored/configured, and the Recall Quadrant has been 

satisfied, then move onto next transition in the course file 
─ If a training environment/scenario has been configured, then deliver practice 

materials through pre-established Gateway and DKF 
─ Configure material around known attributes of the learner that match entries 

within the EMAP’s decision tree (to be developed) 
o Attributes 

§ Skill; Motivation; Self-Regulatory Ability; Grit; Goal-Orientation 
o Proposed Assessments 

§ Affective State: monitor learner to assess emotional and cognitive reaction 
§ Behavior: monitor learning environment to assess gaming behaviors 
§ Skill: monitor performance in real-time across all identified sub-concepts 

based on pre-defined assessments authored around Evidence Centered De-
sign (Stealth Assessment; [2]) 
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o Using established scoring conditions, update learner model based on as-
sessment outcomes 

o Assumption: Only cognitive skill is updated based on performance out-
comes within a practice environment 

o A survey authored in the SAS can also be defined as a practice envi-
ronment (currently being developed).  

─ Guidance Configuration (currently being developed) 
o Use known attributes of the learner to configure timing and specificity di-

mensions 
§ Number of violations before triggering guidance/feedback 
o Attributes that may dictate this decision: Skill and Self-Regulatory 

Ability 
§ General to Specific vs. Specific to General Feedback 
o Attributes that may dictate this decision: Skill and Grit 

§ Static (text or audio alone) vs. interactive (AutoTutor reflection) 
─ Remediation 
o If learner is reported at ‘below expectation’/’at expectation’ on any items, 

then initiate remediation loop within the defined Merrill Branch 
§ Remediation path is dependent on a combination of skill and knowledge 
o If learner is novice in skill and expert in knowledge, then re-initialize 

practice 
o If learner is novice in skill and journeyman in knowledge, then navigate 

to examples quadrant 
o Remediation ends back in Recall Quadrant (currently being developed) 

§ If items report at ‘below expectation’ again and there is no new content, 
then allow the learner to select the quadrant they prefer to remediate in 

─ If all items in the Practice Assessment are reported at ‘above-expectation’ then 
move onto next transition in the course file 

This sequence of interaction will occur for all identified Merrill’s Branching points 
authored. For instance, in a lesson that instructs across four concepts, an author can 
decide to break up the material across two branching points. Regardless of the number 
of Merrill’s Branching points, once all exit criteria has been reached, then the lesson 
transitions into post-test assessments, after-action review and lesson completion. 

Post-Lesson Assessment, After Action Review, and Lesson Completion. Upon 
completion of all adaptive lesson transitions across the designated Merrill’s Branch 
points, a course developer will have the ability to administer a post-knowledge and/or 
post-skill assessment as a means for determining overall competency levels following 
lesson interventions. These interactions are intended to be void of guidance functions 
to determine how learners perform on their own. The outcomes are used to establish 
final score and attribute values for a lesson, with future development offering extend-
ed remediation events. 

Assessment exercises are followed by a GIFT managed AAR used for reflective 
and summarization practices. It is during this interaction that a student is directed to 
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reflect on the experience of the instructional event and their resulting performance 
outcomes. GIFT’s current AAR capability is a web-page that reviews the objectives 
and concepts of a lesson taken, along with recorded performance measures for all 
items. A goal is to provide an interactive AAR function that utilizes technology to 
engage a learner in reflective exercises. Following execution of the AAR transition, 
the EMAP managed GIFT course is complete. At this instance, GIFT communicated 
xAPI data for the purposes of updating the LRS with outcomes values of knowledge 
and skill attributes for all concepts and sub-concepts scored. The learner is then given 
the option to logout of the system, or to select a new course or lesson to complete. 

3 Conclusion 

In this paper we presented a use case of a conceptual course flow for a GIFT lesson 
managed by the EMAP. We highlighted architectural dependencies associated with 
building out an EMAP lesson and we reviewed logic associated with lesson transi-
tions. This paper highlights the EMAP’s function at the lesson level, where you can 
see the various decisions being made and the type of data informing its strategy selec-
tion. Enhancements to the EMAP continue, with current developmental plans looking 
at personalized feedback delivery options. In addition, the authoring process is being 
converted to web-based interfaces. For an overview of the current authoring process 
and to see the underlying features of the tools and methods put in place to support a 
pedagogical model like the EMAP, see [5] for a nice breakdown. 
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Abstract. The US Army recognizes that enterprises that excel at incorporating 
their latest learning into the mainstream processes of their operations are able to 
capture and maintain a competitive edge. Among the goals of the Army Learn- 
ing Concept 2015 is enabling all soldiers to participate in the creation and up- 
dating of training without increasing the workload of instructors. In addition to 
the Generalized Intelligent Framework for Tutoring (GIFT), the Army Research 
Laboratory (ARL) has funded a Social Media Framework (SMF) that enables 
an organization to crowd-source and crowd-vet new content and improvements 
to existing courses. The research questions we seek to answer in our current re- 
search include the extent to which the SMF and GIFT can: (a) promote critical 
thinking, collaboration, adaptability, effective communication, and problem 
solving; (b) help close the gap between formal training and operational applica- 
tion of the training to missions in the field; (c) reduce the time required to locate 
and use learning resources; (d) reduce the time required to incorporate feedback 
from the field into formal instruction; and (e) reduce instructor workload, while 
maximizing the efficacy of the instructor’s time. 

	  
	  

Keywords: Social media, GIFT, crowd-sourcing, usability, instructional sys- 
tems design 

	  
	  

1 Introduction 
	  

The US Army trains and educates over a half million individuals per year in a course- 
based, throughput-oriented system. Much of the Army’s web-based instruction is in 
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the form of static PowerPoint presentations, with little tailoring to individual soldier 
needs. With the ever-changing landscape of full spectrum operations, today’s soldiers 
are facing ill-structured problems and have little time for the ideal levels of reflection 
and repetition needed to promote critical thinking, adaptability, and mastery of com- 
plex skills. Additionally, the current time frame for updating courses (3 to 5 years) is 
not supporting the modern Army’s fast-paced learning needs. 

	  
During the Vcom3D demonstration of GIFT at the 17th International Conference on 
Artificial Intelligence in Education (AIED), attendees will experience how the breadth 
and depth of knowledge spread throughout an organization can be harnessed and rap- 
idly incorporated into training for the benefit of those who need to know promptly. In 
the role of a learner, participants will experience and provide granular feedback on an 
adaptive course in our web-based GIFT environment. Then participants will discuss 
and vote on the relevance or accuracy of the content to enable refinement before an 
instructor reviews it for inclusion in training. 

	  
	  

2 Background: Social Media Framework 
	  

Previously, we investigated a research-based suite of affordances that support the 
sharing and vetting of information amongst peers. The objectives of the project were 
to identify lessons learned from: commercial, academic, and US Government applica- 
tions of social media to knowledge management and learning; and to consider the 
unique requirements and constraints of the military learning environment and how 
successful commercial and academic models for learning can be adapted to military 
applications. 

	  
	  

3 Current Research 
	  

3.1 Research Objectives 

At a high level, our research aims to investigate the extent to which the integrated 
SMF and GIFT system can: 

• Promote critical thinking, collaboration, adaptability, effective communication, and 
problem solving, 

• Help close the gap between formal training and operational application of the train- 
ing to missions in the field, 

• Reduce the time required to locate and use learning resources, 
• Reduce the time required to incorporate feedback from the field into formal in- 

struction, 
• Reduce instructor workload, while maximizing the efficacy of the instructor’s time. 
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3.2 Experimental Methodology 

This research project follows a sequence of overlapping/spiral events, including: Lit- 
erature Review (ensuring that our proposed research furthers the body of knowledge), 
Experiential Review (hands-on examination of existing, to ensure that the affordances 
we test are extending the state of the art), Test Bed Development (creating the suite of 
affordances to enable testing of our research hypotheses), and Quantitative and Quali- 
tative Research (testing our hypotheses and soliciting feedback from participants). 

	  
	  

3.3 Test Bed Architecture 

Expanding on the existing SMF, a cloud-based ‘headless’ instance of the GIFT plat- 
form has been created, allowing multiple users to connect to GIFT across the internet. 

	  

 
Fig. 1. SMF/GIFT Integrated Architecture 

	  
The GIFT platform has been extended to include a gateway interoperability module 
allowing for connection to a web-based course player. The course player, built on a 
PHP/MySQL platform and using a responsive front-end (suitable for expansion to 
mobile devices), will play (experience API) xAPI-wrapped course content. Through 
the gateway interoperability module, the course player will also communicate to the 
GIFT engine for Management of Adaptive Pedagogy (eMAP), allowing adaptivity 
within the course driven by GIFT’s advanced adaptive capabilities. The course player 
also generates xAPI statements which are stored in a Learning Record Store (LRS) 
and usable for learning analytics. 

The web-based course player includes the ability for courses to collect social media 
feedback on granular aspects of the course: paragraphs of text, images, videos, etc. 
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Using annotation-style commenting, the social feedback is collected and stored within 
the SMF for crowd-comment and review after the course is completed. In addition, 
the GIFT tutoring user interface (UI) has been modified to allow other GIFT transi- 
tions (surveys, learning materials, after action reviews) to collect social feedback in a 
similar manner. This feedback, too, will be available within the SMF for crowd- 
comment and interaction. 

	  
	  

3.4 Experimental Research 

Vcom3D research for the ARL in Social Media-enabled Learning and Knowledge 
Management has three major phases in 2014-2015, each with a data collection. The 
recently completed (February 2015) data collection 1 focused on having an Instruc- 
tional Systems Designer (ISD) and SMEs use a Learning Content Management Sys- 
tem (LCMS) to enter content and build a course. The research test bed is a combina- 
tion of three government-sponsored systems: SMF, GIFT, and an LCMS. 

The second data collection (Summer 2015) will involve learners taking the course 
and providing granular feedback about how they think the course can be improved as 
well as using social media tools to discuss the feedback of others. Then, in data col- 
lection three (Fall 2015), the ISD and SMEs who built the course will review the 
feedback from learners and decide what improvements they will make to the course. 
This three-part research demonstrates the speed with which experts in the field and 
fleet can provide real-world feedback that is then promptly incorporated into the offi- 
cial doctrine course by the schoolhouse. This addresses key goals of the Army Learn- 
ing Model (ALM) which seeks, among many other goals, to include the ever-evolving 
knowledge of the field and fleet into the official training as quickly as possible. 

	  
	  

Data Collection 1 Procedure. Expanding on the existing SMF, a 'headless' instance 
of ARL's GIFT platform was created, allowing it to run independently of a specific 
workstation. Utilizing this, we deployed the GIFT Survey Authoring System (SAS) 
and GIFT (CAT) Course Authoring Tools through our existing Apache Tomcat web 
application server. Using nginx to serve the existing SMF and act as a proxy to the 
GIFT instance on the same server gave the participants the experience of a seamless, 
consolidated system with Single Sign On (SSO) for each subsystem. The experi- 
mental test bed was hosted on a dedicated server off site from the research location. 
Each participant received login credentials and used a separate work station in their 
lab to access the test bed though the internet from a standard browser. 

The researchers guided participants through standard tasks involved in creating 
learning content. The session was videotaped to allow for detailed analysis afterward. 
We described the system to our participants as an experimental learning content au- 
thoring system the Army has asked us to build and test. We explained that our long- 
term goal is to grow the system into a powerful tool that is useful to them (and other 
users) in creating adaptive learning experiences that are easy to update. Having their 
formative feedback at this early stage will enable us to develop it in the direction 
that's most useful to users. 
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We designed their data collection experience to simulate a collaboration to create 
the course. So, each participant was asked to create a different scenario and then we 
had them work together to tie it all into a complete course. 

	  
	  

Data Collection 1 Results. Each of our recommendations has its basis in the time- 
tested and research-proven principles of UI and User Experience (UX) professions. 
Our recommendations are meant to help move GIFT closer to its goal of being useful 
to SMEs who want to author effective courses on their own. The Nielsen/Norman 
Group of UI/UX professionals defines useful as the result of usability and utility. 
Utility speaks to the extent that the system has the features the user wants and needs. 
Usability can be described as having 5 criteria: (1) easy to learn to use, (2) user can 
complete tasks quickly, (3) user can remember how to use it after being away from it 
for a while, (4) errors the user makes are few and easily rectified, and (5) the system 
is enjoyable to use. 

	  
Recommendation 1: Sell the utility, immediately. Users found that the system con- 
tained a large number of steps compared to other systems they had used to build adap- 
tive training or surveys. Some of those steps were unclear in meaning or purpose. The 
naming conventions used are not consistent with what SMEs would name the fea- 
tures, buttons, and other controls. As a result, they expended a great deal of mental 
effort (cognitive tolls) to work in the system. Although the researchers explained the 
long term purpose of the system (to creative adaptive training suited to each individu- 
al), the perceived benefits of the system were not sufficient to motivate the users to 
want to continue using the system in its current state. For all of these reasons, we 
recommend an early intervention of Selling the utility – making the benefits of the 
system so clear that new users will be motivated to expend the needed effort to under- 
stand and master the system. 

We recommend the system provide a short but impactful explainer video that helps 
users understand the system and what’s in it for them. Specific questions that should 
be answered include: (a) What is Adaptive Learning? (b) Why should I use Adaptive 
Learning with my learners? (c) What is GIFT? And, why is it better than my other 
options? (d) How have others similar to me used it (compelling real success sto- 
ries/visuals)? and (e) How do I use GIFT to create Adaptive Learning? 

The military has a long-standing tradition of rigorous ISD which follows a standard 
ADDIE model (analysis, design, development, implementation, evaluation) of activi- 
ties. We can reasonably expect a SME to have extensive knowledge of the content 
being taught. Based on their experience, they may also bring knowledge of the audi- 
ence (having been a trainer) and the related organizational goals that lead to the SME 
being asked to share their knowledge. However, there are significant knowledge gaps 
in ISD for most SMEs. To achieve the long term goal of an independent SME creat- 
ing effective training, the system must provide the education and support needed by 
the SME. 

	  
Recommendation 2: Use the process and vocabulary native to the SME. The current 
process flow and vocabulary used in the system is not reflective of how most SMEs 
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think or work. As a result, they are burning significant brain power simply trying to 
understand the system rather than feeling the reinforcement of accomplishing their 
goals. To illustrate both of these concepts, we examined a short process – Adding a 
question to an assessment – as SMEs are accustomed to doing it compared to how 
SMEs attempt to do it in GIFT. 

For this very short sub-process of the larger course creation process, we can com- 
pare the expected versus experienced using the scorecard shown in Table 1. 

	  
Table 1. Cognitive Load Comparison 

	  

Measure GIFT Experience Usual SME 
Experience 

Steps 
	  
	  
	  

Cognitive Load 
	  
	  
	  

Time 
	  
	  
	  

Other 

20 (steps 7-9 repeat 3X) 
	  
	  
	  

High 
	  
	  
	  

Slow 
	  

	  
	  
	  

Process incomplete. 
Feedback to be added 
using additional steps, 
time and cognitive load 
in another part of GIFT. 

9 or less* 
	  
	  
	  

Low 
	  
	  
	  

Medium 
	  

	  
	  
	  

*  Ability 
load   can 
process 
shorter. 

	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
to  up- 

make 
even 

	  

Recommendation 3: Incorporate extensive, yet lean, on-demand contextual support 
for SME. We recommend two approaches to providing support to SMEs. First, pro- 
vide them some fast and simple support when they first arrive. This help should dis- 
play automatically the first time the user experiences a screen. Afterward, it should be 
available for the user to display on demand). 

Second, offer mouseover-based help for each control, vocabulary term or other el- 
ement that the SME might not be familiar with. The example in Figure 2 shows that a 
vocabulary improvement has been made – changing the word Transition to Content, 
and then providing a mouseover that explains what particular types of content are and 
alerting the user if they will need to use another part of the system to create that con- 
tent before trying to use it here. 
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Fig. 2. Mouseover Help Example 

	  
	  

Data Collection 2 Procedure. The SMF will be expanded to include course topics 
and the actual courses in the training tab. Once launched, courses will be played 
through the GIFT framework. In GIFT, a course is a series of transitions which might 
include Surveys, Learning Materials, and Training Applications. To enable a Training 
Application to play lessons comprised of web-based content, we will implement a 
new gateway interoperability module. Unlike standard web-based lessons, however, 
any element of the content can be selected and commented upon. Showing those 
comments in close proximity to the lesson content could negatively impact the flow of 
the course for future learners; so instead, the comments will automatically appear as a 
new conversation thread under the feedback tab of the containing topic page for this 
course. We will add similar social media commenting capability to other GIFT transi- 
tions such as Surveys and Learning Materials. The course material will be furnished 
by DEOMI ISDs and will be selected for its relevance to the target student partici- 
pants for specific use in the experimental research. The content will then be prepared 
for playback by the web-based lesson Training Application and other GIFT transi- 
tions. 

During the data collection event, multiple sessions of approximately 20 student 
participants each will access the experimental test bed from work stations in their lab 
through the internet from a standard browser and using credentials provided by the 
researchers. Participants will be asked to navigate to a particular topic and take the 
course associated with that topic. Participants will be encouraged to generate ques- 
tions or feedback on any content they encounter. After completion of the course, par- 
ticipants can review their comments on the topic page and also see the comments of 
other participants. They will be able to up vote and down vote the questions, answers, 
and feedback generated by others as well as contribute to the discussions. Participants 
in subsequent sessions will the accumulated contributions of all preceding partici- 
pants. At the end of each session, the participants will complete a survey to provide 
feedback of their experience. 
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Data Collection 3 Procedure. The third phase of research will explore techniques 
and algorithms for analyzing the user-created content, surfacing the most relevant 
comments and activity and connecting them to the most relevant stakeholder. For this 
data collection with content authors and content owners, the user management section 
of the SMF will evolve to display a user digest specific to each user and their role in 
the system. An activity section will highlight the latest contributions by the user. 
Back-end data analytics will look at factors such as up votes, down votes, and general 
activity to prioritize the contributions of others relevant to this user. The goal is to 
highlight trending and actionable issues pertaining to course content owned by this 
user. Participants will then evaluate the efficacy of the system in surfacing errors, 
identifying gaps, suggesting content, and reducing ISD work-load. 

	  
	  

4 Implications for Future Research 
	  

At the end of the third phase of the current research, we will have investigated the 
efficacy of crowd-sourced and crowd-vetted content for applying field knowledge to 
improve learning content, while reducing instructor workload and turn-around time. 
However, we believe that social media can provide additional benefits to the learning 
environment, and to GIFT in particular, by (1) harnessing crowd inputs for the crea- 
tion and refinement of a Domain Model, or the body of knowledge for a topic and (2) 
mining social media data to enhance an individual’s Learner Profile (or personal his- 
tory of learning, demographics, and achievements). We have also identified the need 
to make the user experience more intuitive to its intended end-users (SMEs). At the 
end of the current research, we will make recommendations for these additional 
means for applying social media to the integrated learning environment. 

Additional areas of research we intend to explore include: (1) harnessing crowd 
inputs into the creation and refinement of a domain model, or the body of 
knowledge for a topic, (2) mining social media data to enhance an individual’s 
Learner Profile (or personal history of learning, demographics, and achievements), 
and (3) developing the user experience to be immediately intuitive to its intended 
end-users (fielded sub- ject matter experts). 
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Abstract. Despite the popularity of games, there has been limited peerreviewed 
literature published on game-based learning for science. This paper will de-
scribe a project that combined an Intelligent Tutoring System (AutoTutor) with 
a physics game called Physics Playground. As part of this integration we used 
the Generalized Intelligent Framework for Tutoring (GIFT) to manage commu-
nication between the two technologies. We will also discuss the design of a 
study comparing two versions of the integration. This study is taking place over 
Spring of 2015 and will be studying the effects of integrating different levels of 
tutoring into a gamebased learning system. 

Keywords: Game-based Learning, Intelligent Tutoring Systems, Physics, Play-
ground, AutoTutor, GIFT 

1 Introduction 

There is growing evidence of video games supporting learning (e.g., Tobias & Fletch-
er, 2011; Wilson et al., 2009). Such research typically focuses on games explicitly 
designed for learning. However, games not explicitly designed for learning can also 
produce significant learning gains. In this research, we look at the potential benefits of 
adding intelligent tutoring into an existing game. This paper describes the design pro-
cess for creating an ITS enhanced educational game called NewtonianTalk using the 
GIFT technology. Before we describe the integration we will briefly review the state 
of ITS and educational games. 

2 Background 

2.1 Intelligent Tutoring Systems 

Intelligent tutoring systems (ITS) have proven very effective in improving training 
outcomes. Meta-analyses show effect sizes on the order of one sigma (Dodds & 
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Fletcher, 2004; VanLehn, 2011), which is approximately a full letter grade in tradi-
tional grading schemes. The long sought-after goal is a 2σ effect size (Bloom, 1984; 
Corbett, 2001). 

Recent advances in natural language processing (NLP), semantic analysis, machine 
learning, and cognitive modeling have spawned ITSs with the potential to achieve this 
effect size (Graesser, Conley, & Olney, 2012). Although many of the current comput-
er tutors tend to use heuristics that remain constant as they customize material for 
individual students, the next generation of tutors will implement more dynamic mod-
els that can infer hidden learner characteristics and recognize unanticipated behavior 
based on learner performance, past experiences, and lessons learned. Aside from these 
breakthroughs in AI, the next-generation ITSs may include game-like components 
that further engage the student in the learning experience. 

In the research discussed here, the AutoTutor Lite ITS (ATL, Hu et al., 2009) uses 
an established method of engaging a learner in a natural-language tutorial dialog 
(Graesser, Olney, Haynes & Chipman, 2005). ATL appears as an animated “talking 
head” avatar at certain points during the game and engages the learner in conversation 
about key physics concepts. 

2.2 Learning Support via Games 

Well-designed games can be seen as vehicles for exposing players to intellectual 
problem solving activities (Gee, 2004). But problem solving can be frustrating, caus-
ing some learners to abandon their practice and, hence, learning. This is where the 
principles of game design come in: Good games can provide an engaging and authen-
tic environment designed to keep practice meaningful and personally relevant. With 
simulated visualization, authentic problem solving, and instant feedback, computer 
games can afford a realistic framework for experimentation and situated understand-
ing, and thus act as rich primers for active learning (Shute & Ventura, 2013). 

Furthermore, within-game learning support enables learners to do more advanced 
activities and to engage in more advanced thinking than they could without such help. 
The complicated part about including learning support in games is providing support 
that does not disrupt engagement while learners are immersed in gameplay, and rein-
forcing the emerging concepts and principles that deepen learning and support trans-
fer to other contexts. 

2.3 Physics Playground 

Research into what is called “folk” physics demonstrates that many people hold erro-
neous views about basic physical principles that govern the motions of objects in the 
world, a world in which people act and behave quite successfully (Reiner, Proffit, & 
Salthouse, 2005). Recognition of the problem has led to interest in the mechanisms by 
which physics students make the transition from folk physics to more formal physics 
understanding (diSessa, 1982) and to the possibility of using video games to assist in 
learning (Masson, Bub, & Lalonde, 2011).  
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The game Physics Playground (PP) was designed to help middle school students 
understand qualitative physics (Ploetzner, & VanLehn, 1997). We define qualitative 
physics as a nonverbal understanding of Newton's three laws, balance, mass, conser-
vation of momentum, kinetic energy, and gravity. PP is a 2D sandbox game that re-
quires the player to guide a green ball to a red balloon. The player can nudge the ball 
to the left and right (if the surface is flat) but the primary way to move the ball is by 
drawing/creating simple machines on the screen that “come to life” once the object is 
drawn. Everything obeys the basic rules of physics relating to gravity and Newton’s 
three laws of motion. Using the mouse, players draw colored objects on the screen, 
which “come to life” as physical objects when the mouse button is released. These 
objects interact with the game environment according to Newtonian mechanics and 
can be used to move the ball. When objects interact within the game environment, 
they act as “agents of force” to move the ball around. The player creates simple lev-
ers, pendulums, and springboards to move the ball. 

The difficulty of a puzzle was based on a number of factors including: relative lo-
cation of ball to balloon, number of obstacles present, number of agents required to 
solve the problem, and novelty of the problem. Difficult problems provide greater 
weight of evidence to the estimate of a competency level than easy problems. Also, 
“elegant” solutions (i.e., those using a minimal number of objects) give greater weight 
to competency level inferences than regular solutions. Preliminary data suggest play-
ing PP for four hours can improve qualitative physics understanding (t (154) = 2.12, p 
< .05) with no content instruction or other learning support (Shute, Ventura, & Kim, 
2013). 

3 Methodology: GIFT Management of ATL and PP 

As education turns to more game-like ITS learning environments it is important to 
ensure that their learning pedagogy remain consistent with the learning sciences. To 
ensure a good balance between the motivating “skin” of the learning experience and 
the deep “muscle and skeleton” of science-based learning, it is important to adopt a 
general architecture of ITS learning. The GIFT framework provides such an architec-
ture and allows the integration of independent learning technologies (Graesser, Hu, 
Nye & Sottilare, In Press). In this work, GIFT manages and controls data communica-
tion between ATL and PP. 

While the vast majority of the components of an ITS may be made domain inde-
pendent, there must always be a specific component of the architecture to deal with 
the problems that the instructor desires to teach. The fundamental problems of do-
main-dependent components are how to assess student actions, how to respond to 
instructional changes, how to respond to requests for immediate feedback, and an 
interface that supports learning (Sottilare, Goldberg, Brawner and Holden, 2012; 
Goldberg, Sottilare, Brawner, & Holden, 2012). The architecture designed must have 
built-in support for these types of instructional activities. 
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Fig. 1. NewtonianTalk Interface 

Figure 1 displays the interface of NewtonianTalk. As can be ATL is always displayed 
on the left next to the PP interface. There are 3 playgrounds in NewtonianTalk. Each 
playground teaches a physics concept with 3 puzzles (Impulse, Conservation of Mo-
mentum, Conservation of Energy). The first design decision that needed to be made 
was how to most effectively introduce dialogue into PP without disrupting game play. 
We chose the following pedagogy styles for instruction: information delivery through 
ATL, scaffolded question and answer selfexplanation in ATL, and PP puzzles with 
support instruction. The selection of the specific activity is handled by rules specified 
in the GIFT system that act conditionally on information sent from the PP puzzle as 
the student interacts with it. Below is the introductory explanation of Impulse to the 
player: 

An unbalanced force can cause an object to speed up or slow down. Specifically, 
an impulse is required to change the speed of an object. Impulse is the product of 
force times time. To change ball’s speed, a springboard exerts a force for an 
amount of time. Pulling the springboard down further increases the ball’s speed 
even more by applying a greater force for a longer time. 

After the player listens to further explanation as they play three PP puzzles. Figure 2 
displays the puzzle for Impulse. As the springboard exerts a force up on the ball for an 
amount of time, it gives an impulse to the ball that changes the ball’s motion. Increas-
ing springboard’s force or the time the springboard pushes up on the ball causes it to 
go even higher. 
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Fig. 2. Impulse puzzle with explanatory audio 

After the player solves all 3 puzzles in the playground ATL poses a series of ques-
tions in natural language. Automated scores are calculated for the learner’s perfor-
mance. Below are questions for impulse: 

Q. What is impulse? A. Impulse is force times time. 
Q. How does an impulse affect an object? A. An impulse can change an object’s 
speed.  
Q. How could a force make a larger impulse? A. Increase the force or increase the 
amount of time.  
Q. How can the same impulse be applied if the time of contact is reduced? A. To 
apply the same impulse over a smaller amount of time, the force must increase. 

Once the player has answered the questions correctly or has maxed out the attempts (3 
per question), the player then moves to the next playground. The player is given feed-
back in terms of percentages of completing the playgrounds and the ATL questions. 

4 Discussion and Future Directions 

This design process for this integration has identified some of the strengths and chal-
lenges for adding intelligent tutoring to an existing game environment that is mainly 
focused on simulation and experimentation. A strength of adding ITS interactions to 
such a game is that it allows instruction and discussion of the principles involved as 
they are encountered in the game (or, alternatively, fill them in when the learner 
struggles). Prior research on learning through exploring simulations indicates that 
such help may be important to learn from these activities efficiently (Graesser, Chip-
man, Haynes and Olney, 2005). 

This approach can also be used as a model to enhance noneducational games to 
make them more effective for learning. For example, the game Portal 2 (despite not 
being learning-focused) showed significant benefits for certain types of problem solv-
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ing skills (Shute, Ventura, and Ke, 2015). The current research integrates ITS into a 
Unity game, which is a popular engine. Such games may prove powerful learning 
environments with intelligent tutoring used to highlight and connect the key principles 
and concepts. However, the primary challenge of this work is to be able to integrate 
tutoring into an existing interface without being disruptive or introducing too much 
cognitive load. 

We will be collecting data on NewtonianTalk in 2015 on an estimated 100 under-
graduate psychology students. In addition to getting valuable usability data we also 
will test a hypothesis regarding instruction pedagogy. For this study, additional func-
tionality is being specified that will leverage the ability of GIFT to manage and coor-
dinate just-intime feedback based on the learner’s activities during a playground. 
Learners’ freedom to explore in a playground may increase transferability of skills, 
but may also result in unproductive exploration. It is hoped that GIFT support will 
make exploration more effective. 

Acknowledgments. This work was supported by the Army Research Lab grant 
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ARL Learning in Intelligent Tutoring Environments (ARL-LITE) lab and Dignitas. 
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Abstract.  The technology used as part of the Tools for Rapid Automated De-
velopment of Expert Models (TRADEM) project has been featured at a number 
of conferences and publications throughout its creation and development. As a 
part of these efforts, it has been integrated with the Generalized Intelligent 
Framework for Tutoring (GIFT) in two fashions: branching, using the Engine 
for Management of Adaptive Pedagogy (EMAP), and dialogue-based, using 
open-source chat technology. This technology is nearly ready to be deployed to 
the public, enabling this workshop to demonstrate its capability, highlight its 
use, and allow users to make their own tutors centered about their own content. 

Keywords: intelligent tutoring system, ADDIE process, dialogue based tutor-
ing, branching tutoring 

1 Introduction 

The Tools for Rapid Automated Development of Expert Models (TRADEM) project 
was first published in 2013 in a simulation venue [1]. The technology was demon-
strated last year at the Intelligent Tutoring Systems 2014 conference, as part of a 
workshop on authoring tools [2], at the Educational Data Mining 2014 conference, as 
part of an industry session [3], and at the annual GIFT Symposium, as part of general 
GIFT development [4]. The project has recently come to completion, with the outputs 
intended to be made publicly available soon, and physically distributed as part of this 
workshop.  

As described by many, including the GIFT foundation paper [5], Intelligent Tutor-
ing Systems (ITSs) contain four components: a domain model, an expert model, a 
learner (or student) model and a pedagogical model. TRADEM uses a domain model 
built as a summarization of provided content mixed into a set of topics, as a part of 
the GIFT Domain Module. The expert model consists of a domain model together 
with expert-derived information concerning the order of topic learning, information 
about the content, and a basic manner of assessing learner response. These pieces of 
information are represented in the GIFT Domain Knowledge File (DKF), and are 
linked with a series of questions in the Survey Authoring System (SAS). The peda-
gogical model used as part of TRADEM-produced tutors is simply the GIFT default 
engine, called the Engine for Management of Adaptive Pedagogy (EMAP), which has 
been documented in greater detail in other literature [6].  
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The purpose of the TRADEM project has been to rapidly and mostly-automatically 
create expert models and sequence domain material from initially provided texts. The 
traditional teaching model relies upon teachers to select the material for consumption 
by the learners, where the teacher provides the material. The TRADEM model of 
development is to condense the material selected for students, where the system pro-
vides the learning material created from previously provided learning materials. Natu-
rally, there is some disagreement in the literature as to the nature of an “expert mod-
el.”; is it the selected materials by the teacher, or the core concepts identified by the 
system? In the TRADEM formulation, a domain model consists of a set of topics in a 
domain, while an expert model consists of a domain model together with expert-
derived information concerning the order in which topics should be learned and ex-
pert-derived data that enables an ITS to present each topic and assess learner 
knowledge. Expert derived information may take a few different forms. The first of 
these are the topic names and conventions used as a map of the topics, as shown later 
in Fig. 3 and Fig. 6. The second part of the expert-derived information is in metadata 
about the type of information content contains (e.g. Gagne’s 9 Events [7] or Merrill’s 
Component Display Theory [8]). The last of the expert-derived information is ques-
tions and answers, which are automatically suggested based on the content, and curat-
ed by the human expert.  

This paper is intended to briefly describe the how the system operates and the 
technologies which it relies upon, as a short description is helpful to the reader, alt-
hough not required for practical use. In practice, the purpose of the workshop of this 
technology is to demonstrate the technology. In short, TRADEM uses automated text 
analysis techniques to create core groups of “topics” based upon the topics that appear 
to have been discussed the most. It uses automated summarization techniques to cre-
ate summary text paragraphs and link it to an exact topic, and uses this text to propose 
a name for the topic, as content for the topic, and as a basis for creating questions. 
The technical tasks to perform each of these items are described in other works 
throughout the literature [1-4]. 
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2 Use 

 

Fig. 1. TRADEM User Interface 

The basic process of creating a tutor with TRADEM is simple, and relies upon a few 
basic steps, all of which are shown from the screen following login, as seen in Figure 
1. In this section, we will highlight the specific steps required to produce a tutor with-
in the TRADEM authoring workflow. 

Step One: Create a new project and give it a name.  
Step Two: Create a corpus, upload documents to it, and save, as seen in Figure 2. 

 

Fig. 2. Corpus creation and editing 

Step Three: Add a new expert model through a selection of features. TRADEM 
provides an estimation of the number of topics present within your model when us-
ing the default settings. If your corpus has a fewer number of documents, or some 
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of the documents in your corpus are short but contain critical information, you may 
consider adjusting the expert model parameters to be higher than the default val-
ues, shown in Figure 3. 
 

 

Fig. 3. TRADEM Expert Model Parameters 

Step Four: Edit the expert model and mini-corpus. Be sure to have enough ques-
tions on each topic to support the GIFT default exports (3 questions per topic). If 
TRADEM has not suggested enough questions related to the topic, the user may 
have to create them manually or generate a new expert model. See the highlighted 
area in Figure 4 to edit the topic in this manner. 
 

 

Fig. 4. Expert Model Editing 
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Step Five: Export the tutor. At this point you will receive three options to either 1) 
export as a standard package, 2) export as a GIFT TRADEM-Tutor (“T-Tutor”) 
pack-age, or 3) export as a GIFT PowerPoint (PPT) package. The first of these op-
tions exports unadorned slides and questions/answers for presumed import into 
other Learning Management Systems (LMSs) and traditional training content. The 
second option exports a dialogue-based “talking head” which can understand basic 
student inputs and course directions, and can be imported into GIFT. The third of 
these options exports a series of PowerPoint shows and pre-/post-tests which can 
be imported into GIFT and managed as a branching course. These options are 
shown in Figure 5 which shows the “export tutor” option and the “generate export” 
option after selecting one of the above three choices. 
 

 

Fig. 5. TRADEM Export Tutor Dialogues 

 

Fig. 6. GIFT Import 

Step Six: Import the package into an existing GIFT installation using the GIFT 
Import Tool. The GIFT import tool can be found by right-clicking on the GIFT 
icon as shown in Figure 6, or in the GIFT\scripts\tools\launchControlPanel.bat in-
terface. After import, the EMAP course will be selectable and display as traditional 
PowerPoint slides, while the “TTutor” export will display with a “talking” head 
and simplistic dialogue responses, as shown in Figure 7. 
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Fig. 7. TRADEM-Tutor Interface [4] 

3 Benefits for Use 

There are a few benefits to using the TRADEM tool, including aiding in front end 
analysis of content, automatically summarizing existing documents, or providing the 
foundation of a GIFT course. This section briefly discusses these three use cases.  

One of the manners of TRADEM use is to perform a front end analysis of the con-
tent being worked with. The import of content into TRADEM and looking at the 
structure of the domain can prove valuable to deciding other methods of instruction. 
As an example, differing domains may represent different manners of instruction, as 
shown in Figure 8 with a few different domains. This analysis may affect human deci-
sions of how to instruct the material, and can be garnered fairly quickly (minutes). 

 

 
Fig. 8. Discovered organizational structures [3], which may be instructed differently 

A second manner of technology use is in the automated summary of learning materi-
als. The automated summarization techniques can be used with conference track pa-
pers as input, and presented a summary of the things discussed in the individual tracks 
[1]. Such use may be able to guide conference learners to the sessions of their greatest 
interest, based on the papers accepted to the tracks.  

Further, a GIFT tutor which uses the EMAP can be created with very little effort 
through the use of TRADEM. Instead of uploading various learning materials, tagging 
them with metadata, and building a course, the TRADEM tool can be used to inte-
grate checkboxes for metadata, and automatically sequence the content. Given the 
speed and simplicity of use, such practice may prove standard to the creation of 
GIFT-EMAP courses. This allows tutor creators to benefit from an extensively re-
searched instructional domain model without significant investment of time, and us-
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ing content which can be fine-tuned at a later time with the GIFT authoring tools. 
Other benefits are more extensively discussed in other works [3]. 

3.1 Licensing 

The open-source nature of GIFT means that reproducible code is freely released and 
updated with each subsequent version. Tutors, the output of GIFT, are free to pro-
duce and may be sold or freely provided for community benefit. Developed modules 
and plug-ins may additionally be sold or donated, while GIFT components may never 
be sold. While TRADEM is free for both use and modification in Government appli-
cations, it is not open source. The close-source encumbrances of TRADEM, however, 
are not burdensome. The closed-source encumbrances are 1) that the user must agree 
to a licensing agreement on branding prior to the generation of tutoring materials, and 
2) not to remove the branding of the tutoring materials created as part of the 
TRADEM process. Aside from these issues, the tutors produced using the TRADEM 
process are free to be used and commercialized as GIFT outputs. 

4 Future Work 

The primary use of TRADEM is for use as an advanced and automated authoring 
capability [9], but there is a follow-on effort to automate the process of evaluating the 
weaknesses of the produced courses. The intention is that an instructor, after creating 
a GIFT or TRADEM course, would be able to analyze the course for the items that 
produce (or omit) learning gains on the relevant post-test measures. Additional 
measures are being taken to change the login/logout credentials to match GIFT, to 
make the Gateway Module plug-in an interoperable and separable service, and to 
enable web-based learning and software testing. The current architecture and integra-
tion is shown in Figure 9, and represents a way for other dialogue tutoring services to 
integrate into GIFT, as they can either follow this example integration, or the one 
provided by the AutoTutor webservices. 
 

 
Fig. 9. GIFT and TRADEM Combined Architecture 
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In the above diagram, the agent services for the TRADEM-Tutor are shown as a 
plugin to the Gateway interoperability section. These interact with Extensible Mes-
saging and Presence Protocol (XMPP) software, for the purpose of interacting with 
Google Hangouts or other delivery engine. The use of such architecture allows for the 
combination of traditional GIFT course elements with the newly added TTutor ele-
ments. An example of such an integration may be the use of the Student Information 
Modules for Intelligent Learning Environments (SIMILE) rule assessment engine for 
digital games [10], as a practice environment for medical training taught by TTutor. 
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Preface 

 

Emotions and affect play an important role in learning. There are indications that 
meta-affect (i.e., knowledge about self-affect) also plays a role. There have been vari-
ous attempts to take them into account both during the design and during the deploy-
ment of AIED systems. The evidence for the consequential impact on learning is be- 
ginning to strengthen, but the field has been mostly focused on addressing the com-
plexities of affective and emotional recognition and very little on how to intervene. 
This has largely slowed down progress in this area. 

Research is needed to better understand how to respond to what we detect and how to 
relate that to the learner’s cognitive and meta-cognitive skills. One goal might be to 
design systems capable of recognizing, acknowledging, and responding to learners’ 
states with the aim of promoting those that are conducive to learning by means of 
tutorial tactics, feedback interventions, and interface adaptations that take advantage 
of ambient intelligence, among others. Therefore, we need to deepen our knowledge 
of how changes in learners’ affective states and associated emotions relate to issues 
such as cognition and the learning context. 

The papers submitted to the workshop address issues that bridge the existing gap be-
tween previous research with the ever-increasing understanding and data availability. 
In particular, these papers report progress on issues relevant to the broad and interdis-
ciplinary AIED and EDM communities. AMADL 2015 workshop raises the oppor-
tunity to bring these two communities together in a lively discussion about the overlap 
in the two fields. To achieve this, we explicitly address and target both com- munities, 
as indicated by the workshop’s organizers background and the programme committee 
set up. This workshop builds on the work done in affect related workshops in past 
AIED conferences, such as Modelling and Scaffolding Affective Experiences to Im-
pact Learning in AIED 2007. The format of the workshop is based on presentations, 
demonstrations and discussions according to themes addressed by the papers accepted 
for the workshop. 
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Abstract. There is a challenge and opportunity to research if the ambient intel-

ligent support that can be deployed with a recommender system extended with 

an open hardware infrastructure that can sense and react within the learners’ 

context is of value to supports learners’ affectively. In this paper, we summarize 

the status of our research on eliciting an interactive recommendation for a 

stressful scenario (i.e., oral examination of a foreign language) that can be de-

livered through the Ambient Intelligence Context-aware Affective Recom-

mender Platform (AICARP), which is the infrastructure we have designed and 

implemented with Arduino, an open-source electronic prototyping platform. 

1 Eliciting Interactive Recommendations with TORMES  

We have reported elsewhere [1] our progress on analyzing the potential of Ambient 

Intelligence to deliver more interactive educationally oriented recommendations that 

can deal with the affective state of the learner. In particular, following the TORMES 

methodology [2], we elicited an educational scenario focused on helping the learner 

when preparing for the oral examination in a second language learning course, which 

is widely considered as a stressful situation.  

The recommendation identified in this scenario consists in suggesting the learner 

to breathe slowly (at a rate of 4 breaths/minute) and is aimed to calm her down when 

she is nervous. The applicability conditions that trigger the recommendation take into 

account physiological (i.e., heart rate, pulse, skin temperature, skin conductance) and 

behavioral (facial/body movements and speech speed) information that show evidence 

of restlessness. The recommendation output has been coded in a multisensory way by 

simultaneously modulating light, sound and vibration behavior at aforementioned 

breath rate, so the learner can perceive the recommended action through alternative 

sensory channels (i.e., sight, hearing and touch) without interrupting her activity.  
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2 Delivering Interactive Recommendations with AICARP 

To deliver the aforementioned recommendation elicited with TORMES, the Ambient 
Intelligence Context-aware Affective Recommender Platform (AICARP) is being 
implemented with open source software and open hardware following a modular de-
sign controlled by an Arduino board (see [1] for details). In the current version, 
AICARP receives information from physiological sensors regarding changes in the 
learner affective state through corresponding physiological signals. The sensors are 
integrated into the e-Health platform [3] and a wireless electrocardiogram system [4]. 
Taking into account this information, AICARP is able to provide the elicited interac-
tive recommendation to the learner by modulating the output of alternative sensorial 
actuators with the recommended breath rhythm. In particular, the following actuators 
have already been integrated into AICARP: i) white and red flashlights, ii) an array of 
blue LEDs, iii) a buzzer that vibrates and sounds, and iv) a speaker reproducing a pure 
tone at 440 Hz (i.e.,  “La”  musical note).  

To get some insight on the users’  perception on the recommendation delivery, we 
have deployed the educational scenario outlined in Section 1 in order to deliver the 
corresponding recommendation elicited with TORMES. So far, in this context we 
have carried out 2 pilot studies, one with 6 university students with various interac-
tion needs -including a blind participant-, and another with 4 participants within the 
2014 Madrid Science Week. Since we wanted to test the potential of this approach in 
detecting not only the physiological information but also the behavioral information, 
we used the Wizard of Oz method [5]. In this way, the recommendation was triggered 
by the wizard (in our case, a psycho-educational expert) considering participants’ 
information on both physiological evidences detected with AICARP, as well as 
body/facial movements and speech speed that the wizard observed while the partici-
pants carried out the two tasks defined in the pilots (i.e., talking aloud in English 
about two specific given topics selected from those usually considered in oral exams).  

3 Evaluation Outcomes and Open Issues identified 

We evaluated AICARP in the 2 pilot studies with   the   analysis   of   the   participants’  
responses to the System Usability Scale [6] and to a post-study consisting in a semi 
structured interview led by the psycho-educational expert. This evaluation showed 
that the implemented infrastructure can actually sense the physiological state of the 
learner (which seems to be related to some affective state) and deliver ambient intelli-
gent interactive feedback aimed to transform a negative affective (i.e., nervousness) 
state into a positive one (i.e., relaxation) (see [1] for details on the evaluation results). 
To the latter, actuators considered aim to provide a natural interaction support not 
interfering   with   the   participant’s   task,   and consisted of visual, audio and/or tactile 
feedback.  

As discussed in [1], the analysis of the evaluation outcomes has identified several 
open issues to be addressed in future research, as follows:  
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1. How to deliver interactive recommendations: this issue deals with selecting the 
preferred sensory channels from those available, the format to display the recom-
mendation, the support to understand the purpose of the recommendation and the 
intrusion level.  

2. When recommendations are to be provided: in terms of physiological and be-
havioral changes, while interfering as less as possible with the task. Here, and fol-
lowing TORMES methodology, data mining techniques can be explored to auto-
matically identify the criteria that characterize the appropriate moment to deliver 
the recommendation [7].  

3. Learners’  features of potential relevance in order to design other recommen-
dations: such as domain dependent attributes (i.e., the English level) and person-
ality traits. 

4. Social aspects involved when collaboration takes place: in the current scenario, 
collaboration can occur when learners are asked to perform the oral examination in 
pairs by dialoging a given situation. The training can be done using a videoconfer-
encing system. In this context, other issues should be considered, such as the inten-
sity of collaboration, the type of collaborative task, the individual acceptance of the 
technology used to support the collaboration, as well as specific personality traits. 
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Abstract. Affective states play a significant role in students’ learning
behaviour. Positive affective states can enhance learning, while negative
affective states can inhibit it. This paper describes a Wizard-of-Oz study
that investigates the impact of different types of feedback on students’
affective states. Our results indicate the importance of providing feedback
matched carefully to the affective state of the students in order to help
them transition into more positive states. For example when students
were confused affect boosts and specific instructive feedback seem to be
effective in helping students to be in flow again. We discuss this and
other ways to adapt the feedback, together with implications for the
development of our system and the field in general.

1 Introduction

This paper reports the results of a set of two Wizard-of-Oz studies which explore
the effect of different feedback types on students’ affective states.

It is well understood by now that affect interacts with and influences the
learning process [9, 6, 2]. While positive affective states such as surprise, satis-
faction or curiosity contribute towards constructive learning, negative ones in-
cluding frustration or disillusionment at realising misconceptions can lead to
challenges in learning. The learning process is indeed full of transitions between
positive and negative affective states and regulating those is important. For ex-
ample, a student may seem interested in exploring a particular learning goal,
however s/he might have some misconceptions and need to reconsider her/his
knowledge. This can evoke frustration and/or disappointment. However, this
negative affective state may turn into deep engagement with the task again.
D’Mello et al., for example, elaborate on how confusion is likely to promote
learning under appropriate conditions [6].
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It is important therefore, to deepen our understanding of the role of affective
states for learning, and to be able to move students out of states that inhibit
learning. Pekrun [13] discusses achievement emotions or affective states, which
arise in a learning situation. Achievement emotions are states that are linked to
learning, instruction, and achievement. We focus on a subset of affective states
identified by Pekrun: flow/enjoyment, surprise, frustration, and boredom. We
also add confusion, which has been identified elsewhere as an important affective
state during learning [15] for tutor support and for learning in general [6].

As described in Woolf et al. [20] students can become overwhelmed (very
confused or frustrated) during learning, which may increase cognitive load [19]
for low-ability or novice students. However, appropriate feedback might help to
overcome such problems. Carenini et al. [3] describe how effective support or
feedback needs to answer three main questions: (i) when the support should be
provided during learning; (ii) what the support should contain; and (iii) how it
should be presented.

In this paper we focus on the question of what the support should contain
with respect to affect i.e. the types of feedback that are able to induce a positive
affective state.

In related work students’ affective states have been used to tailor motivational
feedback and learning material in order to enhance the learning experience.
For example, Santos et al. [17] show that affect as well as motivation and self-
efficacy impact the effectiveness of motivational feedback and recommendations.
Additionally, Woolf et al. [20] developed an affective pedagogical agent which is
able to mirror a student’s affective state, or acknowledge a student’s affective
state if it is negative. Another example is Conati & MacLaren [5], who developed
a pedagogical agent to provide support according to the affective state of the
students and the user’s personal goal. Also, Shen et al. [18] recommend learning
material to the student based on their affective state. D’Mello et al. [7] developed
a system that is able to respond to students via a conversation that takes into
account the affective state of the student.

In contrast, in this paper, we investigate the impact of different types of
feedback on students’ affective state and how and whether they can help students
regulate their affect and thus improve learning. In what follows we present two
sets of Wizard-of-Oz studies where feedback was provided to students interacting
with an exploratory learning environment designed to learn fractions. From these
studies, the affective states of the students were carefully annotated in order to
address our research questions.

2 The Wizard-of-Oz studies

2.1 Aims

One of our research aims is to develop intelligent support that enhances the
learning experience by taking into account the student’s affective state. We were
specifically interested in identifying how different feedback types modify affective
states.
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In order to address this question we conducted two sets of ecologically valid
Wizard-of-Oz studies (e.g. [11, 8]) which investigated the effect of affective states
on different feedback types at different stages of the task.

2.2 Participants and Procedure

In total, 26 Year-5 (9 to 10-year old) students took part in the Wizard-of-Oz
studies. Each session lasted on average 20 minutes. Each student participated in
one Wizard-of-Oz session.

The sessions were run in an ordinary classroom with multiple computers,
where additional children were working with the learning platform (not wiz-
arded) in order to support ecological validity. This was important particularly
as in early settings we identified that children would not speak that much to the
platform if they felt that they were monitored [10]. Figure 1 shows the setup of
the studies. Wizards followed a script with pre-canned messages to send mes-

Fig. 1. The layout. The Wizard-of-Oz studies took place on the central isle while the
rest of the students worked on a version of the system which only sequences tasks and
provides minimal support (W=wizard, S=student).

sages to the students through the learning platform and deliberately limited
their communication capacity in order to simulate the actual system. To achieve
that wizards were only able to see students’ screen. An assistant was able to
hear students’ reactions to reflections or talk-aloud prompts (as prompted by
the ‘system’) and provide recommendations to the wizard with respect to the
detected affective state. Any feedback provided was both shown on screen and
read aloud by the system to students.

2.3 Feedback types

Different types of feedback were presented to students at different stages of their
learning task. The feedback provided was based on interaction via keyboard and
mouse, as well as speech.

We explore different types of feedback that are known from the literature to
support students in their learning and fit our context. The following different
feedback types were provided:

– AFFECT BOOSTS - affect boosts. As described in [20] affect boosts
can help to enhance student’s motivation in solving a particular learning
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task. These included prompts that acknowledged for example that a task is
difficult or that the student may be confused but they should keep trying.

– INSTRUCTIVE FEEDBACK - instructive task-dependent feed-
back. This feedback provided detailed instructions, what subtask or action
to perform in order to solve the task.

– OTHER PROBLEM SOLVING FEEDBACK - task-dependent feed-
back. This support was centred on helping students to solve a particular
problem that they are facing during their interaction by providing either
questions to challenge their thinking or specific hints designed to help them
identify the next step themselves.

– TALK ALOUD PROMPTS - talking aloud. With respect to learning
in particular, the hypothesis that automatic speech recognition (ASR) can
facilitate learning is based mostly on educational research that has shown
benefits of verbalization for learning (e.g., [1]).

– REFLECTIVE PROMPTS - reflecting on task performance and
learning. Self-explanation can be viewed as a tool to address students’ own
misunderstandings [4] and as a ‘window’ into students’ thinking.

– TALK MATHEMATICS PROMPTS - using particular domain
specific mathematics vocabulary. The aim of this prompt was to en-
courage students to use mathematical vocabulary in order continually revise
their interpretations. In early studies [10] we found that students’ reflections
were often procedural and pragmatic (e.g. talking about the user interface)
rather than mathematical.

– TASK SEQUENCE PROMPTS - moving to the next task. This
feedback is centred on providing support regarding what action to perform
next in order to change the task, such as clicking the ‘Next’ button.

Table 1 shows examples of the different feedback types.

3 Annotation of affective states and feedback reactions

From the Wizard-of-Oz studies we recorded the students’ screen display and their
voices. From this data, we annotated affective states (e.g. screen interaction and
what the students said) before and after feedback was provided.

As described earlier, for the affective state detection we discriminated be-
tween five different affective types: enjoyment, surprise, confusion, frustration,
and boredom. For the annotation of those affective states we used a similar strat-
egy to that described in [15], where a dialogue between a teacher and a student
was annotated retrospectively by categorising utterances in terms of different
feedback types. Also, [2] describe how they coded different affective states based
on observations of students interacting with a learning environment. Similarly,
we annotated student’s affective states for each type of feedback provided. In
addition to the student’s voice we also used the video of the screen capture
to support the annotation process. Students’ affective states were annotated as
follows:

– FLOW: Engagement with the learning task. Statements like ‘I am enjoying
this task’ or ‘This is fun’. Sustained interaction with the system.
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Feedback type Example

AFFECT BOOSTS You’re working really hard! Keep
going!

INSTRUCTIVE FEEDBACK Use the comparison box to compare
your fractions.

OTHER PROBLEM SOLVING FEEDBACK If you add fractions, they need to
have the same denominators first.

REFLECTIVE PROMPTS What do you notice about the two
fractions?

TALK ALOUD PROMPTS Remember to talk aloud, what are
you thinking?

TALK MATHEMATICS PROMPTS Can you explain that again using
the terms denominator, numerator?

TASK SEQUENCE PROMPTS Well done. When you are ready click
‘next’ for the next task.

Table 1. Examples of feedback types

– SURPRISE: Gasping. Statements like ‘Huh?’ or ‘Oh, no!’.
– CONFUSION: Failing to perform a particular task. Statements such as

‘I’m confused!’ or ‘Why didn’t it work?’. Uncertain interaction with the
system.

– FRUSTRATION: Tendency to give up, repeatedly clicking or deleting
of objects in the system or repeatedly failing to perform a particular task,
sighing, statements such as, ‘What’s going on?!’.

– BOREDOM: Inactivity or statements such as ‘Can we do something else?’
or ‘This is boring’.

4 Results

In total 396 messages were sent to 26 students. The video data in combination
with the sound files were analysed independently by three researchers (one was
independent of the project) who categorised the affective states of students before
and after the feedback messages were provided.

The data is combined from two sets of Wizard-of-Oz studies. We use kappa
statistics to measure the degree of the agreements of the annotations for reli-
ability. Kappa was .46, p<.001. This is generally expected from retrospective
annotation of naturalistic affect experiences [14]. We consolidated the annota-
tions based on discussion between the annotators and the rest of the authors of
the paper in order to agree upon the annotations that did not match originally.
In the second set we had resources to introduce the Baker-Rodrigo Observa-
tion Method Protocol (BROMP) and the HART mobile app that facilitates the
coding of students affective states in the classroom [12]. Kappa based on the
retrospective annotation was still .56, p<.001. We first consolidated the data
with the same approach as before and then compared against the field annota-
tions. Kappa between the consolidated annotation and the HART data was .71,
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p<.05 (note that is may appear low but we did not expect the retrospective an-
notation to get surprise and frustration accurately). We used the HART data to
improve the annotation by mapping feedback actions against the observation for
20 seconds prior to the delivery of the feedback to 20 seconds after the student
had closed the corresponding feedback window. We marked the changes for an
independent annotator to revisit the first set of annotations.

The student’s affective states, that occurred before and after the different
types of feedback was provided, can be seen in figure 2. Each block shows an
affective state before feedback was provided. The colour within the bars indicates
the type of affective states that occurred after the feedback was provided. The
number within the bars indicate the number of times the affective state occurred.

In order to investigate whether there was an effect of the feedback on the
learning experience, we looked at whether a student’s affective state was en-
hanced, stayed the same or worsened. An affective state was enhanced for ex-
ample, when it was changed from confusion to flow, or (given the findings about
confusion [6]) from frustration to confusion, frustration to flow, boredom to flow
etc. An affective state was worsened if it moved for example, from flow to frus-
tration or confusion, or from confusion to frustration.

As the data is categorical [16], we apply chi-square tests to investigate sta-
tistical significant differences between the groups. We present them below and
discuss in more detail in the next section.

Flow When students were in flow, there was no significant difference between
the feedback types on whether the affective state stayed in the same flow state
(X2(6, N=169) = 4.31, p>.05) or worsened (X2(6, N=169) = 4.89, p>.05). As
flow is the most positive affective state, the affective state in this sub-sample
cannot be enhanced.

Confusion When students were confused, there was a significant effect of the
feedback type on whether students’ affective state was enhanced into a flow state
(X2(6, N=181) = 13.65, p<.05). The most effective feedback types were affect
boosts with 68% of the cases, followed by guidance feedback with 67%, and task
sequence prompts with 63%. Reflective prompts resulted in a flow state in 48%
of the cases, talk aloud prompts 38%, and problem solving support with 34%.
Talk maths prompts were the least effective with only 25% of the cases.

There was also a significant effect of the feedback type and whether the
affective state stayed the same (X2(6, N=181) = 14.34, p<.05). Talk maths
prompts were highest associated with a continuing confused state with 75% of
the cases. This was followed by problem solving support with 66%, talk aloud
prompts with 59%, reflective prompts with 52%, task sequence prompts with
37%, affect boosts with 32%, and the least feedback type that was associated
with a continuing confused state were guidance feedback with 29% of the cases.

There was no significant association between the feedback type and whether
the affective state worsened (X2(6, N=181) = 4.65, p>.05).
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Fig. 2. Students’ affective states before and after feedback was provided. Each block
shows an affective state before feedback was provided. The colour within the bars
indicates the type of affective states that occurred after the feedback was provided.
The number within the bars indicate the number of times the affective state occurred.
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Frustration, boredom and surprise There was not sufficient data available
when students were frustrated (36 cases), nor when they were bored (9 cases),
or surprised (3 cases) to run a statistical test across the different affective states
and feedback types.

However, the data indicates that some of the provided feedback types were
better able to change the affective state of the student when they were frustrated,
bored or surprised, as can be seen in figure 2. For example, 60% of the affect
boosts were able to change frustration into flow, followed by reflective prompts
33% and problem solving support 20%.

5 Discussion

The results presented in the previous section show that feedback can enhance
students’ affective states, and that the impact of the various feedback types
mostly depends on the students’ affective state before the feedback was provided.

When students were in flow there was no significant difference between the
feedback types on whether or not the affective state stayed the same or wors-
ened. This suggests that, when students are in flow, challenging feedback can be
provided without negative implications.

However, when students were confused there was a difference between the
feedback types on whether the affective state was enhanced, stayed the same
or worsened. The feedback types that most effectively moved the student out
of a confusion state were affect boosts, instructive, and task sequence prompts.
When they were struggling to overcome problems, affect boosts appeared to
encourage some students to redouble their efforts without the need for task
specific support. We can hypothesise that this enabled students to self-regulate
their affect and move forward. As expected, instructive feedback appears to
have given the students the next steps that they needed, whereas other problem
solving was less successful. Other problem solving feedback seems to have led
students to be more confused because of the increased cognitive load caused by
them having to understand the hint or the question provided.

While talk aloud prompts and talk maths, encouraged them to vocalize what
they are trying to achieve, they appear not to have helped the students address
their confusions. Instead, when they were confused, students appeared to have
welcomed a new task (the opportunity to abandon the cause of their confusion).
While as a strategy this can be pedagogically debatable, there is scope to pro-
vide tasks aimed to help them at the same concepts in a different, simpler way
or to allow them to practice first some skills in a practice-based rather than
exploratory task.

Although there was insufficient data to analyse the impact of the different
feedback types on students’ affective state when they were frustrated, some ten-
tative observations can be made. For example, it was evident that the affect of
students who were frustrated was enhanced whatever the feedback they were
provided with. However, it is notable that the frustrated students who were pro-
vided affect boosts were most likely to move to a flow. We have other anecdotal
evidence in the same scenario with different students that suggest that explicitly
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addressing affect and helping students to think of their emotions during learning
can help them move to confused or to flow state without need for immediate
problem solving support.

It is worth noting that compared to other research we may have been unable
to detect more negative states, especially boredom, because of the nature of the
environment that the students were using – an exploratory learning environment
that encouraged them to speak. The combination of unstructured learning and
speech might prevent students from becoming bored.

6 Conclusion and future work

The affective state of students can be modified with feedback. There is a differ-
ence in the impact of different feedback types according to the affective state
the student is in before the feedback was provided. Although there seems not
to be too much of a difference when students are in flow, when students were
confused different feedback types seem to matter more. While, for example, af-
fect boosts and instructive feedback were able to change confusion into flow,
prompting students to use mathematical vocabulary or providing other problem
solving support, were associated with the same confused state or even lead to
frustration.

In the light of findings like D’Mello et al. [6] for example of the importance of
confusion under appropriate conditions in learning, our findings have important
implications for learning and teaching in general, and AIED in particular. Prob-
lem solving support specifically in exploratory learning environments is difficult
to achieve successfully, particularly when students are in a situation that was not
previously encountered during a system’s design. However, detecting affect may
be relatively easier in certain contexts particularly in speech-enabled software
like in our case and therefore affective support matters as much, if not more
than, problem solving support. In addition, the exact type of support provided
when students are frustrated is important. To understand this better we need to
investigate more the different types of problem solving support and their combi-
nation with affective feedback that can act both as a way to self-regulate affect
and take student into a more positive state like confusion or flow.

In our current study we are implying that learning performance is enhanced
when students are in a positive affective state. In the future we are planning to
evaluate if learning performance will be enhanced when students are moved out
of a negative into a positive affective state. Our next step is to train an intelligent
system that is able to tailor the type of feedback according to the affective state
of the student in order to enhance the learning experience.
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Abstract. Currently, a lot of research in the field of intelligent tutoring
systems is concerned with recognising student’s emotions and affects.
The recognition is done by extracting features from information sources
like speech, typing and mouse clicking behaviour or physiological sensors.
In former work we proposed some low-level speech features for perceived
task difficulty recognition in intelligent tutoring systems. However, by
extracting these features some information hidden in the speech input is
loosed. Hence, in this paper we propose and investigate speech and pause
histograms as features, which preserve some of the loosed information.
The approach of using speech and pause histograms for perceived task
difficulty recognition is evaluated by experiments on data collected in a
study with German students solving mathematical tasks.

Keywords: Intelligent tutoring systems, perceived task difficulty recog-
nition, low-level speech features, speech and pause histograms

1 Introduction

Automatic cognition, affect and emotion recognition is a relatively young and
very important research field in the area of adaptive intelligent tutoring systems.
Some research has been done to identify useful information sources and appro-
priate features able to describe student’s cognition, emotions and affects. Those
information sources can be speech input, written input, typing and mouse click-
ing behaviour or input from physiological sensors. In former work ([5], [6], [7])
we proposed low-level speech features for perceived task difficulty recognition in
intelligent tutoring systems. These features are extracted from the amplitudes
of speech input of students interacting with the system and contain for instance
the maximal and average length of speech phases and pauses. However, by ex-
tracting those features some more fine granulated information contained within
the sequence of speech and pause segments is loosed and the question arises if
there is a way to create features which preserve the loosed information. His-
tograms contain much more information than only the maximal, minimal and
average value. Hence, in this work we propose and investigate speech and pause
histograms as features for perceived task difficulty recognition, i.e. for recog-
nising if a student feels over-challenged or appropriately challenged by a task.
Speech and pause histograms share the advantages of low-level speech features
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(they do not inherit the error from speech recognition and there is no need that
students use words related to emotions or affects, see also sec. 2) and avoid to
lose information hidden in the sequences of speech and pause segments.

2 Related Work

For the purpose to recognise emotion or affect in speech one can distinct linguis-
tics features, like n-grams and bag-of-words, and low-level features like prosodic
features, disfluencies, e.g. speech pauses ([5], [6]), (see e.g. [17]) or articulation
features ([7]). If linguistics features are not extracted from written but from spo-
ken input, a transcription or speech recognition process has to be applied to the
speech input before emotion or affect recognition can be conducted. Linguistic
features for affect and emotion recognition from conversational cues were pre-
sented and investigated e.g. in [10] and [11]. Low-level features are used in the
literature for instance for expert identification, as in [18], [13] and [8], for emo-
tion and affect recognition as in [12] and [5], [6], [7] or for humour recognition as
in [15]. The advantage of using low-level features like disfluencies is that instead
of a full transcription or speech recognition approach only for instance a pause
identification has to be applied before computing the features. That means that
one does not inherit the error of the full speech recognition approach. Further-
more, these features are independent from the need that students use words
related to emotions or affects. Another kind of features which is independent
from the need that students use words related to emotions or affects are features
gained from information about the actions of the students interacting with the
system (see e.g. [9]) like features extracted from a log-file (see e.g. [2], [16], [14]).
In [9] such kind of features is used to predict whether a student can answer cor-
rectly questions in an intelligent learning environment without requesting help
and whether a student’s interaction is beneficial in terms of learning. Also the
keystroke dynamics features used in [4] belong to this kind of features. In [4]
emotional states were identified by analysing the rhythm of the typing patterns
of persons on a keyboard. A further possibility of gaining features is using the
information from physiological sensors as for instance in [1]. However, bringing
sensors into classrooms is time consuming and expensive and one has to cope
with students’ acceptance of the sensors.

3 Speech and Pause Histograms

As mentioned above, in this paper we investigate the ability of speech and pause
histograms for perceived task difficulty recognition. How these speech and pause
histograms are created from students’ speech input is described in sec. 3.2 and
the data which we used for our experiments is described in the next section.

3.1 Data

We conducted a study in which the speech and actions of ten 10 to 12 years
old German students were recorded and their perceived task-difficulties were

AIED 2015 Workshop Proceedings - Vol 7 15



Fig. 1. Graphic of the decibel scale of an example sound file of a student. The two
straight horizontal lines indicate the threshold.
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Fig. 2. Normalised pause histograms for a task of four different students, where two
are labelled as over-challenged and the other two as appropriately challenged.
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reported per task. The labelling of these data was done on the one hand con-
currently by a human tutor and on the other hand retrospectively by a second
reviewer (with a Cohen’s kappa for inter-rater reliability of 0.747, p < 0.001).
Divergences in the both labellings were clarified later on by discussions between
the reviewers. During the study a paper sheet with fraction tasks was shown to
the students and they were asked to paint – by means of a software for painting
with a computer – their solution and they were prompt to explain aloud their
observations and answers. The fraction tasks were subdivided into similar sub-
tasks and covered exercises like assigning fractions to coloured parts of a circle
or rectangle, reducing, adding or subtracting fractions and fraction equivalence.
Originally, there were 10 tasks with 1 up to 10 subtasks but not each task was
seen by each student. We made a screen recording to record the painting of
the students and an acoustic recording to record the speech of the students.
The screen recordings were used for the retrospective annotation. The acoustic
speech recordings, consisting of 10 wav files with a length from 15 up to 20 min-
utes, were used to gain the speech and pause histograms. The data collection
resulted in 36 examples (tasks) labelled with over-challenged (12 examples) or
appropriately challenged (24 examples), respectively 48 examples (24 of class ap-
propriately challenged, 24 of class over-challenged) after applying oversampling
to the smaller set of examples of class over-challenged to eliminate the unbalance
in the data.

3.2 Histograms for Classification

In the above mentioned study we observed that the children often exhibited
longer pauses of silence while thinking about the problem when they were over-
challenged or produced fewer and shorter pauses while communicating when
they were appropriately challenged. Hence, in this paper we investigate infor-
mation about pauses and speech segments within the speech input of students
in connection with the perceived task difficulty. The first step to gain this in-
formation is to segment the acoustic speech recordings for identifying segments
containing speech and segments corresponding to pauses. The most easy way
to do this is to define a threshold on the decibel scale as done e.g. in [8]. For
our study of the data we also used a threshold, which was estimated manually.
The manual threshold estimation was done by extracting the amplitudes of the
sound files, computing the decibel values and generating a graphic of it like the
one in fig. 1. Subsequently, it was investigated which decibel values belong to
speech and which ones to pauses to create from this information an appropriate
threshold. By means of this threshold the pause and speech segments can be
extracted. From the pause segments the pause histogram is generated by count-
ing how often each possible pause length occur. This pause histogram is then
normalised, to make the pause histograms of different speech inputs (of different
students, different tasks and different lengths) comparable. The normalisation is
done by dividing each occurring pause length by the length of the whole speech
input as well as dividing the frequency of each occurring pause length by the
number of all speech and pause segments, so that the resulting values stem
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from the interval between 0 and 1. The same is done with the speech segments
for generating the speech histogram. Examples of normalised pause histograms
and speech histograms are shown in fig. 2 and fig. 3. The examples stem from
the speech input for a task of four different students, where two were labelled as
over-challenged and the other two as appropriately challenged. One can see some
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Fig. 3. Normalised speech histograms for a task of four different students, where two
are labelled as over-challenged and the other two as appropriately challenged.

differences between the histograms of the over-challenged students and the ap-

propriately challenged students as well as some similarities of the examples with
the same label. The pause histograms of the appropriately challenged students
show that there are a lot of very small pauses within their speech, but no very
large pauses. The pause histograms of the over-challenged students in contrast
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report long pauses and less smaller pauses than for the appropriately challenged

students. In the speech histograms one can see that the over-challenged stu-
dents used a lot of very small speech segments of the same length whereas for
appropriately challenged students there is a large variance in the speech segment
length. In the following section we investigate how these histograms can be used
for classifying the speech input of a student for a task as either over-challenged
or appropriately challenged.

4 Experiments

To investigate if the above described speech and pause histograms are appli-
cable for distinguishing over-challenged and appropriately challenged students
we conducted experiments with the perprocessing and settings described in the
following section. The experimental results are reported in sec. 4.2.

4.1 Preprocessing and Experimental Settings

To be computationally comparable the normalised histograms still need to be
preprocessed, or more explicitly generalised, as the set of possibly occurring
segment lengths is infinite (it is a real value between 0 and 1). Hence, we divide
the x-axis (the different normalised lengths of pause or speech segments) into a
number of equal sized intervals, the buckets. Each occurring normalised segment
length is then put into the bucket to whose interval it belongs. The number
of buckets, or the bucket size respectively, is a hyper parameter and in the
experiments we investigated different values for that parameter, i.e. we conducted
experiments with 2 up to 1, 000, 000 buckets (bucket size 0.5 up to 1.0E-6) where
the numbers of buckets are multiples of the numbers by which 100 is divisible
without remainder. A comparison of two different histograms can now be done
by comparing the content of each bucket in both histograms, that means that for
each bucket the normalised frequencies of segments belonging to that bucket are
compared. In our experiments we compute the difference between two histograms
by computing the differences between the frequencies in all buckets by means of
the root mean square error (RMSE):

RMSE =

√

∑b

i=1
(bi(Hx)− bi(Hy))2

b
, (1)

where Hx and Hy are the two histograms to compare, bi(Hx) and bi(Hy) are the
normalised frequency values belonging to bucket bi of Hx and Hy and b is the
number of buckets. For deciding to which class (over-challenged or appropriately
challenged) a histogram belongs we applied the K-Nearest-Neighbour (KNN)
approach. KNN (see e.g. [3]) classifies an example by a majority vote of its
neighbours, that is the example is assigned to the class most common among
its K nearest neighbours. These K nearest neighbours are the K closest training
examples in the feature space. The closeness in our case is measured by means
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of the RMSE. That is a histogram is assigned to that class to which the majority
of the K closest (in terms of RMSE) histograms belongs. K is a further hyper
parameter and also for that parameter we tried out different values, i.e. we
conducted experiments with a number of 1 up to 35 neighbours where that value
is an odd number less than the number of unique examples. For the evaluation
we used a Leave-one-out cross-validation in the experiments. The results of our
experiments with pause and speech histograms are discussed in the next section.
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Fig. 4. Different numbers of buckets and different numbers K of neighbours mapped
to the minimal classification error (%) and the belonging best value for K (% of the
number of examples) and for the number of buckets (% of the max. number of buckets)
for pause and speech histograms.
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4.2 Experiments with Speech and Pause Histograms

As mentioned above, we conducted experiments with different numbers of buck-
ets and different values for the K nearest neighbours. In fig. 4 we report the
minimal classification error and the belonging best value of K for each bucket
number as well as the the minimal classification error and the belonging best
number of buckets for each value of K for the pause and the speech histograms.
The classification error is the number of incorrectly classified histograms divided
by the number of all histograms. The black dots in fig. 4 indicate the best re-
sults which are also reported in tab. 1 and 2. As one can see in fig. 4 for the

Table 1. Number of buckets, bucket size, K, classification error and F-measures of class
over-challenged & appropriately challenged of the experiments with pause histograms
with best result (classification error < 34%, black dots in fig. 4).

Number of buckets 2 2 2 50 250 500

Bucket size 0.5 0.5 0.5 0.02 0.004 0.002

K 9 19 23 7 3 1

Error (%) 31.25 33.33 25.00 33.33 33.33 31.25

F-measure 0.57, 0.82 0.55, 0.80 0.67, 0.83 0.59, 0.63 0.59, 0.57 0.60, 0.71

Table 2. Number of buckets, bucket size, K, classification error and F-measures of class
over-challenged & appropriately challenged of the experiments with speech histograms
with best result (classification error < 34%, black dots in fig. 4).

Number of buckets 20000 25000 50000 100000 200000 250000 500000 1000000

Bucket size 5.0E-5 4.0E-5 2.0E-5 1.0E-5 5.0E-6 4.0E-6 2.0E-6 1.0E-6

K 11 11 11 11 11 11 11 11

Error (%) 33.33 33.33 29.17 27.08 27.08 27.08 27.08 27.08

F-measure 0.57, 0.57, 0.62, 0.64, 0.64, 0.64, 0.64, 0.64,
0.73 0.73 0.78 0.77 0.77 0.77 0.77 0.77

pause histograms a smaller number of buckets delivers the best results whereas
for the speech histograms the number of buckets has to be large, i.e. a more fine
granulated division of the x-axis is needed for good results. The reason might be
that the pause histograms of over-challenged and appropriately challenged stu-
dents are easier distinguishable as in the pause histogram of an over-challenged

student there are typically long pause segments which usually do not occur in
the speech of appropriately challenged students (see also fig. 2). As fig. 3 shows,
speech histograms of over-challenged and appropriately challenged students are
not so easy to distinct. Tab. 1 and 2 show the results of the best choices for hyper
parameter K and number of buckets and reports the classification error as well as
the F-measures of both classes (over-challenged and appropriately challenged).
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The F-measure is a value between 0 and 1 and the closer it is to 1 the better.
It is the harmonic mean between the ratio of examples of a class c which are
correctly recognised as members of that class (recall) and the ratio of examples
classified as belonging to class c which actually belong to class c (precision).
In our experiments the F-measures of class appropriately challenged are better
than those of class over-challenged. The reason could be that originally there
were more examples of class appropriately challenged and we just oversampled
class over-challenged to receive a balanced example set. Nevertheless, the best
classification errors of 25% and 27.08% and F-measures 0.67, 0.83 and 0.64, 0.77
in tab. 1 and 2 indicate that speech and pause histograms are applicable for
perceived task difficulty recognition.

5 Conclusions and Future Work

We proposed and investigated speech and pause histograms, build from the se-
quences of speech and pause segments within the speech input of students, as fea-
tures for perceived task difficulty recognition. To evaluate the approach of using
the histograms for distinguishing over-challenged and appropriately challenged

students we applied a K-Nearest-Neighbour classification delivering a classifica-
tion error of 25% for pause histograms and 27.08% for speech histograms. Next
steps will be to try out other classification approaches, for instance from time se-
ries classification. Furthermore, the information from the speech histograms and
pause histograms could be combined to reach a better classification performance,
e.g. by ensemble methods.
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Abstract. Physics Playground is an educational game that supports physics 
learning. It accepts multiple solutions to most problems and does not 
impose a stepwise progression through the content. Assessing student 
performance in an open-ended environment such as this is therefore 
challenging. This study investigates the relationships between student 
action sequences and affect among students using Physics Playground. The 
study identified most frequently traversed student action sequences and 
investigated whether these sequences were indicative of either boredom or 
confusion. The study found that boredom relates to poor performance 
outcomes, and confusion relates to sub-optimal performance, as evidenced 
by the significant correlations between the respective affective states, and 
the student action sequences. 

Keywords: Affect modeling, action sequences, boredom, confusion, 
Physics Playground 

1   Introduction 

Physics Playground (PP) is an educational game that immerses learners in a 
choice-rich environment for developing intuitive knowledge about simple 
machines. As the environment does not impose a stepwise sequence on the 
learner, and because some problems can have multiple solutions, learners have the 
freedom to explore, attempt to solve, or abort problems as they wish. The 
challenge these types of environments impose on educators is that of assessment. 
Within such an open-ended system, how do educators and researchers assess 
learning as well as the quality of the learning process? 

This study focuses its attention on two main phenomena:  student learning and 
student affect. Student learning within PP refers to how well a player can 
understand the concepts surrounding four simple machines through their efficient 
execution in attempting to solve levels, as evidenced by the badges they earn. 
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Student affect refers to experiences of feelings or emotions. In this study, the 
affective states of interest are confusion and boredom, as prior studies have shown 
them to relate significantly with learning [4, 10]. Confusion is uncertainty about 
what to do next [5]. Confusion is scientifically interesting because it has a positive 
and negative dimension, wherein it either spurs learners to exert effort deliberately 
and purposefully to resolve cognitive conflict, or leads learners to become 
frustrated or bored, and may lead to disengagement from the learning task 
altogether [7]. 

Boredom, on the other hand, is an unpleasant, transient affective state in which 
the individual feels a pervasive lack of interest in and difficulty concentrating on 
the current activity [8]. Boredom has been a topic of interest because of the 
negative effects usually associated with it, such as poor long-term learning 
outcomes when students are not provided any scaffolding [10] and its being 
characteristic of less successful students [11].  

A study conducted by Biswas, Kinnebrew, and Segedy [2] investigated 
frequently traversed sequences of student actions using bottom-up, data-driven 
sequence mining, the results of which contributed to the development of 
performance- and behavior-based learner models. The analyses in this paper seek 
to perform similar sequence-mining methods in order to find student sequences 
that inform either of the affective states of interest. 

This study conducted data-driven sequence-mining analyses to answer the 
following research questions: 

1. What were the frequently traversed student action sequences among 
students playing Physics Playground? 

2. Are these action sequences indicative of either boredom or confusion?  
The analyses in this study are limited to the data collected during gameplay of 

Physics Playground from six data gathering sessions conducted at a public school 
in Quezon City in 2013. Data is limited to the interaction logs generated by the 
game as well as human observation of affect as logged by two coders trained in 
the Baker-Rodrigo-Ocumpaugh Monitoring Protocol [9]. 

2   Methodology 

2.1   Participant Profile  

Data were gathered from 60 eighth grade public school students in Quezon City, 
Philippines. Students ranged in age from 13 to 16. Of the participants, 31% were 
male and 69% were female. As of 2011, the school had 1,976 students, 
predominantly Filipino, and 66 teachers. Participants had an average grade on 
assignments of B (on a scale from A to F). 
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2.2   Physics Playground  

Physics Playground (PP) is an open-ended learning environment for physics that 
was designed to help secondary school students understand qualitative physics. 
Qualitative physics is a nonverbal, conceptual understanding of how the physical 
world operates [12].  

PP has 74 levels that require the player to guide a green ball to a red balloon. 
An example level is shown in Fig. 1. The player achieves this goal by drawing 
agents (ramps, pendulums, springboards, or levers) or by nudging the ball to the 
left or right by clicking on it. The moment the objects are drawn, they behave 
according to the law of gravity and Newton’s 3 laws of motion [12].  

 

Fig. 1. Example PP level. 

Performance Metrics. Gold and silver badges are awarded to students who 
manage to solve a level. A gold badge is given to a student who is able to solve 
the level by drawing a number of objects equal to the particular level’s par value 
(i.e., the minimum number of objects needed to be drawn to solve the level). A 
student who solves a level using more objects will earn a silver badge. A student 
earns no badge if he was not able to solve the level. Many levels in PP have 
multiple solutions, meaning a player can solve the level using different agents. 

2.3   Interaction Logs  

During gameplay, PP automatically generates interaction log files. Each level a 
student plays creates a corresponding log file, which tracks every event that 
occurs as the student interacts with the game. Per level attempt, PP tracks begin 
and end times, the agents used, and the badges awarded upon level completion. PP 
also logs the Freeform Objects that player draw, or objects that cannot be 
classified as any of the four agents. The physics agents within PP are as follows:  
– Ramp, any line drawn that helps to guide a ball in motion, 
– Lever, an agent that rotates around a fixed point, usually called a fulcrum, 
– Pendulum, an agent that directs an impulse tangent to its direction of motion,  
– Springboard, an agent that stores elastic potential energy provided by a 

falling weight.  

AIED 2015 Workshop Proceedings - Vol 7 26



2.4   The Observation Protocol 

The Baker-Rodrigo-Ocumpaugh Monitoring Protocol (BROMP) is a protocol for 
quantitative field observations of student affect and engagement-related behavior, 
described in detail in [9]. The affective states observed within Physics Playground 
in this study were engaged concentration, confusion, frustration, boredom, 
happiness, delight, and curiosity. The affective categories were drawn from [6].  

BROMP guides observers in coding affect through different utterances, body 
language, and interaction with the software specific to each affective state. A total 
of seven affective states were coded, however, this study focuses on three: 
concentration, confusion, and boredom. These were identified as follows: 

1. Concentration — immersion and focus on the task at hand, leaning toward 
the computer and attempting to solve the level, a subset of the flow 
experience described in [5]. 

2. Confusion — scratching his head, repeatedly attempting to solve the same 
level, statements such as “I don’t understand?” and “Why didn’t it work?” 

3. Boredom — slouching, sitting back and looking around the classroom for 
prolonged periods of time, statements such as “Can we do something 
else?” and “This is boring!” 

Following BROMP, two trained observers observed ten students per session, 
coding students in a round-robin manner, in 20-second intervals throughout the 
entire observation period of 2 hours. During each 20-second window, both 
BROMP observers code the current student’s affect independently. If the student 
exhibited two or more distinct states during a 20-second observation window, the 
observers only coded the first state. The inter-coder reliability for affect for the 
two observers in the study was acceptably high with a Cohen’s Kappa [3] of 0.67. 
The typical threshold for certifying a coder in the use of BROMP is 0.6, a 
standard previously used in certifying 71 coders in the use of BROMP (e.g., [9]).  

The observers recorded their observations using HART, or the Human Affect 
Recording Tool. HART is an Android application developed to guide researchers 
in conducting quantitative field observations according to BROMP, and facilitate 
synchronization of BROMP data with educational software log data.  

2.6   Data Collection Process  

Before playing PP, students answered a 16-item multiple-choice pretest for 20 
minutes. Students then played the game for 2 hours, during which time two 
trained observers used BROMP to code student affect and behavior on the HART 
application. A total of 4,320 observations were collected (i.e., 36 observations per 
participant per each of the two observers). After completing gameplay, 
participants answered a 16-item multiple-choice posttest for 20 minutes. The 
pretest and posttest were designed to assess knowledge of physics concepts, and 
have been used in previous studies involving PP [12]. 

To investigate how students interacted with PP, the study made use of the 
interaction logs recorded during gameplay to analyze student performance. Of the 
60 participants, data from 11 students were lost because of faulty data capture and 
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corrupted log files. Only 49 students had complete observations and logs. As a 
result, the analysis in this paper is limited to these students, and the 3,528 
remaining affect observations. Engaged concentration was observed 72% of the 
time, confusion was observed 8% of the time, and boredom and frustration were 
observed 7% of the time. Happiness, delight, and curiosity comprise the remaining 
6% of the observation time. 

3   Analyses and Results 

3.1   Agent Sequences  

All PP-generated logs were parsed and filtered to produce a list containing only 
the events relevant to the study. Sequences were then separated into one of two 
categories: 1) silver sequences, or the sequences that ultimately led to a silver 
badge, which comprised 44% of all level attempts, and 2) unsolved sequences, or 
the sequences that led to the student quitting the level without finding a solution, 
which comprised 39% of all level attempts. Sequences that ended in gold badges 
were dropped from the analysis because they only comprised 17% of all level 
attempts. 

Every time a student earns a badge after solving a level, the badge is awarded 
for one of the four agents (e.g., a player is awarded a silver ramp badge for 
solving the level using a ramp, and another player is awarded a gold pendulum 
badge for solving another level using a pendulum). We tracked the agents the 
badges were awarded for per level, and used this list of badges to relabel the 
sequences based on correctness. If the level awarded a badge for an agent, that 
agent was labeled as correct for that level; if not, the agent was labeled as wrong 
for the level. For example, on a level that awarded badges for springboards and 
levers, a sequence of Lever+>+Ramp+>+Springboard+>+Level+End+(silver9
springboard) would be relabeled as correct+ >+ wrong+ >+ correct+ >+ Level+
End+(silver). 

The relabeling was done because most of the sequences were level-dependent, 
that is, a majority of some sequences appeared on only one or two levels. By 
relabeling based on correctness, we were able to ensure level-independence 
among sequences. Sequences were tabulated and their frequencies calculated (i.e., 
how many times each of the 49 students traversed each of the sequences). We 
calculated for distribution of sequence frequencies, and the sequences we found to 
occur rarely (i.e., less than 30% of the population traversed them) were dropped 
from the analysis. We found that the gold sequences occurred rarely, which was 
another reason they were dropped from the analysis. The resulting silver and 
unsolved sequences can be found in Tables 1 and 2, respectively, along with the 
frequency means and standard deviations. 

Table 1 lists the top 7 silver sequences within PP, which were traversed by 
more than 30% of the study’s population. The Sequences column shows what the 
respective sequences look like, and the Frequency column shows the average 
number of times the 49 students traversed them and the standard deviations. 
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Highlighted sequences showed significant correlations with either boredom or 
confusion, as discussed further in Section 3.2. Table 2 is presented in the same 
manner. 

Table 1.  Top 7 silver sequences, their traversal frequency means, and standard deviations. 

 
Sequences 

Frequency 
 Mean SD 
1 correct>Level+End+(silver)+ 3.53 2.34 
2 Level+End+(silver)+ 2.61 2.33 
3 wrong>Level+End+(silver)+ 1.90 1.37 
4 correct>correct>Level+End+(silver)+ 1.61 1.15 
5 wrong>correct>Level+End+(silver)+ 0.90 1.01 
6 correct>correct>correct>Level+End+(silver)+ 0.80 1.00 
7 wrong>correct>correct>Level+End+(silver)+    0.69    0.77 

 
The silver sequences in Table 1 show signs of experimentation, with students 

playing around with the correct and incorrect agents to solve the levels, as seen in 
sequences 5 and 7. Sequences 1, 4, and 6 show students using the correct agents, 
but are unable to earn gold badges. This suggests that students, while knowing 
which agents to use, do not have a full grasp of the physics concepts surrounding 
the agents’ execution. Sequence 3 shows students using wrong objects to solve the 
levels. While this may suggest that students are still struggling to understand how 
the agents work and which agent would best solve a level given the ball and the 
balloon’s positions, this may have also been caused by the PP logger labeling the 
objects they drew as freeform objects, and not one of the correct agents. 

Sequence 1 shows the students drawing only the correct agent, but are still 
unable to earn a gold badge. The sequence-mining algorithm only pulled events 
related to drawing any of the four main agents, which are enumerated in Section 
2.3. Drawing a lever or a springboard, for example, would require drawing more 
than one component. A lever requires the fulcrum, the board, and the object 
dropped on the board to project the ball upwards. In order for the agent to work, it 
has to be executed correctly (i.e., the board must be long enough, with the fulcrum 
in the right position, and the object dropped on the board must be heavy enough to 
propel the ball into the air). Sequence 1 may have been caused by students 
drawing the correct agent, but improperly executing it. For example, the student 
may not have drawn the right-sized weight to drop on the lever, and thus had to 
draw another. While drawing another weight to drop on the lever counts towards 
the level’s object count, it was not logged as a separate event by the sequence 
mining analysis because the player did not draw another agent, only a component 
of it. Sequence 2, on the other hand, is suspect because despite the student 
drawing no objects to solve a level, he ends up with only a silver badge. This was 
most likely caused by the improper logging of the game. The top 7 most 
frequently traversed silver sequences account for 58% of the total number of silver 
sequences. 
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Table 2.  Top 6 unsolved sequences, their traversal frequency means, and standard 
deviations. 

 Sequences Frequency 
 Mean SD 
1 Level+End+(none)+ 10.69 8.17 
2 wrong>Level+End+(none)+ 1.55 1.65 
3 correct>Level+End+(none)+ 1.29 1.50 
4 wrong>wrong>Level+End+(none)+ 0.45 0.65 
5 correct>correct>Level+End+(none)+ 0.41 0.73 
6 wrong>correct>Level+End+(none)+ 0.39 0.57 

 
Table 2, which shows the top 6 unsolved sequences, shows signs of students 

giving up. Sequence 1 shows students giving up without even drawing a single 
object, which could have been caused by one of two things: 1) the student saw the 
level and decided to quit without attempting to solve it, or 2) again, the logger did 
not log the objects correctly. This sequence is similar to one of the silver 
sequences in that no objects were drawn. What makes them different, however, is 
what the sequences ultimately led to. The silver sequences ended in a silver badge, 
and the unsolved sequences ended in the student earning no badge. The majority 
of the sequences listed in Table 2 show students experimenting mainly with wrong 
objects, whether agents or freeform objects. This implies that the students are 
lacking in the understanding of how to solve the levels. Sequences 3 and 5 are 
interesting because it is unclear whether or not the students understood the 
concepts of the agents. That is, students were drawing the correct agents, but 
could not get the ball to reach the balloon. Despite drawing one or two correct 
agents, the students decided to give up and quit. The top 6 unsolved sequences 
account for 81% of the total number of unsolved sequences. 

3.2   Relationship with Affect  

We computed frequencies for each of the 13 sequences that the 49 students 
traversed. Correlations were then run between each of the 13 arrays and the 
incidences of confusion and boredom. Because the number of tests introduces the 
possibility of false discoveries, Storey’s adjustment [13] was used as a post-hoc 
control, which provides a q-value, representing the probability that the finding 
was a false discovery. Tables 3 and 4 show the results. Highlights and asterisks (*) 
were used on significant findings (q ≤ 0.05).  

Table 3 lists the top 7 most frequently traversed silver sequences, from left to 
right. The sequences these header numbers represent can be found in Table 1. The 
table shows the correlation between each of the top 7 silver sequences using a 
metric that represents the percentage of all attempts that match each of the 
sequences, the percentage of time the students were observed to be confused (r, 
con), and the percentage of time the students were observed to be bored (r, bor). 
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Table 4 is presented in the same manner, with sequence information in Table 2 for 
the top 6 unsolved sequences.  

Table 3.  Correlations between top 7 silver sequences, confusion, and boredom. 

 Top 7 silver sequences 
 1 2 3 4 5 6 7 
r, con -0.33 0.23 0.41* 0.03 0.17 0.54* 0.28 
r, bor -0.20 -0.17 -0.19 -0.05 0.14 -0.19 -0.20 
 
Table 3 shows two significant positive correlations between confusion and the 

silver sequences. The two sequences showed signs of lesser understanding of the 
agents. Sequence 3 shows students using only a wrong object to solve a level, 
which may have been caused either by incorrect object labeling (e.g., PP logged a 
ramp as a Freeform Object), or the student found a different way of solving the 
level. Like in most learning environments, players are able to game the system – 
or systematically misuse the game’s features to solve a level [1] – within PP 
through stacking. Stacking is done when players draw freeform objects to either 
prop the ball forward or upward, which may have been the case in sequence 3. 
Sequence 6 shows students drawing only correct agents. These sequences having 
significant correlations with confusion may imply lesser understanding among 
confused students as the they are not only dealing with proper agent execution, but 
also with deciding which agent would best solve the level. Despite the challenges 
faced by these students, however, they still managed to find a solution to the level. 
Our findings suggest that the inability to grasp the physics concepts surrounding 
the agents is a sign of confusion. 

Table 4.  Correlations between top 6 unsolved sequences, confusion, and boredom. 

 Top 6 unsolved learning sequences  
 1 2 3 4 5 6 
r, con -0.17 0.00 -0.12 -0.01 -0.06 0.04 
r, bor -0.12 0.13 0.12 -0.03 0.48* 0.06 

 
Table 4 shows that one of the most frequently traversed unsolved sequences 

has a significant positive correlation with boredom. This sequence shows students 
using only correct agents, but ultimately deciding to give up. This may have been 
caused by the inability to execute the agents correctly, which may imply that, 
unlike confused students, bored students were not likely to exert additional effort 
to try to solve the level or understand proper agent execution. As mentioned 
previously, boredom has been found to have significant relationships with 
negative performance outcomes. In this case, sequences all ultimately led to 
disengagement: students quitting the level before finding a solution, showing 
signs of giving up and lack of understanding of any of the four agents. 
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4 Conclusions and Future Work 

This study sought to identify the most frequently traversed student action 
sequences among eighth grade students while interacting with an education game 
for physics called Physics Playground. Further, the study sought to investigate 
how these sequences may be indicative of affective states, particularly boredom 
and confusion, which have been found to significantly affect student learning. 

Data-driven sequence mining techniques were conducted to identify most 
frequently traversed actions sequences in two categories: the sequences that would 
eventually lead the student to a silver badge, and the paths that would eventually 
lead the student to not earning a badge. 

In the silver sequences, students played around with freeform objects and some 
of the four agents in attempting to solve the level. The study found confusion to 
correlate significantly with two of the silver sequences, which supports previous 
findings regarding the relationship between confusion and in-game achievement, 
which suggest that because students are unable to grasp the concepts surrounding 
the agents and their executions, students resort to finding other solutions. 

In the unsolved sequences, students would give up and quit without finding a 
solution, despite already using the correct agents to solve the level. The study 
found boredom to correlate significantly with one of the unsolved sequences. This 
finding supports the literature that has shown that boredom relates to poor learning 
outcomes. This work provides further evidence that boredom and disengagement 
from learning go hand-in-hand. 

This study provides specific sequences of student actions that are indicative of 
the boredom and confusion, which has implications on the design and further 
development of Physics Playground. This study also contributes to the literature 
by providing empirical support that boredom and confusion are affective states 
that influence performance outcomes within open-ended learning environments, 
and are thus affective states that learning environments must focus on detecting 
and providing remediation to. We found that both bored and confused students 
will tend to continuously use correct agents in attempting to solve levels, but 
execute them incorrectly. The difference between the two, however, is that 
confused students tend to end up solving the level, while bored students give up. 

The analyses run in this paper were part of a bigger investigation, and as such, 
there are several interesting ways forward in light of our findings. The paper aims 
for its findings to contribute to the creation of a tool that can automatically detect 
affect given a sequence of student interactions, and provide necessary remediation 
in order to curb student experiences of boredom. 

Relationship analyses run between student action sequences and incidences of 
affect in this paper were done through correlations. However, findings were not 
able to determine whether boredom or confusion occurred more frequently during 
specific action sequences. We want to find out whether boredom or confusion 
occurred before, during, or after the students’ execution of the action sequences, 
and in doing so, see whether or not the affective states were causes or effects of 
the action sequence executions. We are currently investigating this relationship in 
a separate study. 
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Abstract. We address empirical methods to assess the reliability and design of 
affective self-reports. Previous research has shown that students may have sub-
jectively different understandings of the affective state they are reporting [18], 
particularly among younger students[10]. For example, what one student de-
scribes as “extremely frustrating” another might see as only “mildly frustrat-
ing.” Further, what students describe as “frustration” may differ between indi-
viduals in terms of valence, and activation. In an effort to address these issues, 
we use an established visual representation of educationally relevant emotional 
differences [3, 8, 25]. Students were asked to rate various affective terms and 
facial expressions on a coordinate axis in terms of valence and activation.  In so 
doing, we hope to begin to measure the variability of affective representations 
as a measurement tool. Quantifying the extent to which representations of affect 
may vary provides a measure of measurement error to improve reliability. 
 

Keywords: Affective States; Intelligent Tutoring Systems; Reasons for Affect 

1 Introduction 

The evaluation of students’ affective states remains an incredibly difficult challenge.  
While recognized as a key indicator of student engagement [14, 17, 26], there remains 
no clear gold-standard for identifying an affective state, leading to researchers such as 
Graesser & D’Mello [13] to call for greater attention to the theoretical stances that 
certain research methods entail. A full theoretical review is beyond the scope of this 
paper; instead, the current work presents a pilot study designed to empirically evalu-
ate the reliability of two different types of affective self-reports in an educational 
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context.  Reliability is measured both in terms of inter-rater reliability (the degree of 
agreement between students), and “inter-method” reliability (i.e. given words or facial 
expressions as representations of affective states, which representation produces more 
consistent results).  

A considerable body of research has been devoted to affect computing, and in par-
ticular to affect detection in educational software [9]. Progress has been made with 
methods that include self-report [8, 10], physiological sensors [1, 24], video-based 
retrospective reports [5, 15], text-based [11, 19], and field observation [16, 23] data.  
However, much of this research evaluates success based on the ability of a model to 
predict when a training label is present or absent, without giving deeper consideration 
to questions about the appropriateness of the training label itself. 

Even within limited to the body of research that relies on self-report research, there 
are serious concerns about how methodological decisions might impact student re-
sponses. In addition to issues about the frequency and timing of surveys, one primary 
area of concern is that students may have subjectively different understandings of the 
state they are reporting [19], an effect that is likely to be even greater among younger 
students [10]. For example, Graesser and D’Mello [13] have suggested that a stu-
dents’ tolerance of cognitive disequilibrium (e.g., confusion or frustration) is probably 
conditioned by their knowledge and prior success with the topic they are interacting 
with. Further, what students describe as “frustration” in itself may differ between 
individuals in terms of dimensional component measures of affect: valence, activa-
tion, and dominance. The former two dimensions are typically used to differentiate 
affective states [4], and the latter used in some cases [7].  

In this study, we explore these interpretative issues using three different types of 
representations that have been employed in previous self-report studies: words, facial 
expressions, and dimensional measures. In particular, we are interested in verifying 
that students’ understanding of the meaning of these representations aligns with inter-
pretations of these labels that are present in the literature (as constructed by experts). 
To this end, we use dimensional measures (valence & activation) to compare how 
students respond to both linguistic representations and pictorial representations, fur-
ther testing hypotheses that the latter might be more appropriate for surveying stu-
dents  [19, 21, 22]. Our goal is to determine the extent to which this student popula-
tion shows variance in the interpretation of these two different types of representa-
tions, since substantial variation in student perception should be accounted for in sub-
sequent research. Last, while we might achieve researcher agreement in terms of 
methods and terminology for self-reported affects, that will do little good if there is a 
large degree of variance in terms of our subject pool’s agreement on the meaning of 
these constructs.  

1.1 Methods 

Students surveyed included eighty one 7th graders from two Californian middle 
schools in a major city (among the 30 most populous cities in California), where a 
majority of census respondents identified as Hispanic or Latino and median household 
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income was within one standard deviation of California’s overall median household 
income. They were surveyed at the end of the academic year. 

 
Fig. 1. Blank Valence & Activation Sheet given to Students 

Students were asked to place both textual and facial representations of affect on an 
XY axis of Activation=X Valence=Y. Textual representations of affect were selected 
based on the affective states that have been used in the past [2, 12], that corresponded 
to quite different levels of activation x valence according to us researchers, so that 
words would theoretically cover all quadrants. These terms and their researcher-
hypothesized valence x arousal placements included: Angry (low valence x high acti-
vation), Anxious (low valence x high activation), Bored (low valence x low activa-
tion), Confident (high valence x low activation), Confused (med-low valence x med-
high activation), Enjoying (high valence x medium activation), Excited (high valence 
x high activation), Frustrated (low valence x high activation), Interested (high valence 
x medium activation) and Relieved (high valence x med-low activation). In general, it 
was clear to the researchers which word corresponded to which face, with a few ex-
ceptions, such as the level of activation that should be associated to enjoying and 
interest.  An established set of emoticons were chosen from previous affective re-
search [8] that corresponded to extreme emoticon states of activation x valence x 
dominance. While the emoticons possessed these three attributes, our participants 
were asked only to orient them based on activation and valence.   

Each student was presented with a sheet of paper depicting a coordinate axis with 
activation from “sleepy” to “hyper” on the x-axis and “bad” to “great” on the y-axis. 
These terms were used to express what valence and activation mean experientially, 
using language that children are familiar with and could relate to. Activation is then 
expressed more as a physical experience of arousal, while Valence is expressed not as 
much as a physical experience but as a judgment of the positive or negative nature of 
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the experience. Later, during coding, these axes were mapped discretized into a seven 
point scale of -3 to 0 to +3 at either extreme of each axis, defining a grid of 7 x 7.  

Students were also given stickers for the 10 separate affective terms: Angry, Anx-
ious, Bored, Confident, Confused, Enjoying, Excited, Frustrated, Interested, & Re-
lieved, see Figure 2; as well as 8 stickers to depict each extreme emoticon expression 
from the ends of each of the 3 axis coordinate systems including: pleasure, activation, 
and dominance [8].  Students placed each of these stickers on their coordinate axes 
according to where they felt each term or emoticon should be placed with respect to 
valence and activation. 

 
Fig. 2. Directly from Broekens, & Brinkman, 2013 [8]. Top left displays the affect button inter-
face. Students use the cursor to change the expression in the inter-face. Depending on their 
actions, one of 40 affective expressions may be displayed; these expressions, shown across the 
bottom of this figure, are designed to vary based on pleasure (valence), activation, and domi-
nance (PAD for brevity). From left to right first row: elated (PAD=1,1,1), afraid (-1,1,-1), sur-
prised (1,1,-1), sad (-1,-1,-1). From left to right second row: angry (-1,1,1), relaxed (1,-1,-1), 
content(1,-1,1), frustrated (-1,-1,1). Top right displays PAD extremes, which serve as the basis 
for this research. 

2 Results 

Mean positioning results are displayed visually in figure 3, corresponding to the posi-
tion that each word or emoticon sticker was placed averaged across all respondents. 
Missing data occurred in which students may not have placed every sticker. On aver-
age any given term or emoticon was missing 16.6 reports, with a maximum of 23 
students of 81 missing reports for boredom, frustration, and relief. The average stu-

AIED 2015 Workshop Proceedings - Vol 7 37



dent was only missing 3.7 out of 18 terms and emoticons from their sheet, and there 
were 5 students who turned in completely blank sheets.  
 

 
Fig. 3. Averaged Placement of Text and Emoticon Stickers 
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Interestingly, the placement of -PAD and -P-AD (negative sign indicating most ex-
treme negative activation, pleasure, dominance, lack of a negative indicating most 
extreme positive, see figure 2 caption) match up with their respective terms “Angry” 
and “Frustrated” very closely. However, while both seem to be at the extreme end of 
negative valence, on average both seem to be viewed as fairly neutral in terms of 
activation by students. Although all emoticons and terms fall under the expected half 
of the coordinate axes in terms of valence (i.e. those we would expect to be pleasura-
ble are categorized as above the origin, those displeasurable below it), activation does 
not follow this trend. For example anxiety is rated as neutral activation. One possible 
explanation, consistent with the results, is that students may be grouping activation 
and dominance together as a single measure. Emoticons with both negative activation 
and dominance were rated most negatively in terms of activation, those with either 
negative activation or dominance tended to fall in the middle, and the rating with all 
positive PAD was the emoticon with the highest rated activation. 
 

 
One key goal of this work was to determine the degree of variance between stu-

dents in terms of where they placed each term or emoticon. Given any affective term, 
there was little difference between the standard deviation for terms (mean S.D for 
terms = 1.20) and faces (mean S.D. for faces = 1.18). However, there was a larger 

Text	  or	  Emoticon	   Activation	  Mean	  (StdDev)	   Valence	  Mean	  (StdDev)	  

Angry	   0.19	  (1.09)	   -‐1.9	  (0.99)	  
Anxious	   0.07	  (1.78)	   -‐0.87	  (1.19)	  
Bored	   -‐1.72	  (1.28)	   -‐0.4	  (1.02)	  
Confident	   0.23	  (1.22)	   1.35	  (0.99)	  
Confused	   -‐0.75	  (1.36)	   -‐0.61	  (1.12)	  
Enjoying	   0.55	  (1.18)	   1.34	  (1.14)	  
Excited	   1.59	  (1.04)	   0.74	  (1.26)	  
Frustrated	   -‐0.17	  (1.33)	   -‐1.65	  (1.05)	  
Interested	   0.36	  (1.34)	   0.88	  (0.98)	  
Relieved	   -‐0.52	  (1.43)	   1	  (1.12)	  
Face_PAD	   1.25	  (1.3)	   1.38	  (1.13)	  
Face_PA-‐D	   0.28	  (1.86)	   0.47	  (0.93)	  
Face_P-‐A-‐D	   -‐0.89	  (1.57)	   0.61	  (0.91)	  
Face_P-‐AD	   0.2	  (1.26)	   1.11	  (1.08)	  
Face_-‐PAD	   0.05	  (0.95)	   -‐1.95	  (0.93)	  
Face_-‐PA-‐D	   -‐0.5	  (1.39)	   -‐1.01	  (1.01)	  
Face_-‐P-‐A-‐D	   -‐1.61	  (1.41)	   -‐0.91	  (1.11)	  
Face_-‐P-‐AD	   -‐0.12	  (1.15)	   -‐1.69	  (0.89)	  
Average	   -‐0.08	  (1.33)	  	   -‐0.12	  (1.05)	  

Table 1. Means and Standard Deviations of Students’ placement of stickers.  
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difference between the standard deviation in activation (mean S.D for activation of 
terms or faces = 1.33) and valence (mean S.D for valence of terms or faces = 1.05), 
suggesting that students may have a greater degree of agreement in regarding rating 
the valence of affective representations than the activation it produces in them, which 
is consistent with the finding that affective representations fall on the division be-
tween positive and negative valence as we would categorize them, but not necessarily 
in terms of activation.  

3 Discussion 

The results presented in this article highlight a few different conclusions:  a) students 
did not necessarily match emoticons or affective terms to the quadrants where re-
searchers would have placed them, mostly in relation to activation; b)  there is a large 
variation across these middle-school students in terms of where they placed a specific 
emotion within the axes of valence x arousal.   

Characterizing researcher common expectations for arousal or activation is diffi-
cult, as many researchers only tentatively suggest how emotional states may be char-
acterized in terms of activation. Pekrun found data to support boredom being some-
what deactivating, [18]. Russell [25] explores the components of affect and offers a 
few hypotheses which are summarized in figure 1 of Baker et al 2010 [3] wherein 
boredom is characterized as deactivating, while frustration, surprise, and delight are 
characterized as activating. Broekens’ [8] emoticons follow the scheme outlined in 
the figure 2 caption: elation, fear, surprise, and anger are seen as activating, while 
sadness, relaxation, contentment, and frustration are seen as deactivating.  

Students seem to agree that delight or elation is highly activating along with ex-
citement, and boredom is deactivating along with sadness and relaxation. However, 
we found that students viewed an emoticon of fear as deactivating, and other affective 
states placed relatively close to neutral in terms of activation.  

There are a few points of methodological concern. Firstly, the order that the stu-
dents’ place their stickers may be important: beyond a simple priming effect of con-
sidering one term/emoticon before another, by placing one item first students are 
changing the affordance of the coordinate axis itself by adding a milestone in the form 
of a term or emoticon. In future research, we could consider including fewer stimuli 
for placement or giving students a clean chart for each stimuli. 

A second point of concern is one of validity. The terms, emoticons, and even the 
coordinate axis itself are abstract descriptors of affective states, which in this experi-
ment are divorced from the actual experiences students may be having.  

By placing our study outside the experimental environment we are likely reducing 
the validity of this work in exchange for simplicity of study design (i.e. not requiring 
students to respond with faces and words on the axis at various points in their experi-
ence).   

The work of Bieg et al. [6] tells a much larger story than recommending against 
self-reports out of context. Out of context self-reports were found to bias in a con-
sistent direction as compared to in context self-reports. However we maintain this 
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method is “less valid” rather than “invalid”. Further, if we take into consideration the 
savings in class time an out of context self-report may actually be a better study de-
sign choice in some cases. It is our position that establishing more quantitative com-
parisons of reliability will yield better relative comparisons of validity and allow for 
improved study design.  

This argument can be extended to affective research in general in the distinction 
between emotional experience and appraisal. We conceptualize the experience itself 
as the construct, and the cognitive appraisal process as a means of communicating 
that experience. The appraisal may be performed to send communication (e.g. having 
an experience and generating a representation of that experience for others), or re-
ceive communication (e.g. identify a representation as signifying an emotional state).  

From this standpoint we suggest that the fewer steps of appraisal exist, the greater 
the face validity of an appraisal is in terms of reflecting an emotional experience. This 
is consistent with the findings of [6] wherein aggregate appraisal may differ from 
immediate contextual appraisal and we tend to view immediate appraisal as having 
greater face validity. This hypothesis also lends credence to the belief that external 
appraisal of an unconsciously generated representation (which may still be uncon-
sciously meant to communicate an experience), in the form of facial expressions may 
be more valid than self-report measures wherein experiences are appraised by both 
subject and researcher. However, while passing through multiple appraisals may risk 
loss of information, the quality and richness of the appraisal may also play a role.  

While validity remains very difficult to establish with regard to affect by testing 
“inter-method” or “representational” reliability perhaps we can building convergent 
and discriminant validity: multiple representations indicating the same construct 
across multiple participants. We maintain that reliability and validity are continuous 
rather than discrete traits of models. Therefore, we wish to reach consensus on meth-
ods of determining reliability and validity and then begin applying them to methods of 
inferring the experience of emotion. This work is a means of determining reliability 
between appraisals of representations of emotion rather than reliability of appraisals 
of emotions themselves. This is to say that matching particular facial expression to 
their personal lexicon of categorical affective terms, a high degree of agreement may 
validate the relationship between depictions of affect textually and facially, but not 
between either of those representations and the experience of an emotion. 

A potential way towards greater validity and reliability could be to cognitively in-
duce an emotional experience by asking students to respond to how they would feel 
given a particular situation (e.g. “Report on how you’d feel if you failed a math 
test.”). Of course there may be a distinction between induced affect and “organic” 
affect, further there will be a broad degree of subjectivity based on how individual 
students might feel about any given situation. Therefore the variance in responses 
could be attributed at least to two types of factors: those pertaining to both how stu-
dents’ believe they would feel in a given context, and those pertaining to students’ 
ability to report that subjective experience through self-report measures. While there 
isn’t a clear way to disambiguate between which type of factor is responsible for the 
variance here, such an approach might be able to establish a conservative maximum 
of error in self-report measurements, because two students might have very different 

AIED 2015 Workshop Proceedings - Vol 7 41



feelings about failing a math exam. In essence, we have measured variance in reliabil-
ity here, not validity.  

Finally, while reliability of self-report measures should inform their design, there 
may be cases of diminishing returns where a slight improvement in reliability has 
heavy costs for implementation workload, response time, or other practical concerns. 
We need not pick the measure with the highest available reliability; however it would 
be good to have some empirical handle on the relative reliabilities of different types 
of self-report measures. Perhaps the greatest thing to come out of this work would be 
future collaborations which might better address these concerns.  
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Abstract.	   The	   development	   of	   motivationally	   intelligent	   tutoring	   systems	   has	   been	   based	   on	   a	  
variety	   of	   motivational	   models	   from	   the	   psychology	   field.	   These	   models	   mainly	   consider	  
characteristics	  from	  de	  areas	  of	  values,	  expectancies	  and	  feelings	  [1].	  However,	  this	  paper	  proposes	  
to	   take	   into	   account	   some	   cultural	   aspects	   when	   operationalizing	   such	  models.	   The	   basis	   of	   this	  
proposal	   is	   presented	   from	   the	   perspective	   of	   some	   cultural	   aspects	   that	   effect	   career	   choice,	   in	  
particular	  for	  a	  Mexican	  context.	  	  
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1 Introduction	  

Research	   in	   motivation	   to	   learn	   when	   using	   educational	   technology	   has	   operationalized	   different	  
motivational	  models	  found	  in	  the	  psychological	  literature	  in	  order	  to	  develop	  motivationally	  intelligent	  
tutoring	   systems.	  According	   to	   these	  models,	  motivationally	   aware	   tutoring	   systems	   should	   combine	  
expertise	  and	  knowledge	  about	  user’s	   cognitive,	   affective,	  meta-‐cognitive	  and	  meta-‐affective	   levels	   in	  
order	   to	   appropriately	   react	   and	  be	   able	   to	   favor	  user’s	   learning	   [2,	   3].	   That	   is,	   these	  models	   should	  
mainly	  consider	  characteristics	  from	  the	  areas	  of	  values,	  expectancies	  and	  feelings	  [1].	  
However,	   this	   paper	   argues	   also	   for	   the	   inclusion	  of	   other	   aspects	   that	   have	  been	   seldom	   taken	   into	  
account	   so	   far.	   We	   refer	   to	   cultural	   aspects	   inherent	   to	   each	   group	   of	   individuals	   from	   a	   certain	  
background.	   Since	   there	   is	   evidence	   that	   students	   from	   different	   cultural	   origin	   react	   to	   the	   same	  
motivational	  strategy	  in	  a	  different	  way	  [4,	  5,	  6]	  or	  have	  different	  attitudes	  for	  online	  assessment	  [7],	  
the	   cultural	   aspect	  of	   learning	  with	   technology	  becomes	  an	   important	   issue.	  For	   instance,	   if	   a	   female	  
student	  from	  a	  highly	  gender-‐stereotyped	  cultural	  background	  is	  asked	  to	  attend	  a	  course	  considered	  
to	  be	  strongly	  oriented	  to	  men,	  then	  she	  might	  perceived	  to	  be	  in	  the	  wrong	  course	  and	  probably	  will	  
not	  exert	  her	  maximum	  effort.	  Or	  even	  she	  might	  believe	  that	  her	  role	  in	  society	  is	  to	  be	  protected	  by	  
someone,	   and	   she	   attends	   courses	   just	   to	   be	   in	   the	   possibility	   to	   meet	   that	   expectation.	   It	   will	   not	  
matter	  what	  motivational	  strategy	   the	   teacher	  uses,	   since	   the	   female	  student’s	  cultural	  belief	   is	   in	  an	  
apparently	   superior	   level	   and	   she	  will	   only	   be	   concerned	   to	   learn	   at	   the	  minimum,	   just	   to	   continue	  
studying	  until	  meeting	  her	  protector	  [8].	  	  
In	   order	   to	   develop	   the	   arguments	   to	   support	   the	   inclusion	   of	   cultural	   aspects	   in	   the	   design	   of	  
motivationally-‐aware	  tutoring	  systems,	  the	  following	  sections	  describe	  some	  of	  these	  elements	  within	  a	  
Mexican	   context	   from	   the	   perspective	   of	   career	   choice,	   based	   on	   the	   findings	   that	   instrumental	  
motivation	  is	  an	  important	  predictor	  for	  course	  selection,	  career	  choice,	  and	  performance	  [9,	  10].	  That	  
is,	  students	  may	  pursue	  to	  perform	  well	  in	  some	  tasks	  because	  they	  are	  important	  for	  future	  goals,	  even	  
if	  the	  student	  is	  not	  interested	  on	  the	  task.	  

2 Motivation,	  career	  guidance	  and	  cultural	  context	  

Motivation	   is	   related	   to	   the	   student’s	   desire	   to	   participate	   in	   the	   learning	   process.	   Current	   research	  
findings	  suggest	  that	  motivational	  constructs	  do	  change	  over	  time	  [11,	  12,	  13]	  and/or	  contexts	  [14,	  15,	  
16].	  In	  particular,	  it	  is	  well	  documented	  that	  cultural	  differences	  affect	  achievement	  motivation	  [4,	  5,	  6].	  
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We	  believe	  that	  if	  teachers	  truly	  want	  to	  promote	  the	  success	  of	  all	  students,	  they	  must	  recognize	  how	  
achievement	  motivation	  varies	  culturally	  within	  the	  population	  it	  serves.	  	  
Similarly,	  career	  counseling	  must	  incorporate	  different	  variables	  and	  different	  processes	  to	  be	  effective	  
for	  students	   from	  different	  cultural	  contexts.	  Career	  counseling	   is	  defined	  as	  "the	  process	  of	  assisting	  
individuals	  in	  the	  development	  of	  a	  life-‐career	  with	  focus	  on	  the	  definition	  of	  the	  worker	  role	  and	  how	  
that	  role	  interacts	  with	  other	  life	  roles"	  [17].	  	  
According	   to	   Rivera	   [18],	   there	   are	   characteristics	   that	   prevail	   among	   Hispanic/Latino	   American	  
children	  and	  adolescents,	  such	  as:	  A)	  Restraint	  of	  feelings,	  particularly	  anger	  and	  frustration;	  B)	  Limited	  
verbal	  expressions	  toward	  authority	  figures;	  C)	  Preference	  for	  closer	  personal	  space;	  avoidance	  of	  eye	  
contact	  when	  listening	  or	  speaking	  to	  authority	  figures;	  D)	  Relaxation	  about	  time	  and	  punctuality;	  and	  
immediate	   short-‐term	   goals;	   E)	   Collective,	   group	   identity;	   interdependence;	   cooperative	   rather	   than	  
competitive;	   emphasis	   on	   interpersonal	   relations.	   To	   certain	   extent,	   these	   characteristics	   can	   be	  
considered	  part	  of	  one	  of	   the	   four	  sources	  of	   information,	  social	  persuasion,	   included	   in	  the	  model	  of	  
the	  Socio	  Cognitive	  Career	  Theory	  [19],	  (see	  Table	  1).	  This	  framework	  conceptualizes	  career	  choice	  as	  a	  
process	  with	  multiple	  stages	  and	  different	  sources	  of	  information.	  We	  propose	  that	  cultural	  aspects	  of	  
the	  Mexican	   context	  might	  have	   an	   impact	  not	   just	   the	  process	  of	   choosing	   a	   career,	   but	  on	   the	  way	  
students	  undertake	  their	  learning	  activities	  as	  described	  in	  the	  following	  paragraphs.	  
	  
	  
Table	  1.	  Sources	  of	  information	  proposed	  in	  the	  model	  of	  social	  cognitive	  influences	  on	  career	  choice	  behavior	  [19]	  
	  
Source	  of	  
information	  

Description	  

Performance	  
accomplishment	  

Success	  in	  performing	  the	  target	  task	  or	  behavior	  
	  

Vicarious	  learning	  or	  
modeling	  

To	  watch	  others	  who	  could	  perform	  the	  target	  behavior	  
successfully.	  

Emotional	  arousal	   Anxiety	  when	  performing	  the	  target	  behavior	  
Social	  persuasion	   Support	  and	  encouragement	  from	  others	  in	  the	  process	  of	  

performing	  the	  target	  behavior.	  
	  

2.1 Machismo	  

There	   is	   growing	   research	   supporting	   that	   achievement	   differences	   between	   genders	   are	   smaller	  
during	  early	  years	  of	  school	  or	  being	  reduced	  [20].	  The	  succession	  of	  career	  behaviors	  for	  women	  is	  far	  
more	   complex	   than	   for	   men.	   In	   particular,	   in	   Mexican	   students,	   the	   complexities	   might	   lay	   in	   the	  
cultural	   aspect	   of	   machismo.	   In	   Mendoza’s	   review	   [21],	   machismo	   is	   defined	   as	   a	   strong	   sense	   of	  
masculine	  pride,	  and	  it	  is	  suggested	  that	  machismo	  should	  be	  considered	  in	  any	  Latino	  study,	  but	  it	  is	  
often	   forgotten.	  The	   social	  behavior	  pattern	  associated	   to	  machismo	   includes	   the	  expectation	  of	  men	  
being	  caring,	  responsible,	  decisive,	  strong	  of	  character,	  and	  the	  protector	  of	  probably	  extended	  family.	  
At	   the	   same	   time,	  negative	  aspects	  of	  machismo	   include	  aggressiveness,	  physical	   strength,	   emotional	  
insensitivity,	  and	  a	  womanizing	  attitude	  towards	  the	  opposite	  sex.	  
Galanti	   [22],	   cited	   in	   [21],	   surveyed	   a	   group	   of	   Latino	   students	   who	   reported	   that	   the	   relationship	  
between	  male	  and	  female	  would	  be	  of	  protector	  and	  protected.	  More	  specifically,	  according	  to	  them,	  the	  
role	  of	  the	  traditional	  Hispanic	  woman	  is	  to	  look	  after	  the	  family;	  her	  job	  is	  to	  cook,	  clean,	  and	  care	  for	  
the	  children.	  Other	  characteristics	  of	  a	  good	  wife	   include	  submission	  and	  obedience	  to	  her	  husband’s	  
orders	  without	  questioning	  him	  but	  rather	  standing	  behind	  whatever	  he	  decides,	  even	  if	  she	  disagrees.	  
She	  must	   also	   be	   tolerant	   of	   his	   behavior.	   Taking	   into	   account	   these	   views	   it	   is	   understandable	   that	  
women´s	  career	  choice	  might	  be	  influenced	  by	  the	  fulfillment	  of	  this	  profile	  rather	  than	  freely	  choosing	  
a	  career	  that	  may	  imply	  a	  great	  amount	  of	  dedication.	  In	  some	  Mexican	  contexts,	  women	  may	  prefer	  to	  
undertake	   studies	   that	   are	   less	   demanding.	  Women	   also	  must	   strive	   to	   overcome	   obstacles	   such	   as	  
gender	   discrimination	   and	   sex	   stereotyping.	   For	   instance,	   Gallardo-‐Hernández	   et.	   al.	   reported	   the	  
results	  of	   a	  questionnaire	   applied	   to	  637	   first-‐year	  medical	  nutrition,	  dentistry	   and	  nursing	   students	  
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[23].	   The	   findings	   suggest	   that	   among	  women	   of	   low	   socioeconomic	   strata,	  more	   traditional	   gender	  
stereotypes	  prevail	  which	  lead	  them	  to	  seek	  career	  choices	  considered	  feminine.	  Among	  men,	  there	  is	  a	  
clear	   relationship	   between	   career	   choice,	   socioeconomic	   level	   and	   internalization	   of	   gender	  
stereotypes.	  	  

2.2 Social	  orientation	  	  

Cooperative	   learning	   is	  very	   important	   for	  Mexicans	   [24].	  They	  do	  not	   seem	   to	  openly	  want	   to	   show	  
what	  they	  know	  for	  fear	  of	  embarrassing	  those	  who	  do	  not	  know	  [25].	  It	  is	  not	  common	  in	  a	  Hispanic	  
family	  to	  encourage	  children	  to	  excel	  over	  siblings	  or	  peers	  but	  rather,	  it	  is	  considered	  bad	  manners.	  It	  
is	  worth	  noting	  that	  most	  of	  the	  studies	  reported	  have	  taken	  into	  account	  the	  Mexican	  context	  around	  
Mexican	  American	  students	  but	  no	  studies	  so	  far	   focus	  on	  comparison	  between	  this	  population	  and	  a	  
Mexican	   population	   living	   in	  Mexico.	   Nevertheless,	   their	   findings	   can,	   to	   some	   extent,	   be	   considered	  
valid	   for	   Mexican	   population.	   For	   instance,	   Ojeda	   and	   Flores	   [26]	   considered	   the	   educational	  
aspirations	  of	  186	  Mexican	  American	  high	  school	  students	   to	   test	  a	  portion	  of	  social-‐cognitive	  career	  
theory	  [19].	  Their	  results	  indicated	  that	  perceived	  educational	  barriers	  significantly	  predicted	  students'	  
educational	   aspirations	   above	   and	   beyond	   the	   influence	   of	   gender,	   generation	   level,	   and	   parents'	  
education	   level.	   Similarly,	   Flores,	   Romero	   and	   Arbona	   [27]	   found	   that	   Mexican	   American	   men	   and	  
women	  with	  high	  measures	  of	  ethnic	   loyalty	  might	  be	  at	  risk	  for	  perceiving	  social	  costs	  of	  pursuing	  a	  
higher	  education.	  

2.3 Perception	  of	  time	  and	  career	  guidance	  

Mexicans	  are	  oriented	  toward	  present	  time;	  they	  are	  focused	  on	  “right	  now”	  rather	  than	  on	  the	  past	  or	  
on	  future	  events	  or	  outcomes.	  They	  often	   live	  the	  phrase	  “Dios	  dirá”	  or	  "God	  will	   tell,"	   that	   is,	   time	  is	  
relative.	  To	  arrive	   late	   for	   an	  engagement	   is	   called	   in	   the	   southwest	   "Mexican	   time."	  This	  perception	  
permeates	   career-‐counseling	   programs	   in	   the	   Mexican	   context,	   since	   its	   interventions	   start	   in	   the	  
educational	   level	   just	   behind	   the	   university	   program	   [28].	   Therefore,	   students	   have	   to	   decide	   in	   a	  
relatively	  short	  period	  of	  time	  which	  career	  suits	  them	  best.	  Sometimes	  the	  students	  might	  have	  a	  great	  
amount	  of	  career	  information,	  making	  it	  difficult	  to	  make	  a	  good	  analysis	  of	  each	  of	  the	  options.	  But	  it	  
also	  might	   occur	   that	   there	   is	   little	   availability	   of	   information	   and	   students	  might	   end	  up	  making	   an	  
inadequate	  career	  choice.	  	  	  	  

3 Discussion	  

Increasingly,	  researchers	  are	  calling	  for	  studies	  of	  change	  in	  motivation,	  rather	  than	  treating	  motivation	  
as	  a	  static	  trait-‐like	  factor	  [1],	  [4].	  However,	  those	  studies	  mainly	  consider	  motivation	  to	  be	  influenced	  
by	  characteristics	   from	  the	  areas	  of	  values,	  expectancies	  and	  feelings	   [1],	  without	  taking	   into	  account	  
that	   some	   cultural	   aspects	   like	   machismo,	   social	   orientation	   or	   perception	   of	   time	   might	   also	   be	  
influencing	   how	   students	   approach	   to	   a	   learning	   activity.	   For	   instance,	   women	   could	   be	   avoiding	  
pursuing	   a	   career	   that	  would	   not	   allow	   them	   to	   easily	   integrate	   their	   expected	   roles	   as	  mother	   and	  
spouse	   with	   their	   future	   professional	   activity.	   Also,	   the	   perception	   of	   educational	   barriers,	   such	   as	  
gender	   and	   ethnicity,	   nurtured	   by	   the	   social	   context	   could	   reinforce	   the	   idea	   of	   choosing	   a	   career	  
according	  to	  the	  students’	  sex,	  which	  in	  turn	  might	  influence	  students’	  motivation	  to	  learn	  a	  particular	  
area	  of	   study.	  Although	   there	   is	   little	   research	  evidence	   that	  establishes	  a	  direct	   connection	  between	  
career	  choice	  and	  motivation	  to	  learn	  a	  particular	  topic,	  this	  paper	  reviewed	  some	  cultural	  aspects	  in	  
the	  Mexican	   context	   that	  have	  an	   impact	  on	   students’	   learning	  behavior.	   	  Based	  on	   this,	  we	   consider	  
plausible	   to	   do	   some	   research	   that	   consider	   these	   aspects	  when	   designing	   a	  motivationally	   tutoring	  
system.	   For	   example,	   in	   a	   Mexican	   context,	   a	   tutoring	   system	   for	   Mathematics	   could	   emphasize	  
women’s	   capacity	   to	   solve	   problems	   regardless	   of	   their	   gender,	   like	   providing	   feedback	   including	  
mentions	   to	   important	   contributions	   from	   female	   scientists,	   or	   listing	   the	   advantages	   of	   achieving	  
personal	  professional	  success	  as	  a	  woman,	  or	  maybe	  using	  a	  very	  strong	  female	  character	  showing	  high	  
IQ	  as	  the	  main	  avatar.	  	  
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