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ABSTRACT

In this working notes paper, we present the UNIgAtem for the
recognition of dynamic music emotional dimensionsuaal and
valence. The developed system is based on Suppectol
Regression with Radial Basis kernel function. Weded 2 sets
of features using stochastic evolutionary optimaratalgorithms
namely Genetic Algorithm and Particle Swarm Aldamit The
models score the average Root Mean Square Err609.fr the
valence dimension and 0.2540 for the arousal difoans

1. INTRODUCTION

The objective of the Emotion in Music task at Mélial
2015 is to automatically determine temporal dynanticemotion
as a sequence of numerical values in two dimensi@ience and
arousal (AV). The task comprises three scenarip§iten a set
of baseline audio features, the participants areeturn AV
scores obtained by machine learning method of ttiedice; 2)
The participants are required to submit their owhdf features,
they believe that are most discriminative in terifn emnotion
determination; 3) The participants may return Adres obtained
by using any combination of the features and maché&arning
method. For more details about the task and settasee the
overview paper [1].

2. APPROACH

UNIZA system for the dynamic emotion recognitiorbased
on the Support Vector Regression (SVR) and utilizke
LIBSVM libraries. We follow the approach that wevieaalready
applied for emotion recognition from speech [2]vBlepment of
our system has been carried out in Matlab and @wir@ments.
We have split the development data into 2 approtémaequal
non-overlapping parts - the first one for the tiragnof regression
models while the other part for models testing.

SVR has employed the Radial Basis (RBF) kerneltfanc
Search for optimal kernel parameters has been noeefb by the
grid search method in cooperation with Bat Algoriti{BA) -
metaheuristic optimization technique [3]. The paeters of the
kernel were individually optimized for the both dinsions and
finally selected the one combination resulting ihe tbest
evaluation accuracy. The same kernel parameteevalere used
in all scenarios of the task.

For the second and third scenarios, we have cr@asetls of
features, which are selected from the baselinaufeaset using
stochastic evolutionary optimization algorithmsr Bas purpose,
we have used hybrid combination of Genetic AlgonitfGA) and
Particle Swarm Optimization algorithm (PSO) [4].eTBA/PSO
hybrid approach works as follows. The both optiriza
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algorithms run in parallel and at the end of eaetation, the best
individuals from the both algorithms are selectatbithe next
iteration of the optimization process. The Root M&auare Error
(RMSE) between the predicted and ground truth &akbels used
as a fitness function for the optimization algarith The

optimization process was running in 50 iterationd eepeated 50
times. Two best combinations of features have tssbected for
the submission. The first set denoted agtitnal_1" consists of
139 features and set denoted aptimal_2" consists of 129
features. Both sets include 72 identical featuresletailed

description is beyond the limit of paper pages the sets
intersection contains mostly a number of auditoyectra

coefficients, MFCC coefficients as well as their espal

skewness, slope, flux and delta regression vanistio

In the system development stage, we also testetbéteres
extracted by the MIRToolbox [5] - combination ofremagram,
onset detection, log-attack time, roughness, tenkmy and
tonality. The feature extraction process has besfopmed on
frames with different duration and overlapping degiag on the
particular feature. As a result, we have obtaingdeatures and
this set is denoted asMIR'. We have used identical feature
format as the baseline (non-overlapping segmen&)0fms) and
besides the mean values and standard deviation$yawe also
used the maximal values.

Table 1 states mean evaluation accuracy that wee hav
obtained for the development data using evaluatietrics RMSE
[1] and Pearson's correlation coefficient The 'efault" run
represents the first scenario of the task whensgstem was fed
with the baseline feature set. The other runs spmeds to the
third scenario where different feature sets westetk with our
regression models. Based on acquired preliminasylie we
decided to further process and submit only featets with the
highest ranking (e.goptimal_1" and '"optimal_2").

Table 1. Results of the system on the developmenatd
for different feature sets.

Arousal Valence
run RMSE r RMSE r
default 0.0815 0.4203 0.0724 0.4238
optimal_1| 0.0806 0.4553 0.0669 0.4603
optimal_2| 0.0794 0.4681 0.0659 0.4718
MIR 0.0988 0.2058 0.1044 0.2104
def.+MIR | 0.0887 0.3543 0.0771 0.3709



3. RESULTS AND DISCUSSION

In Table 2, there is notified the official classdtion
accuracy of our system according to the evaluatietrics of the
task [1] for the first scenariodgfault” run) and the third scenario
of the task (bptimal_1", "optimal_2").

Table 2. Official results of UNIZA team for different
runs.

Valence
run RMSE r
default 0.3662+0.1747  -0.0218+0.4011
optimal_1| 0.3605+0.1727  -0.0141+0.4007
optimal_2| 0.3613+0.1737  -0.0161+0.3961
Arousal
run RMSE r
default 0.2554+0.0995 0.5100+0.2248
optimal_1| 0.2571+0.0997 0.5097+0.2228
optimal_2| 0.2540+0.1028 0.4930+0.2326

As it can be seen, our feature set did not proadg
significant improvement of the system efficiency damparison
with the baseline feature set and the difference®RMSE are
barely noticeable. Anyhow, the best results represthe
"optimal_1" run for the valence dimension and thaptimal_2"
run for the arousal dimension. The arousal dimensioquires
better results than the valence dimension as islusu the
emotion recognition tasks. In comparison with thgutts from the
development data, there can be seen a huge dtbp cbrrelation
coefficientr for the valence dimension.

Although our feature sets do not achieve signifigabetter
score, feature dimension of the sets are greatiguced
(approximately 50% of the baseline) thus the cornmnal
demands of the system is also greatly reduced.Basethe
results, it seems that there is a great redundahdata in the

baseline feature set. The system efficiency maynproved by
finer tuning of the kernel parameters individualigr each
dimension. Also, application of other regressiondeiocould
improve the system accuracy.

In the future, we would like to create a vast defeatures

(baseline + MIR" and other musical-oriented features) and search

for the optimal subset giving the best classifmataccuracy that
would be at least equal baseline/full set accurdegr the
searching process, some of the state-of-the-amdrexatspired
optimization technique will be applied.

4. CONCLUSION

We developed the SVR-based system for dynamic music

emotion recognition. Regrettably, our feature sstgygested
according to the evolutionary optimization methadéts not cause
significant improvement of classification accuraxfythe system.
On the other hand, the (almost) equal result weteined using
only approximately 50% of the baseline features.
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