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ABSTRACT

In this paper, we present the results of automagie detection
based on very short texts as about 100 words ghoraunstead
of widely used n-grams, only text readability feasiare used in
current study. Training datasets presented two g@eips -

children and teens up to age 16 and adults 20 ysaisolder.
Logistic Regression, Support Vector Machines, C#:Blearest
Neighbor, Naive Bayes, and Adaboost algorithms wesed to
build models. All together ten different models wesvaluated
and compared. Model generated by Support VectothMacwith

Adaboost yield to f-score 0.94, Logistic regression0.93. A

prototype age detection application was built usthg best
model.
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1. INTRODUCTION

One important class of information in user modelsgelated to
user age. Any adaptive technology can use ageqi@didata. In
educational context automatic tutoring  systems
recommendation systems, can benefit on age detectio

Automatic age detection has also utilities in criprevention.
With widespread of social media, people can regiateounts
with false age information about themselves. Youngeople
might pretend to be older in order to get accessites that are
otherwise restricted to them. In the same timergig®ple might
pretend to be younger in order to communicate watlngster. As
we can imagine, this kind of false information ntigead to
serious threats, as for instance pedophilia or rotréminal

activities.

But besides serious crime prevention, automaticdagection can
by used by educators as indirect plagiarism detetthile there
are effective plagiarism detection systems, theypatowork when
parents are doing pupils homework or students asigu
somebody else’s original work, which is not pubdidhanywhere.

There are closed communities where students can buy

homework’s for any topic.

Full scale authorship profiling is not an optiorrdiebecause large
amount of author texts is needed. Some authorarfit]e, that at
least 10000 words per author is needed, othel50@0 [2]. But if
we think about business purpose of this kind of dgeector,
especially when the purpose is to avoid some cahuets, then
there is no time to collect large amount of textitten by
particular user.

When automatic age detection studies fallow auttiprprofiling
conventions then it is related to second problethe-features,
widely used in authorship profiling, are semanteattires.
Probability that some sequence of words, even glesiword,

and

occur in short text is too low and particular wardaracterizes
better the context [3] than author. Some authoesalsracter n-
grams frequencies to profile users, but again,afspeak about
texts that are only about 100 words long, thestufea can also
be very context dependent.

Semantic features are related to third problemey thre costly.
Using part of speech tagging systems to categovirels and/or
large feature sets for pattern matching, takes éintespace. If our
goal is to perform age detection fast and onlirenth is better to
have few features that can be extracted instantiglient side.

In order to avoid all three previously mentionedrétomings, we
propose other set of features. We call them reéijafgatures,
because they are previously used to evaluate teddability.
Texts readability indexes are developed already orbef
computerized text processing, so for example Gunfiog index
[4] takes into account complex (or difficult) wordshose
containing 3 or more syllables and average numberoods per
sentence. If sentence is too long and there arey rdificult
words, the text is considered not easy to readnaore education
is needed to understand this kind of text. Gunritog index is
calculated with a formula (1) below:

words l+ 100x [complexwmlsﬂ (1)
e

GunningFogndex= 04 x
sentenc words

We suppose that authors reading skills and wriskdls are
correlated and by analyzing author’s text readgbiiie can infer
his/her education level, which at least to the ipaldr age is
correlated with actual age of an author. As redigtindexes
work reliably on texts with about 100 words, theme good
candidates for our task with short texts.

As a baseline we used n-gram features in pre gesiomparing
readability features with n-gram features, we fouhdt with
wider age gap between young and adult groups, bdéga
features making better classifiers if using shexts [5]. Now we
continue this work with larger dataset and with dagaility
features only.

Using best fitting model, we created an online giyge age
detector.

Section 2 of this paper surveys the literature ga arediction. In
Section 3 we present our data, features, used madbarning
algorithms, and validation. In Section 4 we presenmir

classification results and prototype applicatiore ¥dnclude this
paper in Section 5 by summarizing and discussingtudy.

2. RELATED WORKS

In this section we review related works on age- athetr author-
specific profiling. There are no studies that deglparticularly
with effect of text sizes in context of age defmatiln previous
section we mentioned that by literature for authigrsprofiling
5000 to 10000 words per author is needed [1,2].ckyayand



Daelemans [6] reported a dramatic decrease ofaHfemmance of
the text categorization, when reducing the numberards per
text fragment to 100. As authorship profiling andthers age
prediction is not the same task, we focus on wohies dealing
particularly with user age.

The best-known age based classification resultsreperted by
Jenny Tam and Craig H. Martell [7]. They used agrigs 13-19,
20-29, 30-39, 40-49 and 50-59. All age groups werdifferent

size. As features word and character n-grams wesed.u
Additionally they used emoticons, number of capieters and
number of tokens per post as features. SVM modahed on

youngest age group against all others yield toofesc0,996.

Moreover this result seems remarkable, while nogegebetween
two classes was used.

However we have to address to some limitations@if twork that

might explain high f-scores. Namely they used uabedd data
set (465 versus 1263 in training data set and Et6ug 316 in
test set). Unfortunately their report gave only d+seore value,
but no confusion matrices, ROC or Kappa statists. argue,
that with unbalanced data sets, single f-score evaki not

sufficient to characterize the models accuracysuoh test set —
116 teenagers versus 316 adults - the f-score (0850.42

depending of what is considered positive resulf) simply be

achieved by model that always classifies all caseadults. Also,
it is not clear if reported f-score is weighted age of two

classes’ f-scores or presenting only one clas®fescSecondly it
is not clear if given f-score was result of avenggicross
validation results.

It is worth of mentioning, that Jane Lin [8], usitbé same dataset
two years earlier in her postgraduate thesis sigevby the
Craig Martell, and she achieved more modest restiés best
average f-score in teens versus adult's classificavith SVM
model was 0.786 as compared to Tam’'s and Martglbrted
0.996. But besides averaged f-scores, Jane Lin @ported
lowest and highest f-scores, and some of her hidgrseores were
indeed 0.996 as reported in Tam and Martell paper.

Peersman et al [9] used large sample 10,000 pess ciad
extracted up to 50,000 features based on word hadacter n-
grams. Report states, that they used posts avefagg?2 tokens.
Unfortunately it is not clear if they combined seateshort posts
from the same author, or used single short mesasage unique
instance in feature extraction. They tested thremsgts with
different age groups —11-15 versus 16+, 11-15 e84+ and 11-
15 versus 25+. Also experimentations carried ot wumber of
features, and training set sizes. Best SVM modélwith largest
age gap, largest dataset and largest number afrésayield to f-
score 0.88.

Santosh, et al [10,11] used word n-grams as coiizsed
features and POS n-grams as style based featuney. tEsted
three age groups 13-17, 23-27, and 33-47. Using Sl kNN
models, best classifiers achieved 66% accuracy.

Marquart [12] tested five age groups 18-24, 253849, 50-64,
and 65-xx. Used dataset was unbalanced and ndifisttaHe

also used some of the text readability featureseadid in current
study. Besides of readability features, he useddwwmigrams,
HTML tags, and emoticons. Additionally he used eliént tools
for feature extraction like psycholinguistic databa sentiment
strength tool, linguistic inquiry word count toaind spelling and
grammatical error checker. Combining all these uilest, his
model yield to modest accuracy of 48,3%.

Dong Nguyen and Carolyn P. Rose [13] used linegression to
predict author age. They used large dataset wi¥Z17authors
with average text length of 11101 words. They uasdeatures
word unigrams and POS unigrams and bigrams. Testtagged
using the Stanford POS tagger. Additionally thegduinguistic

inquiry word count tool to extract features. Thie@st regression
model had 7 value 0.551 with mean absolute error 6.7.

As we can see, most of previous studies are ugintps features,
word and character n-grams. Additionally speciahteques were
used like POS tagging, Spell Checker, and Linguistiguiry

word count tool to categorize words. While texttfeas extracted
by this equipment are important, they are costlyniplement in

real life online systems. Similarly large featustssup to 50,000
features, most of which are word n-grams, meansamggs of
data. Ideally this kind of detector could work wsizlient browser
resources (JavaScript), and all feature extractimutines and
models have to be as small as possible.

Summarizing previous work in the following table),(ve don’t
list all possible features. So for example featutkat are
generated using POS tagging or features generatmé svord
databases are all listed here as word n-grams.cbastn gives f-
score or the accuracy (with %) according to wharabteristic
was given in paper. Most of papers reported maifferent
results, and we list in this summary table onlyhkst result.

Table 1. Summary of previouswork

Used feature
types 3 % §
7] o =
et © s 5
Authors g g % a § o <
> 8 & @ © 3 1= S <
= 9 5 § = 5 g 23
S = &£ g 2 S g =€
=l — - - = 3
5285 ¢ e § 8%
Nguyen (2011) X 17947* 11101 0 551%
Marquardt (2014) X X 7746 N/a 0 473%
Peersman (2011) X X 20000 12.2* 9 0.917
Lin (2007) X x| 1728* 343 0 0786
Tam & Martell (2009) X x x| 1728 343 0 0.996**
Santosh (2014) X 236600* 335 5 66%
This Study X 500 93 4 0.94

*unbalanced datasets

**]12.2 words was reported average message lengthit is not clear if
only one message per user was used or user textongsosed form many
messages.

***not enough data about this result

3. METHODOLOGY
3.1 Sample& Data

We collected short written texts in average 93 wadahg from
different social media sources like Facebook, Rlomments, and
Internet forums. Additionally we used short essagveers from
school online feedback systems and e-learning mgstand e-
mails. No topic specific categorization was madd. authors
were identified and their age fall between 9 andydérs. Most
authors in our dataset were unique, but we usediptaultexts
from the same author only in case, when the tegte written in



different age. All texts in the collections wereitten in the same
language (Estonian). We chose balanced and strhtdatasets
with 500 records and with different 4-year age gaps

3.2 Features

In current study we used in our training datasefeint

readability features of a text. Readability feasuage quantitative
data about texts, as for instance an average nuaoflidraracters
in the word, syllables in the word, words in thentsaces,
commas in the sentence and the relative frequehtlyeowords
with 1, 2,.., n syllable. All together 14 differefgatures were
extracted from each text plus classification vdadko which age
class text author belongs).

In all features we used only numeric data and nbzeth the
values using other quantitative characteristicheftext.

Used Feature set with explanations is present@alite 2:

Table 2. Used features with calculation formulas and
explanations

Feature Explanation

Average number of

NumberOfChractersliText
Characters in Word| =

NumberOfWialsInText

We excluded all white space characters when
counting number of all characters in text

_ NumberOfWalsInText
NumberOfSatencesIn€&xt

Average number of
Words in Sentence

Complex Words to

NumberOfCmplexWordmText
all Words ratio =

NumberOfWalsInText
Complex word is loan from Cunning Fog Index,

where it means words with 3 or more syllables. As
Cunning Fog index was designed for English, and

per word, we raised the number of syllables
according to this difference to five. Additionally
we count the word complex if it has 13 or more
characters.

Average number of
Complex Words in
Sentence

_ NumberOfCmplexWordmText
NumberOfSetencesIn@xt

Average number of

NumberOfSiablesinText
Syllables per Word | =

NumberOfWadsInText

Average number of
Commas per
Sentence

_ NumberOfCmmasInText
NumberOfSatencesin&xt

One Syllable Wordg
to all Words ratio

_ NumberOfWalsWitHsyllablelrrext
N NumberOfwadsinText

Similarly as
previous feature,
we extracted 7
features for words
containing 2, 3, 4
to 8 and more
syllables.

_ NumberOfWalsWith_ N — SyllablelrText
B NumberOfWidsInText

Novel syllable counting algorithm was designed
for Estonian language, which is only few lines
length and does not include any word matching
techniques

Estonian language has as average more syllables

3.3 Data Preprocessing

We stored all the digitalized texts in the localcimae as separate
files for each example. A local program was createdxtract all
previously listed 14 features from each text fitepened all files
one by one; extracted features form each file, stoded these
values in a row of a comma-separated file. In thet & every row
it stored data about the age group. A new and singdborithm
was created for syllable counting. Other analoglgsrithms for
Estonian language are intended to exact divisiothefword to
syllables, but in our case we are only interesteexact number
of syllables. As it turns out, syllable countingpisssible without
knowing exactly where one syllable begins or ends.

In order to illustrate our new syllable countingaithm, we give
some examples about syllables and related ruleg&sionian
language. For instance the waabane(fox) has 3 syllablese —
ba — ne In cases like this we can apply one general fuehen
single consonant is between vowels, then new dglladgins with
that consonant.

When in the middle of word two or more consecutie@sonants
occur, then usually the next syllable begins wilst lof those
consonants. For instance the wdd@tbes(fly) — is split askar-
bes andkarbsed(flies) is split askarb-sed.The problem is that
this and previous rule does not apply to compoundias So for
example, the wordlemokraatia(democracy) is split before two
consecutive consonants @s-mo-kraa-tia

Our syllable counting algorithm deals with this Iplem by
ignoring all consecutive consonants. We set sydlaldunter on
zero and start comparing two consecutive charaatetse word,
first and second character, then second and thidl so on.
General rule is, that we count a new syllable, withentested pair
of characters is vowel fallowed by consonant. TReeption to
this rule is the last character. When the last attar is vowel,
then one more syllable is counted.

Implemented syllable counting algorithm as well ather
automatic feature extraction procedures can be isesection 4.3
and in the source code of the prototype application

3.4 Machine Learning Algorithmsand Tools
For classification we tested six popular machirerdng
algorithms:

e Logistic regression

e Support Vector Machine

e C45

e k-nearest neighbor classifier
o Naive Bayes

e AdaBoost.

Motivation of choosing those algorithms is based literature
[14,15]. The suitability of listed algorithms foivgn data types
and for given binary classification task was alsfien in to
account. Last algorithm in the list — Adaboost -agually not
classification algorithm itself, but an ensemblgoaithm, which is
intended for use with other classifying algorithnis, order to
make a weak classifier stronger. In our task wedudava
implementations of listed algorithms that are al# in freeware
data analysis package Weka [16].



3.5 Validation

For evaluation we used 10 fold cross validationairmodels. It
means that we partitioned our data to 10 even simedrandom
parts, and then using one part for validation atlero9 as
training dataset. We did so 10 times and then geeraalidation
results.

3.6 Calculation of final f-scores

Our classification results are given as weighteeraye f-scores.
F-score is a harmonic mean between precision azal rélere is
given an example how it is calculated. Let suppesehave a
dataset presenting 100 teenagers and 100 adultsoAnmodel
classifies the results as in fallowing Table 3:

Table 3. Exampleillustrating calculation of f-scores

Classified as=> | teenagers adults
teenagers 88 12
adults 30 70

When classifying teenagers, we have 88 true pesititeenagers
classified as teenagers) and 30 false positivadtédiassified as
teenagers). We also have 12 false negatives (teenatassified
as not teenagers) and 70 true negatives (adulisifidal as not
teenagers). In following calculations we use abiat@ns: TP =
true positive; FP = false positive; TN = true neéggtFN = false
negative

Positive predictive value or precision for teemagelass is
calculated by formula 2.

TP _ 8 _ 746 @
TP+FP 88+30

Recall or sensitivity is the rate of correctly sddied instances
(true positives) to all actual instances in prestictclass.
Calculation of recall is given by formula 3.

L: 88 - 088 ?3)
TP+FN 88+12

F-score is harmonic mean between precision andl raed it is
calculated by formula 4.

precision=

recall =

2% precision<recall 2TP (4)

f —score= = =
precision+recall 2TP+FP+FN

Using data in our example the f-score for teenatgss will be
0.807, but if we do the same calculations for adldss then the
f-score will be 0.769.

Presenting our results, we use a single f-scongeyathich is an
average of both classes’ f-score values.

4. RESULTS

4.1 Classification

Classification effect was related to placement @¢ aeparation
gaps in our training datasets. We generated 8reiffedatasets by
placing 4-year separation gap in eight differenacpk. We
generated models for all datasets, and preseriigstemodels’ f-
scores on figure 1. As we can see, our classifinatias most
effective, when the age separation gap was plac&é-19 years.

0,95
0,93
0,91
0,89
0,87
0,85

0,83 + + + + + + + i
12-15 13-16 14-17 15-18 16-19 17-20 18-21 19-22

F-score

Separation gap

Figure 1. Effect of the position of separtion gap

With a best separation gap (16-19) between cladsagistic
regression model classified 93,12% of cases rightl Support
Vector Machines generated model classified 91,74%ases.
Using Adaboost algorithm combined with classifiengrated by
Support Vector Machine yield to 94.03% correct sifisation
and f-score 0.94. Classification models built bigestalgorithms
performed less effectively as we can see in Table 4

Results in fallowing table are divided in to twabks. In the left
side there are the results of the models generbtedisted
algorithms. In the right side there are the resaftshe models
generated by Adaboost algorithm and the same #hgolisted in
the row.

Table 4. Averaged F-scores of different models

F-score

Usina Adaboo:

Loaistic Rearessic 0.9t 0.9t
SVM (standardizec 0.92 0.9¢
KNN (k = 4) 0.8¢ 0.8¢
Naive Baye 0.7¢ 0.8¢4
C4.t 0.7t 0.8

As we can see in the table above, the best perfsrmere

classifiers generated by Logistic Regression dlgori and

Support Vector Machine (with standardized data).tHa right

section of the table, where the effect of Adabaagbrithm is

presented, we can see that Adaboost here cannobvmpesults
with Logistic regression classifier, and kNN, butimproves

results of SVM, Naive Bayes and most significamthyC4.5. As

Adaboost is intended to build strong classifierd ofi weak

classifiers, than the biggest effect on C4.5 iseefable Two best

performing classifiers remained still the same raftesing

Adaboost, but now Support Vector Machine outperfedm
Logistic Regression by 0.91 percent points.

4.2 Featureswith highest impact

As there is relatively small set of readabilitytfgas, we did not
used any special feature selection techniques éeajenerating
models, and evaluating features on the basis of $iwdel with
standardized data. The strongest indicator of ansithe average
number of words in sentence. Older people tend rite Wonger
sentences. They also are using longer words. Aeemagnber of
characters per word is in the second place in feafinking. Best



predictors of younger age group are frequent usshoft words
with one or two syllables.

In following Table (5), coefficients of standardiz&VM model
are presented.

Table5. Featureswith highest impact in standardized SVM

model
Coefficient ~ Feature

1.3639 Words in sentence
0.8399 Characters in word
0.258 Complex words in sentence
-0.2713 Ratio of words with 4 syllables
-0.3894 Commas per sentence
-0.7451 Ratio of words with 1 syllable
-0.762 Ratio of words with 2 syllables

4.3 Prototype Application

As the difference between performance of modelsgdgad by
Adaboost with SVM and Logistic Regression is ngngficant,
but as from the point of view of implementation, dets without
Adaboost are simpler, we decided to implement ingototype
application Logistic Regression model, which perfed best

without using Adaboost. We implemented feature extraction

routines and classification function in client-sidkevaScript. Our
prototype application uses written natural langusge as an
input, extracts features in exactly the same way extacted
features for our training dataset and predicts aighage class

(Fig. 2.).

Feature extractor

Text input

Loops trough all text and Training

extracts 14 features data

Returns an Array of features.

J L Weka
| |
Age predictor L Prediction model
using

Uses text features and
prediction model
Returns prediction
And outputs message

Model generated outside using
training data and Weka’s
Logistic Regression algorithm

Figure 2. Application design

Our feature extraction procedure (Figure 3.) caadsstages:
1. Text input is split to sentences, and to woaty] all

/ Jupid() \
. Splits text to sentences and to words, takes out excess spaces.

Text input
Returns array of values: Number of chars, words, sentences,|

array of words, and number of commas

J L

extractFeatures ()

Syllable
Counter
mitusilpi (

Loops trough all words and counts words with 1, 2. to 8
or more syllables.

In addition it counts difficult words, which are defined
here as words with 5 or more syllables.

Returns an Array of relative values calculated using
\Features information from first and second feature exteactors. /

Figure 3. Feature Extractor

A new and simpler algorithm (5) was created forlabte

counting. Other analogues algorithms for Estonemgliage are
intended to exact division of the word to syllablest in our case
we are only interested on exact number of syllablesit turns

out, syllable counting is possible without knowiexgctly where
one syllable begins or ends. Unfortunately thigrie only for

Estonian (and maybe some other similar) language.

function number_of_syllables(w){ 5)
v="aeioudaou"; /* all vowels in Estonian lang. */
counter=0;
w=w.split(");/* creates char array of word */
wl=w.length; /* number of char’s in word */

for(i=0; i < wl - 1; i++){

if(v.indexOf(w[i])!=-1 && v.indexOf(w[i+1])==-1)

counter++;

%

if char is vowel and next char is not, then count a
syllable (there are some exceptions to this rule, w hich
are easy to program).

*/

}

excess white space chars are removed. Some simple

features, number of characters, number of words,

number of sentences, are also calculated in thgest
2. In second stage syllables in words are counted.
All calculated characteristics are normalizethgi®ther

characteristics of the same text. For example nurobe

characters in text divided to number of words it.te

! http://www.tlu.ee/~pentel/age detector/

if( v.indexOf(w[wl-1]) != -1) counter++;

/I if last char in the word is vowel, count new syl lable

return counter;



Implemented syllable counting algorithm as well ather
automatic feature extraction procedures can be isettre source
code of the prototype applicatidn.

Finally we created simple web interface, where @wady can test
prediction by his/her free input or by copy-pagts.our classifier
was trained on Estonian language, sample Estorgats tare
provided on website for both age groups (Fig. 4.).

€ 5 C | wwwiluee/-pe

Sample texts for
Age detector

both age groups

ot

Read more

‘Please input text about 100 words i feld below, and test how old i the anthor. As classification

texts, it works only with Estonian
<5 than 16

Free input form

EE

4

testage | [ clear

Figure 4. Prototype application at
http://www.tlu.ee/~pentel/age detector/

5. DISCUSSION & CONCLUSIONS

Automatic user age detection is a task of growmgdrtance in
cyber-safety and criminal investigations. One @f tiser profiling

problems here is related to amount of text needegetrform

reliable prediction. Usually large training datassere used to
make such classification models, and also longds re needed
to make assumptions about author’s age. In thiempage tested
novel set of features for authors age based dieatsifin of very

short texts. Used features, formerly known as teedability

features, that are used by different readabilitymidas, as
Gunning Fog, and others, proved to be suitablafiomatic age
detection procedure. Comparing different clasdificaalgorithms

we found that Logistic Regression and Support \febtachines

created best models with our data and featureg;ygivoth over

90% classification accuracy.

While this study has generated encouraging resitilts|as some
limitations. As different readability indexes messihow many
years of education is needed to understand the wextcan not
assume that peoples reading, or in our case wriskiis will
continuously improve during the whole life. For mpsople, the
writing skill level developed in high school willoh improve
further and therefore it is impossible to discriatm between 25
and 30 years old using only those features as wendcurrent
study. But these readability features might be gély useful in
discriminating between younger age groups, asrfstance 7-9,
10-11, 12-13. The other possible utility of simikgproach is to
use it for predicting education level of an aduitreor.

In order to increase the reliability of resultsiufie studies should
also include a larger sample. The value of our werto present
suitability of a simple feature set for age baskxdgification of

short texts. And we anticipate a more systematid @mAadepth

study in the near future.

2 http:/iwww.tlu.ee/~pentel/age_detector/source ecot!
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