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Preface

This volume contains proceedings of the fourth conference on Analysis of Im-
ages, Social Networks and Texts (AIST’2015)1. The first three conferences in
2012–2014 attracted a significant number of students, researchers, academics
and engineers working on interdisciplinary data analysis of images, texts, and
social networks.

The broad scope of AIST makes it an event where researchers from differ-
ent domains, such as image and text processing, exploiting various data analysis
techniques, can meet and exchange ideas. We strongly believe that this may lead
to crossfertilisation of ideas between researchers relying on modern data analy-
sis machinery. Therefore, AIST brings together all kinds of applications of data
mining and machine learning techniques. The conference allows specialists from
different fields to meet each other, present their work, and discuss both theo-
retical and practical aspects of their data analysis problems. Another important
aim of the conference is to stimulate scientists and people from the industry to
benefit from the knowledge exchange and identify possible grounds for fruitful
collaboration.

The conference was held during April 9–11, 2015. Following an already es-
tablished tradition, the conference was organised in Yekaterinburg, a cross-roads
between European and Asian parts of Russia, the capital of Urals region.The key
topics of AIST are analysis of images and videos; natural language processing and
computational linguistics; social network analysis; pattern recognition, machine
learning and data mining; recommender systems and collaborative technologies;
semantic web, ontologies and their applications.

The Program Committee and the reviewers of the conference included well-
known experts in data mining and machine learning, natural language process-
ing, image processing, social network analysis, and related areas from leading
institutions of 22 countries including Australia, Bangladesh, Belgium, Brazil,
Cyprus, Egypt, Finland, France, Germany, Greece, India, Ireland, Italy, Luxem-
bourg, Poland, Qatar, Russia, Spain, The Netherlands, UK, USA and Ukraine.

This year the number of submission has doubled and we have received 140
submissions mostly from Russia but also from Algeria, Bangladesh, Belgium,
India, Kazakhstan, Mexico, Norway, Tunisia, Ukraine, and USA. Out of 140
only 32 papers were accepted as regular oral papers (24 long and 8 short). Thus,
the acceptance rate of this volume was around 23%. In order to encourage young
practitioners and researchers we included 5 industry papers to the main volume
and 25 papers to the supplementary proceedings. Each submission was reviewed
by at least three reviewers, experts in their fields, in order to supply detailed
and helpful comments.

The conference also featured several invited talks and tutorials, as well as an
industry session dedicated to current trends and challenges.
1 http://aistconf.org/
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Invited talks:

– Pavel Braslavski (Ural Federal University, Yekaterinburg, Russia), Questions
Online: What, Where, and Why Should we Care?

– Michael Khachay (Krasovsky Institute of Mathematics and Mechanics UB
RAS & Ural Federal University, Yekaterinburg, Russia), Machine Learning in
Combinatorial Optimization: Boosting of Polynomial Time Approximation
Algorithms.

– Valeri Labunets (Ural Federal University, Yekaterinburg, Russia), Is the Hu-
man Brain a Quantum Computer?

– Sergey Nikolenko (National Research University Higher School of Economics
& Steklov Mathematical Institute, St. Petersburg, Russia), Probabilistic
Rating Systems

– Andrey Savchenko (National Research University Higher School of Eco-
nomics, Nizhny Novgorod, Russia), Sequential Hierarchical Image Recog-
nition based on the Pyramid Histograms of Oriented Gradients with Small
Samples

– Alexander Semenov (International laboratory for Applied Network Research
at HSE, Moscow, Russia), Attributive and Network Features of the Users of
Suicide and Depression Groups of Vk.com

Tutorials:

– Alexander Panchenko (Technische Universität Darmstadt, Germany), Com-
putational Lexical Semantics: Methods and Applications

– Artem Lukanin (South Ural State University, Chelyabinsk, Russia), Text
Processing with Finite State Transducers in Unitex

The industry speakers also covered a wide variety of topics:

– Dmitry Bugaichenko (OK.ru), Does Size Matter? Smart Data at OK.ru
– Mikhail Dubov (National Research University Higher School of Economics,

Moscow, Russia), Text Analysis with Enhanced Annotated Suffix Trees: Al-
gorithmic Base and Industrial Usage

– Nikita Kazeev (Yandex Data Factory), Role of Machine Learning in High
Energy Physics Research at LHC

– Artem Kuznetsov (SKB Kontur), Family Businesses: Relation Extraction
between Companies by Means of Wikipedia

– Alexey Natekin (Data Mining Labs), ATM Maintenance Cost Optimization
with Machine Learning Techniques

– Konstantin Obukhov (Clever Data), Customer Experience Technologies: Prob-
lems of Feedback Modeling and Client Churn Control

– Alexandra Shilova (Centre IT), Centre of Information Technologies: Data
Analysis and Processing for Large-Scale Information Systems

We would also like to mention the best conference paper selected by the
Program Committee. It was written by Oleg Ivanov and Sergey Bartunov and
is entitled “Learning Representations in Directed Networks”.
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We would like to thank the authors for submitting their papers and the
members of the Program Committee for their efforts in providing exhaustive
reviews. We would also like to express special gratitude to all the invited speakers
and industry representatives.

We deeply thank all the partners and sponsors, and owe our gratitude to
the Ural Federal University for substantial financial support of the whole con-
ference, namely, the Center of Excellence in Quantum and Video Information
Technologies: from Computer Vision to Video Analystics (QVIT: CV → VA).
We would like to acknowledge the Scientific Fund of Higher School of Economics
for providing AIST participants with travel grants. Our special thanks goes to
Springer editors who helped us, starting from the first conference call to the final
version of the proceedings. Last but not least, we are grateful to all organisers,
especially to Eugeniya Vlasova and Dmitry Ustalov, and the volunteers, whose
endless energy saved us at the most critical stages of the conference preparation.

Traditionally, we would like to mention the Russian word “aist” is more than
just a simple abbreviation (in Cyrillic), it means a “stork”. Since it is a wonderful
free bird, a symbol of happiness and peace, this stork brought us the inspiration
to organise the AIST conference. So we believe that this young and rapidly
growing conference will be bringing inspiration to data scientists around the
World!

April, 2015 Mikhail Yu. Khachay
Natalia Konstantinova
Alexander Panchenko

Radhakrishnan Delhibabu
Nikita Spirin

Valeri G. Labunets
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Petersburg, Russian Federation 
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Abstract. One of the trends in the development of control systems for autono-

mous mobile robots is the approach of using neural networks with biologically 

plausible architecture. Formal neurons do not take into account some important 

properties of a biological neuron, which are necessary for this task. Namely - a 

consideration of the dynamics of data changing in neural networks; difficulties 

in describing the structure of the network, which cannot be reduced to the 

known regular architectures; as well as difficulties in the implementation of bio-

logically plausible learning algorithms for such networks. Existing neurophys-

iological models of neurons describe chemical processes occurring in a cell, 

which is too low level of abstraction. 

The paper proposes a neuron’s model, which is devoid of disadvantages de-

scribed above. The feature of this model is description cell possibility with tree-

structured architecture dendrites. All functional changes are formed by modify-

ing structural organization of membrane and synapses instead of parametric 

tuning. The paper also contains some examples of neural structures for motion 

control based on this model of a neuron and similar to biological structures of 

the peripheral nervous system. 

 

Keywords: neural network, natural neuron model, control system, biologically 

inspired neural network, motion control 

1 Introduction 

Nowadays, a lot of attention is paid to the study of the nervous system’s functioning 

principles in the problems of motion control and data processing and the creation of 

biologically inspired technical analogues for robotics [1,2,3]. 

At the same time borrowing just part of the data processing cycle inherent to natu-

ral neural structures, seems to be ineffective. In this case, we can't avoid the step of 

converting the "inner world's picture" of our model, expressed in the structure and set 

of the neural network's parameters, set up in the narrow context in the terms of current 

problem. Such conversion can nullify the effectiveness of the approach. It is neces-

sary to start with a construction of simple self-contained systems that function in an 
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environment model, and then gradually complicate them. For example, it is possible 

to synthesize the control system functionally similar to the reflex arc of human nerv-

ous system (Fig. 1). 

  

  

Fig. 1. Control system similar to reflex arc of human nervous system 

In this case, position control neural network has input and output layers of neurons, 

as well as several hidden layers. Input and output layers have connections with neu-

rons of other neural networks, while neurons of the hidden layers are connected only 

to the neurons of current neural network [4].  

However, the most promising is the development of full-scale systems that imple-

ment all phases of the data transformation from sensors to effectors inherent to natural 

prototypes. 

There are many models of neuronal and neural networks. These models may be 

quite clearly divided into two groups: for applied engineering problems (derived from 

the formal neuron model) [5], and models, designed for the most complete quantita-

tive description of the processes occurring in biological neurons and neural networks 

[6,7] . 

Considering modeling of natural neuron, we investigate the transition from formal 

neuron models to more complex models of neurons as a dynamic system for data 

transformation [8] suitable for control tasks (Fig. 2). 

Controller neural network

Actuator

Data from sensors Control action

Position control neural 
network

Data from afferent neurons Control action on interneurons
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Fig. 2. Evolution of neuron model 

Where 
1x  – 

mx  - neuron input signals; 

   
1w –

mw  - weights; 

   y  - neuron output signal; 

   u  - membrane potential value; 

     - threshold function; 

   F - activation function; 

   N - number of membrane segments at the dendrite branching node; 

    CC ,  - constants for expected level of membrane potential contribution; 

    uu ,  - contributions to the membrane potential from depolarizing and 

hyperpolarizing ionic mechanisms; 

Figure 2-1 represents a universal model of the formal neuron in general. Classic 

formal neurons can be derived from this model, if we abandon the temporal summa-

tion of signals to establish a fixed threshold and choose, for example, a sigmoid acti-

vation function. 

Further development of this model may be adding a description of the structural 

organization of the neuron membrane (Fig. 2-2), with a separate calculation of the 

contribution to the total potential (Fig. 2-3) to provide at each site the ability to inte-

grate information about the processes occurring with different speeds, as well as re-

jection of the an explicit threshold setting and move to the representation of the signal 

in the neural network as a stream of pulses (Fig. 2-4). As a result, the potential value 

of the neuron membrane segment is derived not only from the values of the inputs and 

the weights of synapses, but also from the average value of the membrane potential of 

other connected membrane segments. This will simulate the structure of the dendritic 

and synaptic apparatus of neurons and carry out more complex calculations of the 

spatial and temporal summation of signals on the membrane of the neuron. Thus, 

membrane segment should be considered as the minimal functional element of the 

neural network. 

Given the existence of temporal summation of signals, the structural organization 

allows to implement separate processing of signals with different functionality on a 
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single neuron. To do this, may be selected a single dendrite, which will provide, for 

example, only the summation of signals on the current position of the control object 

formed by afferent neurons, as well as to the signal of corrections to position, that 

formed by the highest level of control. The individual dendrite will implement similar 

behavior, for example, the speed of the object and the body of the neuron will provide 

the integral combination of these control loops, which otherwise would require adding 

an additional neuron. 

2 Neuron model 

It is assumed that the inputs of the model get pulsed streams, which are converted by 

synapses into the analog values that describe the processes of releasing and metabo-

lizing of the neurotransmitter in the synaptic cleft. The model assumes that the input 

and output signals of the neuron is zero for the absence of a pulse, and constant for 

the duration of the pulse. The pulse duration is determined by the time parameters of 

the neuron’s membrane. Membrane of soma and dendrites is represented by a set of 

pairs of ionic mechanisms’ models that describe the function of depolarization and 

hyperpolarization mechanisms, respectively. The outputs of the ionic mechanisms’ 

models represent the total contribution to the intracellular potential of depolarization 

and hyperpolarization processes occurring in the cell. The signals from the synapses 

modifies the ionic mechanisms’ activity in the direction of weakening their functions, 

which simulates the change in the concentration of ions inside the cell under the in-

fluence of external influences. It is proposed to distinguish the type of ionic mecha-

nism in the sign of the output signal. A positive value of the output characterizes de-

polarizing influence, while negative characterizes hyperpolarization. Thus, the total 

value of the output values will characterize the magnitude of the membrane segment 

contribution to the total intracellular neuron potential [9]. 

The role of synaptic apparatus in the model is the primary processing of the input 

signals. It should be noted that the pattern of excitatory and inhibitory synapses are 

also identical to each other, and the difference in their effects on cell’s membranes is 

determined by which of the ionic mechanisms each particular synapse is connected to. 

Each synapse in this model describes a group of natural neuron synapses. 

More detailed model of the membrane is shown in Fig. 3. 

  

Fig. 3. Functional diagram of the i-th membrane segment model Mi 
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Each membrane segment LiM i ,1,   consists of a pair of mechanisms - hyperpolar-

ization mechanism ( i

aI ), and depolarization mechanism ( i

sI ). Output of the mem-

brane’s segment is a pair of the contribution values of hyperpolarization (
au ) and 

depolarization (
su ), which determines the contribution to the total intracellular poten-

tial. 

Each membrane’s segment iM  can be connected to previous membrane’s segment 
jM  taking its values {

j

au ,
j

su } as inputs. When specified membrane’s segment is the 

last in the chain (the end of the dendrite or the segment of soma), as signals { j

au , j

su } 

stands pair of fixed values {-Em, Em} simulating some of the normal concentration of 

ions in the cell in a fully unexcited state. 

Excitatory 
i

i

ks Mkx ,1},{   and inhibitory 
i

i

ka Nkx ,1},{   neuron’s inputs are in-

puts of many models of excitatory 
i

i

ks MkS ,1},{   and inhibitory 
i

i

ka NkS ,1},{   

synapses, for each of the membrane’s segments
iM . 

The resulting values of the effective influence on the mechanisms of synaptic hy-

perpolarization ( 
i

sg ) and depolarization ( 
i

ag ) are obtained by summation: 

 


 
iM

k

i

ks

i

s gg
1

, 


 
iN

k

i

ka

i

a gg
1

. (1) 

Outputs of all membrane segment models are summed by following formula: 

 


 
L

i

iu
L

u
1

1
 

The resulting signal is assumed as total intracellular potential of the neuron. Each 

pair (depolarization and hyperpolarization mechanisms), depending on their internal 

properties, can be regarded as model of dendrite segment or soma segment. Increasing 

the number of pairs of such mechanisms automatically increases the size of the neu-

ron, and allows simulating a neuron with a complex organization of synaptic and 

dendritic apparatus. 

Similarly, the summation of signals at branching nodes of dendrites - the total con-

tribution of the hyperpolarization and depolarization mechanisms {
j

au ,
j

su } are 

divided by their number. 

Fig. 4 contains a general view of the neuron’s membrane structure [10]. 
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Fig. 4. Structural diagram of the neuron membrane 

 

The body of the neuron (soma), we assume those parts of the membrane that are 

covered by feedback from the generator of the action potential. It should also be noted 

that the closer a membrane’s segment located to the generator, the more effective its 

contribution to the overall picture of synapses in neuronal excitation.  

Thus, in terms of the model: 

1. carried out on the dendrites spatial and temporal summation of signals over long 

periods of time (a small contribution to the excitation of the neuron from each syn-

apse), and accumulation of potential does not depend on the neuron discharges; 

2. in the soma of a neuron produced summation of signals at short intervals of time (a 

big contribution to the excitation of the neuron from each synapse) and accumulat-

ed potential is lost when the neuron discharges; 

3. in low-threshold area is carried impulse formation on reaching the threshold of 

generation and signal of membrane recharge. 

The following discloses the mathematical description of the neuron model elements. 

Synapse model. It is known that the processes of releasing and metabolizing of the 

neurotransmitter are exponential, and besides the process of releasing neurotransmit-

ter, usually is much faster than the metabolizing process. 

Another important factor is the effect presynaptic inhibition consists in that, when 

the concentration of the neurotransmitter exceeds certain limit values, synaptic influ-

ence on ion channel starts to decrease rapidly - despite the fact that the ion channel is 

fully open. Reaching the limit concentration is possible when synapse is stimulated by 

the pulsed streams with high pulse frequency. 

Model that implements all three main features of the synapse’s functioning can be 

described by the following equations: 
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 (2) 

Where s  - time constant of releasing neurotransmitter, 

   d  - time constant of metabolizing neurotransmitter, 

   ),5.0[   - limit value of neurotransmitter’s concentration needed to 

presynaptic inhibition effect, 

   0SR  - synapse’s resistance (“weight”), that characterizes the efficiency 

of synapse’s influence on the ionic mechanism, 

   yE  - the amplitude of the input signal. 

Initial conditions: 0)0(  . 

Model’s input is a discrete signal x(t), which is a sequence of pulses with a dura-

tion of 1 ms and an amplitude E. The releasing and metabolizing processes of the 

neurotransmitter are proposed to simulate the first order inertial element with logic 

control by time constant. Variable   characterizes the concentration of neurotrans-

mitter released in response to a pulse. Usage of variable *g  allows us to simulate 

presynaptic inhibition effect. 

Model's output g(t) is an efficiency of influence on ionic mechanism and it is pro-

portional to the synapse's conduction. Thus, in the absence of input actions synapse 

conductance tends to zero, which corresponds to the open switch in the equivalent 

circuit of the membrane. 

Model of membrane's ionic mechanism. It is known that the ion channel can be 

represented by an equivalent electrical circuit [11], which has three major characteris-

tics - the resistance 
mR , capacitance 

mC  and ion concentration vEm   maintained 

within the cell membrane pump function. Product 
mmm CRT   characterizes inertia of 

the channel that defines the rate of recovery of the normal concentration of ions mE  

in the cell. Synapse’s influence on the ionic mechanism consists in the loss of effi-

ciency of the channel’s pumping function and reducing the ions’ concentration in the 

cell, with the time constant of the process: 

 
m

I CRT  . (3) 

Resistance RI is determined from the relation: 

 

mm

nI R
g

R
ggg

R

11
...

1
21  

. (4) 
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Where nggg ,...,, 21  - conductions of active synapses’ models that have an influ-

ence on the current ionic channel. Reduction in ions’ concentration at the same time is 

proportional to the product mRg   and the less, the lower the ions’ concentration in 

the cell is. 

Fig. 5a shows the dependence of the synapse’s contribution in changing the mem-

brane potential on the ratio of the synapse’s channel and postsynaptic membrane’s 

resistance. It can be seen that the effective control range of the synapse's resistance is 

in the range [0.1: 10] of membrane's resistance. Fig. 5b shows the change in the po-

tential contribution to the number of active synapses in the ratio Rs/Rm = 10 (dashed 

line) and 1 (solid line).  

The ordinate axis in both graphs - normalized postsynaptic membrane potential 

change in proportion to its nominal value. Fig. 5a: the dependence of the efficiency on 

the ratio of the synapse's channel and the membrane's resistance. Fig. 5b: the depend-

ence of the efficiency on the number of synapses. 

 

Fig. 5. Current efficiency of the synapse's model 

Inertial properties of the ionic mechanism’s model are proposed to describe as an 

aperiodic element with logic control by time constant. For the ionic mechanism of 

depolarization equations have the following form: 

 

1

(1 )

, 0

, 0

I s m

a
m

I

s m

am

du
T g

E

R u v
dt

g
C

T
g R

u g













 
       

 
  


 

 (5) 

Where ag  - the total efficiency of synapses influence on the hyperpolarization 

mechanism, 

  
sg 

 - the total efficiency of synapses influence on the depolarization mech-

anism, 

   0mR  - membrane's resistance, 

   0mC  - membrane's capacitance, 
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   v  - the expected contribution of the model in the value of the intracellular 

potential in the absence of external excitation. This value is determined by the activity 

of neighboring membrane segments, 

   u  - a real model’s contribution to the value of the intracellular potential. 

Initial conditions: u(0)=0. 

For ionic mechanism of hyperpolarization equations are analogous up to relocation 

of the effects of excitatory and inhibitory synapses and Em - on Em+. 

Action’s potential generator’s model. Generator’s model performs the formation of 

rectangular pulses of given amplitude Ey as a result of exceeding fixed threshold P by 

the potential
u . The model can be described by the following equations: 

 











 

).(

,

*

*
*

uFy

uu
dt

du
T

G

G  (6) 

Where P > 0 – neuron’s threshold, 

   
GT  - time constant, which determines the duration of the feedback over-

charging membrane and characterizing pulse durations, 

   )( *uFG
 - Function describing the hysteresis. The output of the function is 

Ey, if Pu *
 and zero if 0* u . 

Initial conditions: 0)0(* u . 

Output signal y(t) goes to overcharge feedbacks of cell’s soma. 

3 Research 

Setting the model’s parameters was based on experimental data on the time parame-

ters of the processes occurring in the natural neuron [10].  

Fig. 6 shows a typical response of a neuron model to the exciting pulse. In the 

graph of intracellular potential (2) can be seen a typical region of the neuron mem-

brane depolarization is preceded by the formation of an action potential, the zone of 

hyperpolarization after pulse generation and residual membrane depolarization at the 

end of the generation's pattern. 
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Fig. 6. Neuron with synapse on its dendrite (1 - stimulating effect 2 - intracellular membrane 

potential on the generator of the action potential, 3 - neuron responses combined with the graph 

of the intracellular potential) 

One of the main characteristics of the natural neuron qualitatively affects the trans-

formation of the pulsed streams is the size of the membrane. Unlike small neuron 

large neuron is less sensitive to the effects of input and generates a pulse sequence 

typically in a lower frequency range and generally corresponds to input effects with 

single pulses. 

The developed model allows to build neurons with different membrane structure 

and location of synapses on it. Changing the number of the membrane segments neu-

rons of different sizes can be modeled, without changing the values of the parameters. 

With the increasing size of the soma at the same stimulation of the neuron number 

of pulses in the pattern of neuron response decreases and the interval between them 

increases. Fig. 7a demonstrates dependence of the response's average frequency from 

the number of pulses Np in it. Fig. 7b demonstrates dependence of response's average 

frequency from the number of neuron's soma segments L. 

 

Fig. 7. Discharge frequency, depending on the neuron's soma size 

 

As a simple neural structures with feedback considered element, which is a widely 

held in the nervous system connection excitatory inhibitory neurons, first studied in 

neurophysiological experiments, the interaction of motoneuron and Renshaw's cells 

(Fig. 8). 

 

Fig. 8. The scheme of recurrent inhibition by the example of the regulation of motoneuron 

discharges 

Motoneuron

Renshaw cell

excitatory effect

inhibitory effect
excitatory effect
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There are two mechanisms for increasing the strength of muscle contraction. The 

first is to increase the pulse repetition frequency at the output of motoneuron. Second 

- increasing the number of active motoneurons, the axons of which are connected to 

the muscle fibers of the muscle. Specialized inhibition neuron in the chain of recur-

rent inhibition - Renshaw cell - limits and stabilizes the frequency of motoneuron 

discharges. Example of such a structure shows an analog model (Fig. 9), the behavior 

of which corresponds to neurophysiological data [11]. 

 

Fig. 9. Recording pulsed streams in studying the interaction of motoneuron and Renshaw cells 

motoneuron at the excitation frequency of 20Hz (a) and 50 Hz (b): 1 - excitatory motoneuron 

input; 2 - Renshaw cell's discharges; 3 - motoneuron output pulses. Above - the time stamp 10 

ms 

The graphs show that the frequency of motoneuron stimulation enhances the inhib-

itory effect on Renshaw cells with motoneuron, causing, in turn, decrease the fre-

quency of motoneuron discharges. Thus, when the frequency of motoneuron stimula-

tion increases, the frequency of the pulses at the output of the first moments increases 

and then stabilizes at a low level with a duration of interpulse intervals determined by 

the duration of the Renshaw cell’s discharge. It is essential that this limit is dependent 

on whether the motoneuron by recurrent inhibition "own" Renshaw cells or not. 

Computer simulation has allowed a more detailed study of the interaction of neurons.  

The results of the experiment are shown in Fig. 10, where the top-down plotted in-

put pulsed stream at the input of motoneurons and pulsed streams of motoneuron 

Renshaw cell with recurrent inhibition and, accordingly, these neurons without feed-

back when motoneuron excites Renshaw cell, but it does not slow motoneuron. 

 

Fig. 10. Reactions of structure “motoneuron-Renshaw cell” upon excitation of motoneurons 

pulsed stream at 50 Hz: 1 - input pulsed stream; 2 – motoneuron’s reaction with enabled FB; 3 - 

Renshaw cell responses with enabled FB; 4 – motoneuron’s reaction without FB; 5 - Renshaw 

cell responses without FB 
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4 Conclusion 

The paper presents a model of a neuron, which can serve as the basis for constructing 

models of neural networks of living organisms and study their applicability in solving 

the problems of motion control of robotic systems. The model allows to describe the 

structure of the neuron’s membrane (dendritic and synaptic apparatus).  

Plasticity model is also based primarily on changes in the structure of the mem-

brane, rather than adjusting the parameters of the model (synapse weights, neuron’s 

threshold, etc.), which simplifies the construction of models of specific known biolog-

ical neural structures. 
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The Construction of Images
Using Minimal Spline

Burova I.G. and Bezrukavaya O.V.

St. Petersburg State University, St. Petersburg, Russia,
i.g.burova@spbu.ru,

Abstract. Tasks of data compression, transmission, subsequent recov-
ery with a given accuracy are of great practical importance. In this paper
we consider a problem of constructing graphical information on a plane
with the help of a parametric defined splines with different properties.
Here we compare the polynomial and the trigonometric splines of the
first and the second order, the polynomial integro-differential splines,
the trigonometric integro-differential splines. We consider a compression
of the image to a relatively small number of points, and a restoration of
graphic information with the given accuracy.

Keywords Image Construction, Polynomial Splines, Trigonometrical
Splines, Integro-differential Splines, Interpolation

1 Introduction

Plotting functions by means of splines is widely used in practice [3–8]. Here we
compare the polynomial and the trigonometric splines of the first and the sec-
ond order, the polynomial integro-differential splines, the trigonometric integro-
differential splines. These splines are characterized by the fact that the approx-
imation of a function is constructed at each grid interval separately as a linear
combination of values of the functions in neighboring grid nodes and some ba-
sic functions (see [1, 2]). The image can be compressed to a small number of
points, which we call the control points (points of interpolation). The result of
the image compression has the form of the control points and information of the
applied basic splines. If it is necessary, the user can restore the image through
an appropriate algorithm.

2 Right polynomial, right trigonometric splines

Let n be natural number, a, b be real numbers, {tj} be ordered equidistant set
of nodes on [a, b], h = tj+1 − tj .

Let function u be such that u ∈ C3[a, b]. We use the approximation for u(t)
in the form

ũ(t) = u(tj)ωj(t) + u(tj+1)ωj+1(t) + u(tj+2)ωj+2(t), t ∈ [tj , tj+1], (1)
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where ωj(t), ωj+1(t), ωj+2(t) we determine from the system

ũ(x) = u(x), u(x) = ϕi(x), i = 1, 2, 3. (2)

Here ϕi(x), i = 1, 2, 3, is Chebyshev system on [a, b], ϕi ∈ C3[a, b].

2.1 Right polynomial splines

In polynomial case we take ϕi(x) = xi−1, So we have from (2)

ωj(t) =
(t− tj+1)

(tj − tj+1)
· (t− tj+2)

(tj − tj+2)
, ωj+1(t) =

(t− tj)
(tj+1 − tj)

· (t− tj+2)

(tj+1 − tj+2)
, (3)

ωj+2(t) =
(t− tj)

(tj+2 − tj)
· (t− tj+1)

(tj+2 − tj+1)
. (4)

We obtain for t ∈ [tj , tj+1] the estimation of the error of the approximation
by the polynomial splines (1), (3) – (4): |ũ(t)−u(t)| ≤ K1h

3‖u′′′‖[tj ,tj+2], K1 =
0.0642.

2.2 Right trigonometric splines

In trigonometric case we take ϕ1 = 1, ϕ2 = sin(x), ϕ3 = cos(x). So we have from
the system (2):

ωj(t) =
sin(t/2− tj+1/2)

sin(tj/2− tj+1/2)
· sin(t/2− tj+2/2)

sin(tj/2− tj+2/2)
, (5)

ωj+1(t) =
sin(t/2− tj/2)

sin(tj+1/2− tj/2)
· sin(t/2− tj+2/2)

sin(tj+1/2− tj+2/2)
, (6)

ωj+2(t) =
sin(t/2− tj/2)

sin(tj+2/2− tj/2)
· sin(t/2− tj+1/2)

sin(tj+2/2− tj+1/2)
. (7)

The error of the approximation u(t) by (1), (5)–(7) is the next:

|ũ(t)− u(t)| ≤ K2h
3‖u′ + u′′′‖[tj ,tj+2], K2 > 0, t ∈ [tj , tj+1].

3 Integro-differential splines

Integro-differential polynomial splines were invented by Kireev V.I [3]. The
way of constructing the nonpolynomial integro-differential splines is in [2]. The
integro-differential right spline of the third order has the form:

ũ(t) = u(tj)wj(t) + u(tj+1)wj+1(t) +

∫ tj+2

tj

u(t)dt w<1>
j (t), t ∈ [tj , tj+1], (8)

where ωj(t), ωj+1(t), w<1>
j (t) we determine from the system (2).
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3.1 Integro-differential right polynomial splines

In polynomial case we have

wj(t) =
A1

(tj − tj+2)(tj − tj+1)(tj − 3tj+1 + 2tj+2)
, (9)

A1 = (−tj+1+t)(3tj+2t+3ttj−6tj+1t−2t2j−2tjtj+2−2t2j+2+3tj+1tj+2+3tj+1tj),

wj+1(t) =
(−tj + t)(3t− tj − 2tj+2)

(tj − tj+1)(tj − 3tj+1 + 2tj+2)
, (10)

w<1>
j (t) =

6(−tj+1 + t)(−tj + t)

(tj − tj+2)2(tj − 3tj+1 + 2tj+2)
. (11)

We can use in (8) the next formula:
∫ tj+2

tj

u(t)dt ≈ (tj+2 − tj)(u(tj) + 4u(tj+1) + u(tj+2))/6.

We obtain |ũ(t)− u(t)| ≤ K3h
3‖u′′′‖[tj ,tj+2], K3 > 0, t ∈ [tj , tj+1].

3.2 Integro-differential right trigonometrical splines

In trigonometric case we have

wj(t) =
A3

B3
, wj+1(t) =

A4

B4
, (12)

where
A3 = (cos(−tj+1+ tj)−cos(tj+1− tj+2)− tj+2 sin(t− tj+1)+ tj sin(t− tj+1)−

cos(t− tj) + cos(t− tj+2)),
B3 = (cos(−tj+1+tj)−cos(tj+1−tj+2)−tj+2 sin(−tj+1+tj)+tj sin(−tj+1+

tj)− 1 + cos(tj − tj+2)),
A4 = (cos(t− tj)− cos(t− tj+2)+ tj+2 sin(t− tj)− tj sin(t− tj)−1+cos(tj −

tj+2)),
B4 = (cos(−tj+1+tj)−cos(tj+1−tj+2)−tj+2 sin(−tj+1+tj)+tj sin(−tj+1+

tj)− 1 + cos(tj − tj+2)),

w<1>
j (t) = (sin(t− tj+1)− sin(−tj+1 + tj)− sin(t− tj))/B5, (13)

B5 = (cos(−tj+1+tj)−cos(tj+1−tj+2)−tj+2 sin(−tj+1+tj)+tj sin(−tj+1+
tj)− 1 + cos(tj − tj+2)).

If we know only the values u(tj), u(tj−1) = u(tj − h), u(tj+2) = u(tj + 2h),
then we can use in (8) the formula:

It =

tj+2∫

tj

u(t)dt = u(tj−1)
2h cos(h)− 2 sin(h)

cos(h)− cos(2h)
− u(tj)

−2h cos(h) + sin(h) + h

cos(h)− 1
+

+u(tj+2)
2 sin(h) cos(h)− h− sin(h)

− cos(h)− 1 + 2 cos2(h)
+R1.

It can be shown that R1 = 0, if u(t) = 1, sin(t), cos(t), and
It = (−(4/9)u(tj−1) + (5/3)u(tj) + (7/9)u(tj+2))h+O(h3).
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4 Constructing approximation on the plane

4.1 Piecewise linear set of parametric spline

Let function u be such that u ∈ C2[a, b].
We build the approximation of u(t) in the form

ũ(t) = −A (u(tj)− u(tj+1)) + u(tj), A =
t− tj

tj+1 − tj
, (14)

Here t ∈ [tj , tj+1], j = 0, . . . , n− 1. We can obtain for t ∈ [tj , tj+1]

|ũ(t)− u(t)| ≤ K0h
2‖u′′‖[tj ,tj+1], K0 = 0.125.

Consider the approximation of the curve on the plane using the linear splines.
Let n points z1, z2, . . ., zn are given on the plane. Suppose point zi has coordi-
nates (xi, yi). Then we can construct the next approximations:

x̃(t) = −A (x(tj)− x(tj+1)) + x(tj), ỹ(t) = −A (y(tj)− y(tj+1)) + y(tj),
where A = (t− tj)/(tj+1 − tj), if t ∈ [tj , tj+1]. The error of the approximation
on the plain is the next: R(t) =

√
|x̃(t)− x(t)|2 + |ỹ(t)− y(t)|2.

4.2 Minimal quadratic set of the right polynomial parametric
spline

Consider the approximation of the curve on the plane with the help of quadratic
splines (1), (3)–(4). Let functions x = x(t) and y = y(t) be such that x, y ∈
C3[a, b], x(tj) is the value of x in the node tj , y(tj) is the value of y in the node
tj . Then we can use the following formulas:

x̃(t) = ACx(tj)−ABx(tj+1) +BCx(tj+2), ỹ(t) = ACy(tj)−ABy(tj+1) +
BCy(tj+2) on [tj , tj+1], j = 1, . . . , n − 1, where A = (t− tj+2)/(tj − tj+1),
B = (t− tj)/(tj+1 − tj+2), C = (t− tj+1)/(tj − tj+2).

5 Numerical experiments

Let function z(t) = (x(t), y(t) be such that x(t) = sin(t), y(t) = cos(t). Suppose
we have zj = (x(j), y(j)), j = 1, 2, . . . , 9. We construct z̃ = (x̃(t), ỹ(t)), with the
help of splines (1), (3)–(4), (1), (5)–(7), (8), (9)–(11), (8), (12)–(13). The results
of application the splines (1), (3)–(4), and the splines (1), (5)–(7) are presented
on graphs 1a, 1b. The results of application the splines (8), (9)–(11), and the
splines (8), (12)–(13) are presented on graphs 2a, 2b.

Now we take x(t) = t− 2 sin(t), y(t) = 1− 2 cos(t). The result of application
the trigonometric splines (1), (5)–(7) is presented on graph 3a. The result of
application the polynomial splines (8), (9)–(11) is presented on graph 3b.

16



(a)

–1

–0.5

0.5

1

–1 –0.5 0.5 1

(b)

–1

–0.5

0

0.5

1

–1 –0.5 0.5 1

Fig. 1. Graphs of approximation by the minimal polynomial splines (1), (3)–(4): (a);
by the trigonometric splines (1), (5)–(7): (b)
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Fig. 2. Graphs of approximation by the right polynomial integro-differential splines
(8), (9)–(11): (a), by the right trigonometric integro-differential splines (8), (12)–(13):
(b)

6 Imaging of letters using a piecewise linear splines

Here we construct, compress and restore the image of the letters using splines.
For example, consider the construction and compression of the letter A. Co-

ordinates of points for the letter "A" zi, i = 1, 2, 3, 4, 5, we take in the form:

x[1]:=2:x[2]:=3:x[3]:=4:x[4]:=3.5:x[5]:=2.5:
y[1]:=2:y[2]:=4:y[3]:=2:y[4]:=3:y[5]:=3:
t[1]:=1:t[2]:=2:t[3]:=3:t[4]:=4:t[5]:=5:

Coordinates of points for the letter "E" zi, i = 1, 2, 3, 4, 5 are given as:
Figure 4a shows the letter "A" which is constructed with the help of the

control points: (2;2),(3;4),(4;2),(3.5;3), (2.5;3), and Fig. 4b shows the letter "E"
which is constructed with the help of the points: (4;4), (2;4), (2;3), (3;3), (2;3),
(2;2), (4;2) and the splines (14).

Each letter is given by a minimum number of the control points. For different
letters the number of control points is different. Now we can compress the image
and have only the control points and the information about the basis splines. We
can hold or send the information someone. The recipient can restor the letters
using the control points and information about the splines.
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Fig. 3. Graphs of the approximation x(t) = t − 2 sin(t), y(t) = 1 − 2 cos(t) by the
right trigonometric splines (1), (5)–(7): (a); by the right polynomial integro-differential
splines (8), (9)–(11): (b)
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Fig. 4. Plot of the letter "A" (the control points: (2;2),(3;4),(4;2),(3.5;3), (2.5;3)) (a).
Plot of the letter "E" (the control points: (4;4), (2;4), (2;3), (3;3), (2;3), (2;2), (4;2)): (b).
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Abstract. The fractional Fourier transforms (FrFTs) is one-parametric
family of unitary transformations {Fα}2πα=0. FrFTs found a lot of applica-
tions in signal and image processing. The identical and classical Fourier
transformations are both the special cases of the FrFTs. They corre-
spond to α = 0 (F0 = I) and α = π/2 (Fπ/2 = F), respectively. Up to
now, the fractional Fourier spectra Fαi = Fαi {f} , i = 1, 2, ...,M , has
been digitally computed using classical approach based on the fast dis-
crete Fourier transform. This method maps the N samples of the original
function f to the N samples of the set of spectra {Fαi}Mi=1 , which re-
quires MN (2 + log2N) multiplications and MN log2N additions. This
paper develops a new numerical algorithm, which requires 2MN multi-
plications and 3MN additions and which is based on the infinitesimal
Fourier transform.

Keywords: Fast fractional Fourier transform, infinitesimal Fourier trans-
form, Schrödinger operator, signal and image analysis

1 Introduction

The idea of fractional powers of the Fourier operator {Fa}4a=0 appeared in the
mathematical literature [1,2,3,4]. The idea is to consider the eigen-value decom-
position of the Fourier transform F in terms of the eigen-values λn = ejnπ/2

and eigen-functions in the form of the Hermite functions. The family of FrFT
{Fa}4a=0 is constructed by replacing the n-th eigen-value λn = ejnπ/2 by its
a-th power λan = ejnπa/2 for a between 0 and 4. This value is called the trans-

form order. There is the angle parameterization {Fα}2πα=0 , where α = πa/2
is a new angle parameter. Since this family depends on a single parameter,
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the fractional operators {Fa}4a=0 (or {Fα}2πα=0) form the Fourier-Hermite one-

parameter strongly continuous unitary multiplicative group FaFb = F
a⊕
4
b

(or

FαFβ = F
α⊕
2π
β

), where a⊕
4
b = (a+ b) mod4 (or α⊕

2π
β = (α+ β) mod2π) and

F0 = I. The identical and classical Fourier transformations are both the spe-
cial cases of the FrFTs. They correspond to α = 0 (F0 = I) and α = π/2
(Fπ/2 = F), respectively.

In 1980, Namias reinvented the fractional Fourier transform (FrFT) again
in his paper [6]. He used the FrFT in the context of quantum mechanics as a
way to solve certain problems involving quantum harmonic oscillators. He not
only stated the standard definition for the FrFT, but, additionally, developed
an operational calculus for this new transform. This approach was extended by
McBride and Kerr [7]. Then Mendlovic and Ozaktas introduced the FrFT into
the field of optics [8] in 1993. Afterwards, Lohmann [9] reinvented the FrFT
based on the Wigner-distribution function and opened the FrFT to bulk-optics
applications. It has been rediscovered in signal and image processing [10]. In
these cases, the FrFT allows us to extract time-frequency information from the
signal. A recent state of the art can be found in [11]. In the series of papers
[12,13,14,15,16], we developed a wide class of classical and quantum fractional
transforms.

In this paper, the infinitesimal Fourier transforms are introduced, and the
relationship of the fractional Fourier transform with the Schrödinger operator of
the quantum harmonic oscillator is discussed. Up to now, the fractional Fourier
spectra Fαi = Fαi {f} , i = 1, 2, ...,M, have been digitally computed using
classical approach based on the fast discrete Fourier transform. This method
maps the N samples of the original function f to the NM samples of the
set of spectra {Fαi}Mi=1 , which requires MN (2 + log2N) multiplications and
MN log2N additions. This paper develops a new numerical algorithm, which
requires 2MN multiplications and 3MN additions and which is based on the
infinitesimal Fourier transform.

2 Eigen-decomposition and Fractional Discrete
Transforms

Let F = [Fk (i)]
N−1
k,i=0 be an arbitrary discrete unitary (N × N)-transform, λn

and Ψn (t) n = 0, 1, . . . , N − 1 be its eigen-values and eigen-vectors, respectively.

Let U =

[
Ψ0(i)|Ψ1(i)|

...|ΨN−1(i)

]
be the matrix of the F-transform eigen-vectors.

Then U−1·F·U = Diag {λn}. Hence, we have the following eigen-decomposition:
F = [Fk(i)] = U ·Λ ·U−1 = U ·Diag {λn} ·U−1.
Definition 1. [12]. For an arbitrary real numbers a0, . . . , aN−1, we introduce
the multi-parametric F-transform

F (a0,...,aN−1) := U
{
diag

(
λa00 , . . . , λ

aN−1

N−1
)}

U−1. (1)
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If a0 = . . . = aN−1 ≡ a then this transform is called fractional F-transform
[12,13,14,15,16]. For this transform we have

Fa := U
{
diag

(
λa0 , . . . , λ

a
N−1

)}
U−1 = UΛaU−1. (2)

The zero-th-order fractional F-transform is equal to the identity transform: F0 =
UΛ0U−1 = UU−1 = I , and the first-order fractional Fourier transform operator
F1 = F is equal to the initial F-transform F1 = UΛU−1.

The families
{
F(α0,...,αN−1)

}
(α0,...,αN−1)∈RN

and {Fa}a∈R form multi- and

one-parameter continuous unitary groups, respectively, with multiplication rules

F (a0,...,aN−1)F (b0,...,bN−1) = F (a0+b0,...,aN−1+bN−1) and FaFb = Fa+b.
Indeed, FaFb = UΛaU−1 ·UΛbU−1 = UΛa+bU−1 = Fa+b and

F (a0,...,aN−1)F (b0,...,bN−1) =

= U
{
diag

(
λa00 , . . . , λ

aN−1

N−1
)}

U−1 ·U
{

diag
(
λb00 , . . . , λ

bN−1

N−1

)}
U−1 =

= U
{

diag
(
λa0+b00 , . . . , λ

aN−1+bN−1

N−1

)}
U−1 = F (a0+b0,...,aN−1+bN−1).

Let F = [Fk (i)]
N−1
k,i=0 be a discrete Fourier (N × N)-transform (DFT), then

λn = ejπn/2 ∈ {±1,±j} , where j =
√
−1 and {Ψn (t)}N−1n=0 are the Kravchuk

polynomials.

Definition 2. The multi-parametric and fractional DFT are

F (a0,...,aN−1) := U
{

diag
(
ejπ0a0/2, ejπ1a1/2, . . . , ejπ(N−1)aN−1/2

)}
U−1,

Fa := U
{

diag
(
ejπna/2

)}
U−1

and

F (α0,...,αN−1) := U
{

diag
(
ej0α0 , ej1α1 , . . . , ej(N−1)αN−1

)}
U−1,

Fα := U
{
diag

(
ejnα

)}
U−1

in a- and α-parameterizations, respectively, where α = πa/2.

The parameters (a0, . . . , aN−1) and a can be any real values. However, the
operators F (a0,...,aN−1) and Fa are periodic in each parameter with period 4 since

F4 = I. Hence, F (a0,...,aN−1)F (b0,...,bN−1 = F
(a0⊕

4
b0,...,aN−1⊕

4
bN−1)

and FaFb =

F
a⊕
4
b

, where ai⊕
4
bi = (ai + bi) mod4, ∀i = 0, 1, ..., N − 1. Therefore, the ranges

of (a0, . . . , aN−1) and a are (Z/4Z)
N

= [0, 4]
N

= [−2, 2]
N

and Z/4Z = [0, 4] =
[−2, 2], respectively.

In the case of α-parameterization, we have αi⊕
2π
βi = (αi + βi) mod2π, ∀i =

0, 1, ..., N−1. So, the ranges of (α0, . . . , αN−1) and α are (Z/2πZ)
N

= [0, 2π]
N

=

[−π, π]
N

and Z/2πZ = [0, 2π] = [−π, π], respectively.
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3 Canonical FrFT

The continuous Fourier transform is a unitary operator F that maps square-
integrable functions on square-integrable ones and is represented on these func-
tions f(x) by the well-known integral

F (y) = (Ff) (y) =
1√
2π

∫

x∈R
f(x)e−jyxdx. (3)

Relevant properties are that the square
(
F2f

)
(x) = f(−x) is the inversion

operator, and that its fourth power
(
F4f

)
(x) = f(x) is the identity. Hence,

F3 = F−1. Thus, the operator F generates a cyclic group of the order 4. In
1961, Bargmann extended the Fourier transform in his paper [5] where he gave
definition of the FrFT that was based on the Hermite polynomials as an integral
transformation. If Hn (x) is a Hermite polynomial of order n, where Hn (x) =

(−1)
n
ex

2 dn

dxn e
x2

, then for n ∈ N0, functions Ψn(x) = 1√
2nn!

√
π
Hn(x)e−x

2/2 are

the eigen-functions of the Fourier transform

F [Ψn (x)] =
1

2π

∫ +∞

−∞
Ψn (x) e2πjyxdx = λnΨn (y) = e−j

π
2 nΨn (y)

with λn = jn = e−j
π
2 n being the eigen-value corresponding to the n-th eigen-

function. According to Bargmann, the fractional Fourier transform Fα = [Kα (x, y)]
is defined through its eigen-functions as

Kα (x, y) := U
{
diag

(
e−jαn

)}
U−1 =

∞∑

n=0

e−jαnΨn (x)Ψn (y) . (4)

Hence,

Kα (x, y) :=
∞∑

n=0

e−jαnΨn (x)Ψn (y) = e−(x2+y2)
∞∑

n=0

e−jαnHn(x)Hn(y)

2nn!
√
π

=

=
1√

π
√

1− e−2jα
· exp

{
2xye−jα − e−2jα

(
x2 + y2

)

1− e−2jα

}
exp

{
−
(
x2 + y2

)

2

}
,

(5)
where Kα (x, y) is the kernel of the FrFT. In the last step we used the Mehler
formula [19]

∞∑

n=0

e−jαnHn(x)Hn(y)

2nn!
√
π

=
1√

π
√

1− e−2jα
exp

{
2xye−jα − e−2jα

(
x2 + y2

)

1− e−2jα

}
.

Expression (5) can be rewritten as

Kα(x, y) =

√
1− j cotα

2π
exp

{
j

2 sinα

[
(x2 + y2) cosα− 2xy

]}
,
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where α 6= πZ (or a 6= 2Z). Obviously, functions Ψn(x) are eigen-functions of
the fractional Fourier transform Fα [Ψn(x)] = ejnαΨn(x) corresponding to the
n-th eigen-values ejnα, n = 0, 1, 2, . . .. The FrFT Fα is a unitary operator that
maps square-integrable functions f(x) on square-integrable ones

Fα(y) = (Fαf) (y) =

∫

x∈R
f(x)Kα(x, y)dx =

=
e−

j
2 (π2 α̂−α)

√
2π |sinα|

∫

R

f(x) exp

{
j

2 sinα

[(
x2 + y2

)
cosα− 2xy

]}
dx.

There exist several algorithms for fast calculation of spectrum of the frac-
tional Fourier transform Fα(y). But all of them are based on the following trans-
form of the FrFT:

Fα(y) = (Fαf) (y) =
e−

j
2 (π2 α̂−α)ejy

2 cosα
2 sinα√

2π |sinα|

∫

R

[
f(x)ej

x2

2 cotα
]
e−jxydx =

= Aα(y) · F {f(x) ·Bα(x)} (y),

where Aα(y) = e
− j

2 (π2 α̂−α)ejy
2 cosα

2 sinα√
2π|sinα|

, Bα(x) = ej
x2

2 cotα.

Let us introduce the uniform discretization of the angle parameter α on M
discrete values {α0, α1, ..., αi, αi+1, ..., αM−1} , where αi+1 = αi+∆α, αi = i∆α
and ∆α = 2π/M.

The set of M spectra {Fα0 (y) , Fα1 (y) , ..., FαM−1 (y)} can be computed by
applying the following sequence of steps for all {α0, α1, ..., αM−1}:

1. Compute products f(x)Bαk(x), which require N multiplications.
2. Compute the Fast Fourier Transform (N log2N multiplications and addi-

tions).
3. Multiply the result by Aα(y) (N multiplications).
This numerical algorithm requiresMN log2N additions andMN (2 + log2N)

multiplications.

4 Infinitesimal Fourier Transform

In order to construct fast multi-parametric F-transform and fractional Fourier
transform algorithms we turn our attention to notion of a semigroup and its
generator (infinitesimal operator). Let L2(R,C) be a space of complex-valued
functions (signals), and let Op(L2) be the Banach algebra of all bounded linear
operators on L2(R,C) endowed with the operator norm. A family {U(α)}α∈R ⊂
Op(L2) is called the Hermite group on L2(R,C) if it satisfies the Abel functional
equations U(α + β) = U(α)U(β), α, β ∈ R and U(0) = I, and the orbit
maps α → Fα = U(α) {f} are continuous from R into L2(R,C) for every
f ∈ L2(R,C).
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Definition 3. The infinitesimal generator A(0) of the group {U(α)}α∈R and
the infinitesimal transform U(dα) are defined as follows [18,19]:

A(0) =
∂U(α)

∂α

∣∣∣∣
α=0

, U(dα) = I + dU(0) = I + A(0)dα.

Obviously,

U(α0 + dα) = U(α0) + dU(α0) = U(α0) +
∂U(α)

∂α

∣∣∣∣
α0

dα =

= U(α0) + A(α0)dα.

But

U(α0 + dα) = U(dα0)U(α0) = [I + dU(0)] U(α0) =

= U(α0) +
∂U(α)

∂α

∣∣∣∣
α=0

U(α0)dα =

= U(α0) + A(0)U(α0)dα = [I + A(0)] U(α0)dα.

Hence, A(α0) = A(0)U(α0) and Fα0+dα(y) =
[
I + A(0)

]
Fα0(y)dα.

Define now the linear operator H = 1
2

(
d2

dx2 − x2 + 1
)

. It is known that

HΨn(x) =
1

2

(
d2

dx2
− x2 + 1

)
Ψn(x) = nΨn(x). (6)

From (4) and (6) we have

j
∂

∂α
Fα(y)

∣∣∣∣
α=0

= j
∂

∂α
{FαF} (y)

∣∣∣∣
α=0

=
∞∑

n=0

nΨn(y)

∫

R

Ψn(x)f(x)dx,

HFα(x) =
∞∑

n=0

nΨn(y)

∫

R

Ψn(x)f(x)dx.

Therefore, j ∂F
α(x)
∂α = HFα(y), ∂F

α(x)
Fα(x) = −jH∂α. The solution of this equa-

tion is given by Fα(x) =
{
e−jαHF

}
and Fα = e−jαH = e

−jα
[

1
2

(
d2

dx2
−x2+1

)]
.

Obviously,

Fα+dα = FdαFα ' (I + dFα) exp [−jαH] =

=

(
I +

∂Fα
∂α

dα

)
exp (−jαH) = (I− jHdα) exp (−jαH) ,

where the operator

Fdα = (I− jHdα) = I− j 1

2

(
d2

dx2
− x2 + 1

)
dα (7)
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is called the infinitesimal Fourier transform or the generator of the fractional
Fourier transforms [17,18].

Let us introduce operators (Mxf) (x) := xf(x) and (MyF ) (y) := yF (y).
Using the Fourier transform (3), the first of ones may be written as Mx =

F−1
(
j ddy

)
F . Obviously, x2 = M2

x = −F1

(
d2

dy2

)
F . Then

Fdα = I− j 1

2

(
d2

dx2
+ F−1

(
d2

dy2

)
F + 1

)
dα.

Discretization of x-domain with the interval discretization ∆x is equal to the
periodization of y-domain

d2

dx2
+ F−1

(
d2

dy2

)
F + 1 −→ D∆x

[
d2

dx2

]
+ F−1

(
P2π/∆x

[
d2

dy2

])
F + 1.

Discretization of y-domain with the interval discretization ∆y is equal to the
periodization of x-domain

D∆x

[
d2

dx2

]
+ F−1

(
P2π/∆x

[
d2

dy2

])
F + 1 −→

−→ P2π/∆yD∆x

[
d2

dx2

]
+ F−1

(
P2π/∆xD∆y

[
d2

dy2

])
F + 1.

An approximation for the second derivative can be given by the second order
central difference operator

d2

dx2
f(x) ≈ f(n	

N
1)− 2f(n) +F (n⊕

N
1),

d2

dy2
F (y) ≈ F (k	

N
1)− 2F (k) +F (k⊕

N
1),

where N = 2π/∆x∆y. On the other hand,

F−1
(
d2

dy2
F (y)

)
F ≈ F−1

[
F (k	

N
1)− 2F (k) + F (k⊕

N
1)

]
F =

=
(
f(n)e−j

2π
N n − 2f(n) + f(n)ej

2π
N n
)

= 2f(n)

(
cos

2π

N
n− 1

)
.

These allow one to give the approximation for H = 1
2

(
d2

dx2 − x2 + 1
)

as follows:

Hf(x) =

[
1

2

(
d2

dx2
− x2 + 1

)]
f(x) ≈

≈ 1

2

{[
f(n	

N
1)− 2f(n) + f(n⊕

N
1)

]
+ 2f(n)

(
cos

2π

N
n− 1

)
+ f(n)

}
=

= −
[
cos

2π

N
n− 3/2

]
f(n) +

1

2

[
f(n	

N
1) + f(n⊕

N
1)

]
.
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In the N -diagonal basis we have

Fdαf(x) ≈




f(0)
f(1)
f(2)
f(3)

...
f(N − 1)




+ j∆α×

×




−1/2 1/2 . . . 1/2
1/2 cos(1Ω)− 3/2 1/2 . . .
. 1/2 cos(2Ω)− 3/2 1/2 . .
. . 1/2 cos(3Ω)− 3/2 1/2 .

. . . 1/2
. . . 1/2

1/2 . . . 1/2 −1/2







f(0)
f(1)
f(2)
f(3)

...
f(N − 1)



,

(8)
where Ω = 2π/N .

Let us introduce the uniform discretization of the angle parameter α on M
discrete values {α0, α1, ..., αi, αi+1, ..., αM−1} , where αi+1 = αi+∆α, αi = i∆α
and ∆α = 2π/M. Then

Fαi+1(y) = Fαi+∆α(y) ≈ Fαi(k) + j∆α×

×
{[

cos
2π

N
k − 3/2

]
Fαi(k) +

1

2

[
Fαi(k	

N
1) + Fαi(k⊕

N
+ 1)

]}
. (9)

It is easy to see that this algorithm requires only 2MN multiplications and
3MN additions vs. MN (2 + log2N) multiplications and MN log2N additions

in the classical algorithm. In (8), we used O(h2) approximation
(
d2

dx2 f
)

(k) ≈
(f(k − 1)− 2f(k) + f(k + 1)) . More fine approximations O(h2k) also can be
used [19].

5 Conclusions

In this work, we introduce a new algorithm of computing for Fractional Fourier
transforms based on the infinitesimal Fourier transform. It requires 2MN multi-
plications and 3MN additions vs.MN (2 + log2N) multiplications andMN log2N
additions in the classical algorithm. Presented algorithm can be utilized for fast
computation in most applications of signal and image processing. We have pre-
sented a definition of the infinitesimal Fourier transform that exactly satisfies
the properties of the Schrodinger Equation for quantum harmonic oscillator.
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Abstract. Telecommunication service providers could analyze the call
logs of individual users to provide personalized services like recommend-
ing Friends and Family (FnF) numbers, that could be registered for hav-
ing lower tariff during communication. However, suggesting such num-
bers is not simple as the decision making process can often be misled
by factors like overall talk-time or call frequency. This paper proposes
a technique to assist mobile phone users for effectively identifying FnF
numbers using the underlying social network of a call graph. It resem-
bles to a star network, having the user at the center, where each of the
edges are weighted using three call log attributes: call duration, call lo-
cation and call period. The weighted call graph is then used to calculate
user’s social closeness based on which FnF numbers are suggested. The
experiment was conducted on a set of real life data and it is seen that
the proposed technique can effectively suggest FnF numbers with an F-
measure value of 0.67.

Keywords: Social network, mobile phone call graph, call log attributes,
social closeness

1 Introduction

Personalized services can be defined as context-specific services to each individ-
ual client [1]. Since mobile phone can always be carried by the client, it has the
potential to be an ideal medium of such personalization. This potential allows
telecommunication service providers to offer multiple personalized services like
customized ring tone suggestions or different location based information. Pro-
viding such services can increase the popularity of the service providers [2] and
help them to sustain in the competitive market. Thus, it is high time telecom-
munication companies focused more on providing personalized services to each
user for eventually increasing their overall revenue.

Recommending Friends and Family (FnF) numbers [3], that can be registered
by the user for having lower call rate, could be an example of customized personal
services. To provide such service, it is essential to retrieve each user’s calling pat-
tern by analyzing their respective call logs. However, analysis and interpretation
of these call logs is particularly difficult and introduces major research issues [4].
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A possible solution could be, utilizing the underlying social network [5] of those
call logs. Nevertheless, constructing such network involves multiple challenges
like relative prioritization of in and out degrees, and assigning weight to edges
by using different call log attributes.

Although multiple research has been conducted based on mobile phone call
logs, none has focused directly to provide personalized services to each individual
user. There have been some work that focus on investigating social ties based on
different call attributes [6], [7]. Some of the researchers have focused on predicting
user behavior [8] and community dynamics [9]. Moreover, there are works which
forecast incoming calls [10] and correlate international calls with the export-
import business of the country [11]. However, it is arguable that whether these
state of the arts can be used to provide effective personalized services that can
satisfy each individual user.

This paper proposes a methodology to create a weighted call graph based on
individual call logs and use the graph’s underlying social network for predicting
FnF numbers. To weight the edges, three call log attributes are used which are -
call duration, call period and call location. The technique empirically measures
the effect of these attributes towards social closeness and calculates their relative
significance. The summation of these relative significances, that prevents any of
the attributes being predominated, is considered as the weight. A closeness score
is then calculated by aggregating the product of the weights with values respect
to their call being either incoming or outgoing. This score is used by the method
to rank and suggest numbers for registering as FnF.

The method was implemented and its performance was evaluated based on
a real life dataset. The dataset includes all required call log attributes along
with a user provided score which indicates the strength of social tie with the
person of that particular call. These scores were considered as the ground truth
when weights for edges of the graph are being learned. The social closeness was
then measured, based on which numbers were ranked, to predict FnF numbers.
The performance of the proposed technique was compared along with traditional
approaches based on overall talk-time and call frequency. It seen that the method
outperforms the call frequency and overall talk-time based approaches with 38%
and 10% higher F-measure value.

Rest of the paper is organized as follows: Section 2 highlights state of the
art techniques for analyzing call logs to derive different social contexts. The
proposed technique to predict FnF numbers is presented in Section 3. Section
4 includes the experimental details and performance of the proposed technique.
Finally, this paper is concluded in Section 5 with a discussion about our work
and future research directions.

2 Literature Review

Although log analysis has been a major research concern for a considerable
amount of time [12], its application in mobile phone call pattern analysis has
started comparatively later. To the best of authors’ knowledge, no work directly

29



focus on utilizing the underlying social network obtained from a single user’s call
logs to provide customized services. The work that have been done mostly focus
on constructing social networks from call logs, predicting the user behavior and
identifying multiple social contexts like social affinity or community dynamics.
This section highlights these contributions and discusses how they contrast to
our problem domain.

There have been some significant work which are concerned with predicting
the user behavior. For an example, Dong et. al. proposed a technique to create an
undirected binary graph from the call log to find the human behavior of different
age and gender [8]. The researchers in [13] proposed a method to derive the user
relation using Bayesian network. Phithakkitnukoon et. al. analyzed multiple call
log attributes such as call location, talk-time, calling time and inter-arrival time
to infer behavioral dependencies [10]. The researcher in [14] inferred friendship
network by utilizing the behavioral and survey data. Zhang et. al. have focused on
information retrieval techniques to find human behavior patterns and community
dynamics [9]. There have also been work to assess the strength of social tie based
on call duration [6].

Identifying different social contexts has been another field of major research
interest. Phithakkitnukoon et. al. proposed a method to identify social network
based on the user phone call log [15]. They have used correlation coefficient to se-
lect call log features and then extracted user’s social behavioral pattern from that
network. Another work of Phithakkitnukoon et. al. has been presented in [16]
where they created a network graph to derive socially closest and distant mem-
bers. The researchers in [11] analyzed international phone calls from Rwanda,
between January 2005 to December 2008, to derive the interpersonal connec-
tions between the people of different countries. They have used those findings to
measure and evaluate the social tie between nations.

Researchers have also focused on the construction of call graph by utilizing
different call log attributes. The researchers in [17] created a social network graph
using call duration, source number, destination number and physical location of
the user. They have extracted these information from Call Detail Record (CDR)
[18] files and and generated the adjacency matrix. The edges were weighted using
the call duration value. Motahari et. al. have also used the CDR files and created
multiple affinity networks such as family members, utility network, friends and
co-workers [7]. They have used CDR files containing 4.3 million phone call data
which was collected from 360,000 subscribers.

Review of the state of the art shows that these works are generally focused
on predicting users’ behavioral pattern rather than utilizing those patterns for
providing better user experience. It is arguable that whether these methods can
be used for determining user’s social tie along with utilizing the findings in a
separate strategy to suggest FnF numbers. From different research, it is also
seen that the edges of the constructed call graph is weighted using call duration.
Nevertheless, it may not be the correct representation of social affinity. The
reason behind this is though frequent or long communication likely indicates a
strong tie, little or no communication does not necessarily indicate a weak tie [6].
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Thus it is required to incorporate other call log attributes, to assign weights on
graph edges, for actual representation of individual’s social tie. This weighted
graph can be easily used to infer the socially closest members and their numbers
can be suggested as FnF.

3 Proposed Method

This research proposes a methodology to create a social network graph using the
phone call log. The network will resemble to a star network where the phone user
will be the center node and individuals with whom communication has occurred
are the peripheral nodes. There will be weighted edges between the central and
peripheral nodes which will indicate the strength of their social ties.The graph
will have two type of edges, one for the incoming calls and other for the outgoing
ones. The frequency of calls will not effect the number of edges since it will be
considered during the weight calculation. A sample social network is presented
in Figure 1. From the figure it can be seen that communications are represented
by weighted edges where the outgoing call to individual pn has a weight wn1 and
the incoming call has a weight wn2.

User

���

���

���

���

���

���

���

���

Fig. 1. Call graph generated from a single user’s call logs

Initially call log records will be taken from the phone. The call logs should
have the following information: call duration, call period (a period of the day
like 3:00 AM to 6:00 AM) and call location (the place from which the call was
made). It is essential to utilize all these information for weighting graph edges
since using only call duration can often misled regarding the approximation of
social closeness. For an example, a user may talk with a person at his office for
a long time. However, that person could be a client instead of being a friend
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or relative. So it will be wrong to consider that person as a socially close one
based on the call duration. Moreover, talking with a someone during the office
hours (like 9:00 AM to 5:00 PM ) for a long time might misled in estimating the
nature of social affinity. Thus it would be more reasonable to assign a weight by
combining all these three information. The proposed method utilizes these call
log attributes to assign a weight which is defined in Equation (1).

ωij =
N∑

k=1
(α · δijk

+ βq(ijk) + γr(ijk)) (1)

In Equation (1), ωij refers to the weight of the edge between the person pi

and phone’s user for all calls of type j (like incoming, outgoing or missed). The
set of all j type calls, with respect to person pi is represented by Cij . If |Cij | = N ,
the weight ωij will be the summation of N values. The values will depend on
call duration (δ), call period and call location. The value of call duration is used
by multiplying it with a weight α that reflects the significance of call duration
towards social ties. To represent the significance of call period and call location,
two sets of values, S and L has been introduced. The elements of those two sets
are represented by β and γ respectively. To define their relation with the set of
calls Cij , two mapping functions q : Cij → S and r : Cij → L are defined.

In a nutshell, the weight will be calculated by considering each of the calls
of type j from person pi. For each particular call k, its duration will be mul-
tiplied by a significance factor α. This multiplied value will be added with the
corresponding β and γ value of that particular call. However, the system must
at first calculate those significance values. The social closeness should then have
to be calculated for suggesting the FnF numbers. The procedure for these tasks
are discussed in details in the following subsections.

3.1 Determining the significance values

Since longer communications likely indicate a strong tie [6], the proposed method
uses the correlation coefficient between the call duration and social closeness as
the value of α. However, information regarding the social closeness of people from
each call is a pre-requisite to calculate the coefficient. To determine the values of
β and γ, one has to first fix the number of call periods and locations that should
be considered. The set of these periods and locations are defined as T and L
respectively. For each of the elements in set T and L, the method generates a
separate value of β and γ respectively. These values, combined together, are then
represented by two sets S and L respectively.

The first step in calculating the values of β and γ requires to define a threshold
value σ. This value is used to identify the people who are socially closest to the
phone user. If the social closeness value of a person is above the threshold,
that individual is considered as having a strong social tie. The second steps
involves calculating the percentage of people over σ for each of the call periods
and locations. These percentages provide an insight regarding the significance of
each period and location. However, to consider those as weights, their relative
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significance is needed to be considered which is calculated at the final step. This
whole procedure is illustrated in Algorithm 1.

Algorithm 1 Determining the significance values
Input: The set of all selected call periods T and locations L
Output: α, S and L
1: Begin
2: Set the value of α to the correlation coefficient between call duration and social

closeness
3: Define a threshold σ for social closeness to determine socially closest persons
4: Calculate the percentage of calls from people whose social closeness value is over
σ on each call period ti ∈ T and location li ∈ L

5: Initialize S ← ∅ and L ← ∅
6: for each ti ∈ T do
7: βi = percentage of people over σ for period ti

summation of percentage values ∀ti∈T

8: S ∪ {βi}
9: end for
10: for each li ∈ L do
11: γi = percentage of people over σ for location li

summation of percentage values ∀li∈L

12: L ∪ {γi}
13: end for
14: End

3.2 Calculating Social Closeness and Suggesting FnF numbers

After determining the values of α, β and γ, the weight ωij of call type j from
person pi can be calculated using Equation (1) . The weights ωij for each of the
individuals are included in the setWij which is used by the proposed method to
represent a social network as shown in Figure 1. To calculate the social closeness
of the person pi, the method uses a mapping function φ : J → I, where J
and I represent the set of call types and their significances respectively. This
mapping function φ is used to determine the weight of different call types. As-
signing different weights to different call types is important since the significance
of different call types (incoming or outgoing) could be different. During the cal-
culation of social closeness for person pi, as shown in Equation (2), the weights
of that person ωij for call type j is multiplied by its respective weight provided
by the mapping function φ.

θi =
M∑

j=1
φ(j) · ωij (2)

The process of determining the social closeness and ranking the individuals
based on that score is presented in Algorithm 2. Initially, as used in Algorithm 1,
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a threshold σ is defined to identify socially closest persons. This threshold is used
to calculate the percentage of socially closest persons for each call of type j. The
percentage values are then used to determine the relative significance of different
call types. Using these relative significance values, the method calculates the
social closeness as defined in Equation (2). Each of the individuals, with whom
communication has occurred, are sorted in descending order of social closeness.
The method then suggests the numbers of certain individuals, at the top of the
list, as FnF numbers.

Algorithm 2 Calculating Social Closeness
Input: The set Wij , Cij , J and the mapping function φ
Output: List of individuals sorted in descending order of social closeness
1: Begin
2: Define a threshold σ for social closeness to determine socially closest persons
3: Calculate the percentage of calls from people whose social closeness value is over
σ for each j type of calls

4: Initialize I ← ∅
5: for each j ∈ J do
6: λj = percentage of people over σ for call type j

summation of percentage values ∀j∈J
7: I ∪ {λj}
8: end for
9: Use Equation (2) to calculate social closeness for each of individual
10: Sort the list of individuals in descending order of social closeness
11: End

4 Experimental Setup and Results

This section discusses about different experimental parameters that were used
during the evaluation of our proposed approach. It also includes the performance
of the proposed technique with a comparison along with two baseline approaches
to suggest FnF numbers.

4.1 Experimental Parameters

For experimental purpose the call logs were collected from 18 individuals. The
call logs included the person’s mobile phone number, call duration and call time.
The call location was manually collected from them. The participants had also
provided a social closeness score, to each of the persons from the call log, in a
scale of 1-10. Moreover, each of them were also asked to select 3 numbers from
these call logs which they could register as FnF numbers. 5 of the participants
provided those numbers and thus their data were used for the testing purpose.
Rest of the data were used to train the proposed method that involves learning
the values of α, β, γ and λ. During the calculation of these weights, the value of
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σ was set to 8 which is considerably higher enough in the social closeness scale
for recognizing socially closest persons.

The value of α was calculated by determining the correlation coefficient be-
tween call duration and social closeness. It has been found that the call duration
and social closeness has a positive relationship, though not that much strong.
This has been illustrated in Figure 2 by a scatter diagram where social closeness
is plotted against call duration. The value of correlation coefficient was found to
be 0.14 and it was set as the value of α.
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Fig. 2. Scatter diagram representing the correlation coefficient between social closeness
and call duration

For the calculation of β, we have divided a day into 8 time periods. The per-
centage of socially closest calls and their relative weight is presented in Table 1.
A scatter diagram is presented in Figure 3 to illustrate the percentage of socially
closest people in two different time periods.

Table 1. Relative significance of different time periods used in the experiment

Period Percentage of calls above σ Relative weight
12:00 AM to 3:00 AM 60% 0.163
3:00 AM to 6:00 AM 67% 0.18
6:00 AM to 9:00 AM 25% 0.07
9:00 AM to 12:00 PM 55% 0.15
12:00 PM to 3:00 PM 26% 0.071
3:00 PM to 6:00 PM 41% 0.112
6:00 PM to 9:00 PM 56% 0.153
9:00 PM to 12:00 AM 37% 0.101

For calculating the value of γ, the locations were categorized before collecting
the data. For each of the call logs, the location was selected as either home or
work place. Although there were instances where users were neither in home nor
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(a) Time period 3:00 PM to 6:00 PM

 0

 2

 4

 6

 8

 10

 12

 14

 0  5  10  15  20  25  30

S
o
c
ia

l 
C

lo
s
e
n
e
s
s

Number of Instances

(b) Time period 9:00 PM to 12:00 AM

Fig. 3. Visualization of calls from socially closest persons in two different time periods

in work place, still they had used various measures two provide the location in-
formation. Examples include selecting the place nearest to their current position
or based on the nature of call and its period. These data, as presented in Figure
4, was used to calculate the value of γ. For the home and workplace, the value
turned out to be 0.44 and 0.56 respectively.
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(a) Location - Home
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(b) Location - Workplace

Fig. 4. Visualization of calls from socially closest persons in two separate locations

In this work, ignoring the missed calls, incoming and outgoing calls has been
considered to measure the value of λ. The percentage of calls from socially closest
persons for outgoing and incoming calls can be visualized from Figure 5. Since
there were only two call types, after calculating the weight of work place, the
other weight was calculated by Equation 3. The weights for the incoming and
outgoing calls has been calculated as 0.44 and 0.56 respectively.

φ(j) =
{
λ if the value of j is 1
1− λ otherwise (3)
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(a) Outgoing calls
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(b) Incoming calls

Fig. 5. Visualization of incoming and outgoing calls from socially closest persons

4.2 Performance Evaluation

The proposed technique tried to match 2 out of 3 FnF numbers provided by each
individuals. The system suggested 5 numbers, one after another, and stopped
at the point where two numbers had being matched. Thus for 5 individuals,
the system tried to match 10 FnF numbers with at most 25 attempts. We have
compared the performance of our system with two baseline approaches which are
based on overall call duration and call frequency. The evaluation technique for
these two approaches remained the same. It is seen that the proposed method
has identified 7 FnF numbers with 22 attempts. On the other hand, the duration-
based and frequency based approaches has identified 6 and 3 numbers with 22
and 25 attempts respectively.

Table 2. Performance comparison of the proposed technique with respect to duration-
based and frequency based approaches

Approaches Precision Recall F-measure
Duration-based 0.27 0.6 0.57
Frequency-based 0.8 0.2 0.19

Proposed technique 0.32 0.7 0.67

The performance of the technique, as shown in Table 2, is interpreted in terms
of precision, recall and F-measure. It is seen that proposed method outperforms
the other two approaches though the value of the precision is low. However, in
this case, recall is more important than precision. This is because for each of the
individuals, we are suggesting at most 5 numbers to match with 2 numbers. Due
to this, the precision will always be lower due to having more false positives.
Nevertheless, the user will always be satisfied if the system chooses more from
the set of relevant numbers. So during the calculation of F-measure, as done in
[19], the method needs to vary the weights of precision and recall. Thus in our
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case, recall has been weighted five times higher than the precision during the
calculation of F-measure using Equation (4).

FB = (1 +B2) · precision · recall
B2 · precision+ recall

(4)

For the individuals with whom the performance was evaluated, the pattern
of score provided by the system and the social closeness score provided by the
phone users is illustrated in Figure 6. Although the scale of those two scores
are different, it is seen that their curves are very much similar. As the system
suggested FnF numbers based on calculated closeness scores, the performance is
better than the other two approaches.
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Fig. 6. The pattern of the scores collected from the individuals and calculated by the
proposed method

5 Conclusion and Future Work
This paper introduces a technique to prioritize individuals based on call logs
and suggest FnF numbers using that prioritize list. The method utilizes the
underlying social network of the call graph for a single phone user. The edges of
the call graph has been weighted during the prioritization process to incorporate
different call log attributes like duration, period and location. The proposed
methodology was implemented and tested against a set of real life data. The
system has illustrated its effectiveness in identifying FnF numbers with an F-
measure value of 0.67. This research also introduces a set of new research ideas
for the research communities. This includes assessing the existence of a nonlinear
relationship, between duration and social closeness, to improve the performance
of the system. Moreover, one could utilize other call log attributes and optimize
their total number to get better performance.
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Abstract. The problem of the identification of three-dimensional crys-
tal lattices is considered in the article. Two matching methods based
on estimation of unit cell parameters were developed to solve this prob-
lem. The first method estimates and compares main parameters of Bra-
vais unit cells. The second method estimates and compares volumes of
Wigner-Seitz unit cells. Both methods include normalised similarity mea-
sures: an edge similarity measure and an angle similarity measure for
Bravais cells and a volume similarity measure for Wigner-Seitz cells.
The results of computational experiments on the large set of simulated
lattices showed that the developed methods allowed to achieve the iden-
tification accuracy above 90% for four lattice systems.

Keywords: crystal lattice, unit cell parameters, Monte Carlo method,
similarity measure, structural identification

1 Introduction

One of the basic problems related to X-ray diffraction analysis is the identifica-
tion of crystal lattices [5]. It is usually solved by comparing estimated parameters
of analysed lattice with those of selected sample [2]. The lattice parameters ei-
ther previously investigated or derived by modeling can be used as samples.
Therefore the accurate identification of a crystal lattice requires a large data
base of the preselected sample parameters.

Among the main methods for identification of three-dimensional crystal lat-
tices the following ones can be singled out: NIST lattice comparator [1], iden-
tification on the basis of atomic packing factor [4] and centered cubic lattice
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ucational centers for 2013-2020 years; by the Russian Foundation for Basic Research
grants (# 14-01-00369-a, # 14-07-97040-p povolzh’e a); by the ONIT RAS program
# 6 Bioinformatics, modern information technologies and mathematical methods in
medicine 2015.
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comparison method [3]. These methods have a number of drawbacks limiting
their application field: complexity of crystal preparation, high error in compari-
son of lattices, which are similar in volume, etc.

The new approach based on estimation of unit cell parameters attempts to
avoid these drawbacks. The algorithms proposed in the work allow calculating
a similarity measure for any two crystal lattices.

2 Models of Crystal Lattices

There are several methods to describe crystal lattices. The most widespread
method was offered by Auguste Bravais [5]. Bravais unit cell is characterised by
a set of six parameters: lengths of the three edges l1, l2, l3 and values of the three
angles between the edges α1, α2, α3 (Fig. 1).

l1

l2

l3

α1

α2
α3

Fig. 1. The main parameters of Bravais unit cell

All Bravais lattices are subdivided into seven lattice systems. Table 1 shows
characteristics of their unit cells.

Table 1. Characteristics of lattice systems

Lattice system Symbol Edge lengths Angles

Triclinic aP l1 6= l2 6= l3 α1 6= α2 6= α3

Monoclinic mP l1 6= l2 6= l3 α1 = α2 = 90◦ 6= α3

Orthorhombic oP l1 6= l2 6= l3 α1 = α2 = α3 = 90◦

Tetragonal tP l1 = l2 6= l3 α1 = α2 = α3 = 90◦

Cubic cP l1 = l2 = l3 α1 = α2 = α3 = 90◦

Rhombohedral hR l1 = l2 = l3 α1 = α2 = α3 6= 90◦

Hexagonal hP l1 = l2 6= l3 α1 = 120◦;α2 = α3 = 90◦
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Another model of crystal lattices was offered by Jeno Wigner and Frederick
Seitz [6]. Wigner-Seitz unit cell is characterised by a set of normal vectors which
are drawn to limiting planes. In a three-dimensional space it is a polyhedron
which contains inside itself one lattice node (Fig. 2).

Fig. 2. Body-centered cubic Wigner-Seitz cell

3 Method of Crystal Lattice Identification on the Basis
of Bravais Unit Cell Parameter Estimation

The initial data of the identification method are the set of radius-vectors deter-
mining the spatial position of crystal lattice nodes.

The following algorithm was designed to calculate the six main parameters
of the Bravais unit cell:

1. Center the lattice.
2. Superpose the first radius-vector of minimal length with the axis OX.
3. Transfer the second radius-vector of minimal length into the plane XOY .
4. Select the third radius-vector of minimal length.
5. Calculate the main six parameters: l1, l2, l3, α1, α2, α3.

Two normalised measures were introduced to determine separately the degree
of the edge similarity and the degree of the angle similarity of two Bravais unit
cells.

Similarity measure of edges:

‖l1 − l2‖ = 1−

√
(l11 − l21)

2
+ (l12 − l22)

2
+ (l13 − l23)

2

max

{√
(l11)

2
+ (l12)

2
+ (l13)

2
,

√
(l21)

2
+ (l22)

2
+ (l23)

2

} (1)
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Similarity measure of angles:

‖α1 −α2‖ = 1−max {sin (|α11 − α21|), sin (|α12 − α22|), sin (|α13 − α23|)} (2)

4 Method of Crystal Lattice Identification on the Basis
of Wigner-Seitz Unit Cell Volume Estimation

The initial data of the identification method are the number of scattering points
L and the set of radius-vectors determining the spatial position of crystal lattice
nodes.

The following algorithm was designed to calculate the volume of the Wigner-
Seitz cell:

1. Center the lattice.
2. Determine the normal vectors from central lattice node to the planes limiting

Wigner-Seitz cell.
3. Calculate the volume of cell limited by planes with the use of the Monte

Carlo method.
(a) Generate L-values of three-dimensional random vectors which are uni-

formly distributed in the whole lattice volume.
(b) Count the number of vectors that hit in the region limited by planes and

calculate the volume of cell based on the fact that the probability of hit
in the Wigner-Seitz cell region is proportional to its measure (volume).

A normalised measure was introduced to determine the degree of the volume
similarity for two Wigner-Seitz unit cells:

‖V1 − V2‖ = 1−

√
(V1 − V2)

2

max {V1, V2}
(3)

The following computational experiments of crystal lattice identification on
the large set of simulated three-dimensional lattices were conducted to analyse
the efficiency of the introduced similarity measures.

5 Results of Experimental Computations

The initial data for experiments were 7,000 lattices (1000 lattices of each lattice
system) obtained by simulation. The lengths of edges and values of angles were
determined by values of a uniformly distributed random variable.

Each lattice was matched with all the rest lattices in pairs: two lattices were
considered to be similar in edges or in angles, if the value of the corresponding
similarity measure was no less than 0.95. Selection of this limiting value relates
to the fact that currently the error of lattice parameter determination is no less
than 5% [1].
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Two lattices in the first experiment were brought into comparison only by
the value of the edge similarity measure. Matching of two lattices in the second
experiment was carried out only by the value of the angle similarity measure.
However, the derived values of the percentage of lattice exact identification were
near 14% for all lattice system in both experiments. These results show that
the partitioning of all Bravais crystal lattices into seven lattice systems by using
only the edge similarity measure or the angle similarity measure is not uniform
and separable.

Consequently more exact lattice identification requires the simultaneous ap-
plication of both similarity measures. For this reason in the third experiment two
lattices were considered to be similar if values of the edge similarity measure and
the angle similarity measure were no less than 0.95. Table 2 shows the results.

Table 2. Percentage of lattice exact identification for the main lattice systems by
simultaneous edges and angles comparison

Estimated Sample cell
cell aP mP oP tP cP hR hP

aP 98 1 1 0 0 0 0
mP 7 39 36 14 1 0 3
oP 6 36 39 14 1 1 3
tP 5 26 26 34 4 4 1
cP 4 12 12 23 26 23 0
hR 11 2 2 3 4 78 0
hP 12 3 3 2 0 0 80

Table data show average percent of coincidence of the estimated lattices with
sample lattices (both similarity measures are no less than 0.95). For example the
set of sample lattices which have coincided with one of the rhombohedral lattices
in the third experiment consists on the average of 11% triclinic, of 2% monoclinic,
of 2% orthorhombic, of 3% tetragonal, of 4% cubic, of 78% rhombohedral and
of 0% hexagonal.

The use of the volume similarity measure of Wigner-Seitz unit cells was the
last step to increase the identification accuracy. Matching of two lattices in the
final fourth experiment was conducted with the application of all three similarity
measures simultaneously: edges and angles of Bravais unit cells and volumes of
Wigner-Seitz unit cells. Table 3 shows the results of the experiment.

According to Table 2 and Table 3 data it can be concluded that the accu-
racy of lattice identification increased by average 15%. The maximum increase
of accuracy was achieved for monoclinic lattices by 51%. However, there is a sep-
arate group (orthorhombic, tetragonal, cubic) with the low percentage of lattice
exact identification and, therefore, the problem of delimiting these three lattice
systems cannot be considered as solved.
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Table 3. Percentage of lattice exact identification for the main lattice systems by
simultaneous edges, angles and volumes comparison

Estimated Sample cell
cell aP mP oP tP cP hR hP

aP 99 1 0 0 0 0 0
mP 2 90 4 3 0 0 1
oP 2 22 54 20 1 1 0
tP 1 10 34 44 6 5 0
cP 0 3 15 26 30 26 0
hR 1 0 2 3 4 90 0
hP 1 7 0 0 0 0 92

6 Conclusion

The developed methods of crystal lattice identification allowed to achieve the
identification accuracy above 90% for four lattice systems (triclinic, monoclinic,
rhombohedral and hexagonal).

Basing on the performed calculation it can be concluded that the best way to
identify the lattice system for the generated set of 7,000 lattices is simultaneous
application of all three introduced similarity measures.

Identification accuracy of the remaining three lattice systems (orthorhombic,
tetragonal and cubic) is not still sufficiently high. They require further research
for the purpose of finding additional similarity measures (for example, compari-
son of isosurfaces, tensor representation of unit cells, etc.).
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Abstract. The paper deals with organization of interaction and communication between sub-

jects of the distance learning process through forums and comment system. Considered existing 

software tools, their structure and disadvantages. Propose a model of adaptive educational fo-

rums, as well as the structural and semantic similarity metrics for extracting dialogues and the-

matic discussions from arrays of individual comments, as a basis for the construction of adap-

tive educational forums. 
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1 Introduction 

Development of information technologies makes distance education more available for 

everyone, and technology of management and support of education process becomes 

more and more important. Many scientific works dedicated to LMS (Learning Manage-

ment System), for example works [1, 2, 3], give a description of LMS, and works [4, 

5] devoted to review of existing LMS products. However, these works consider of 

learning management tools mainly from the following perspectives: development, man-

agement, courses and distribution of education materials, but not paying enough atten-

tion to the issues of communication and information exchange between the different 

subjects of education process. 

At present, modern learning theories such as the theory of connectivism proposed 

by George Siemens and Stephen Downes, indicate as the basic conditions for successful 

learning activities not only communication with the teacher, but also the interaction 

between students and the exchange between them so-called “sensemaking artifacts” [6]. 

Sensemaking artifacts means blog posts, notes, podcasts, and other educational materi-

als that created by a student for discussion with other students. In the paper [7] analyzed 

this learning approach and claimed it more effective in comparison with traditional. 

Thus, the theme of the organization of communication and interaction between sub-

jects of distance education process is extremely relevant today, but it isn't considered 

in the existing works. 
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2 Instruments of communication and informational exchange 

for education process 

Consider the instruments of communication that are used in distance education. 

On the one hand LMS, like Moodle, ILIAS, and Sakai and the other hand, of the 

platform for organization MOOCs (Massive open online course), such as Stepic, 

Udemy, Coursera, EdX, Udacity propose to use for interaction within the course online 

forums, blogs, chat rooms, questions and answers websites, wiki-pages and in addition 

allowed commenting learning materials. For some courses, authors suggest to use third 

party sites such as Reddit, StackExchange or social networks instead of internal plat-

form tools. 

Irrespective of the specifics and type of a course the main tools that are used for 

communication within the course are standard forums, blogs, questions and answers 

system, as well as various materials commenting system. However, such instruments 

do not take into account the specificity of education process and do not provide any 

applicable analytical functions for organization of education. 

3 Overview of informational exchange tools 

3.1 Interaction tools 

Forum, in generally, - is an online tool for website's visitors communication. The 

essence of any forum is to create topics with its subsequent discussion. Users can com-

ment on created topics, ask questions and receive answers, and answer other forum 

user’s questions of the forum and give them advice. Thus, each topic is an initial entry 

with a set of comments. 

Blogs are a set of copyright entries, sorted by creation time, usually from the newest 

to the oldest. Blogs characterized by the ability to publish reviews (comments) by other 

users, and that makes blogs an instrument for information exchange. Technically, each 

blog entry as well as forum topic is the initial post with a set of comments to it. 

Comment systems additionally used in distance education platforms to allow discuss 

of any course materials, such as videos or articles. 

3.2 Comments structure 

Structuring of post's comments may also vary depending on the implementation. 

There are three main types of structuring: 

• Tree comments - comments list is presented as a hierarchical tree view. New mes-

sage is placed right after the previous one (quoting it isn't necessary). New comment 

can also start its own discussion branch. 

• Linear (flat) comments - comments within the same topic are published under each 

other, as they become available; new message is placed last (usually at the bottom); 

interactive relationship between comments is based on specially decorated citations of 

references to the author and other means. 
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• Hybrid comments - represent a cross between a tree and a linear structure, now, it 

is the most popular form of comments submission. 

Comments are usually ordered by date, popularity and the number of votes. Each 

comment has text but it also has the following attributes: Author Name and Timestamp. 

4 Adaptive learning forums 

As noted earlier, the above instruments of online communication do not take into 

account the specifics of education process and do not provide any specific functions for 

it. Furthermore, they are not designed for a large number of participants, which is usual 

for MOOC. Problems such as a large number of overlapping topics, unanswered ques-

tions, incorrectly exposed statuses and tags, are an evidence that the forum is not an 

effective communication instrument, we lack of effectiveness of the learning process. 

To increase the effectiveness of forum usage, as an instrument of communication 

and information exchange within education process we propose develop the technology 

of adaptive educational forums, based on data mining. 

Adaptive educational forum is an online forum, whose structure is rebuilt depending 

on student educational trajectory, his information needs, the features of the course and 

users activity. For teachers, the analysis of information from educational forum can be 

a source of data for implicit course quality feedback, student's problems with the un-

derstanding of educational materials, student's activity evaluation, etc. Thus, the tech-

nology of adaptive educational forums could be a way to increase the quality of distance 

learning. 

5 Analysis of comments on online discussion forum 

Based on the overview, it can be argued that in such systems, the main content is 

often not the whole topic and not individual comments, but thematic discussions and 

dialogues, consisting of comments and united by one common theme. Therefore, the 

primary tasks are extracting individual discussions of the whole comments list, and the 

problem of determining the semantic similarity of discussions among themselves. For 

dialogues extracting of the whole comments list we offer use at both the semantics of 

messages and their location in the structure of comments.  

5.1 Extracting  tree commenting relations from linear comments 

Because linear structure's main distinction is implicit comments relations, we pro-

pose an approach to the reduction of the linear structure to explicit comments tree struc-

ture. 

For comments linear structure conversion to the tree and find comments relations, 

proposed focus on the comment text and message attributes, for example, author nick-

name, post timestamp, user's nickname which are responsible, text of citation, position 

in comments list. 
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Using these attributes, and the semantics of messages for analyze, for linear com-

ments conversion into a tree we propose determine the pairwise comments relations. In 

general, the numerical metric defines an association between two messages comments 

represented by equation 1. 

𝑟𝑒𝑙(c1,c2) = 𝑘𝑠𝑒𝑚 ∙ 𝑠𝑖𝑚𝑠𝑒𝑚(t1,t2) + 𝑘𝑎𝑡𝑡𝑟 ∙ 𝑠𝑖𝑚𝑎𝑡𝑡𝑟(𝑎1, 𝑎2) (1) 

𝑟𝑒𝑙(c1,c2) – relations between the two commentaries, 𝑠𝑖𝑚𝑠𝑒𝑚(t1,t2) – semantic simi-

larity of the two comments texts, 𝑠𝑖𝑚𝑎𝑡𝑡𝑟(𝑎1, 𝑎2) – attribute similarity of the two com-

ments, defined by their attributes, 𝑘𝑠𝑒𝑚  и 𝑘𝑎𝑡𝑡𝑟 – coefficients. 

To extract tree structure, it is necessary to calculate each comment's c1 degree of 

relation with all previous time comments c2, then c2 comment that has a maximum 

relation score becomes the parent of the current comment c1 in a tree structure. 

5.2 Extraction of thematic discussions  

In a discussion with a large number of participants some of the participants might 

drift away from the main theme and start to discuss unrelated topics. Such thematic 

discussions (subtopics) within the main topic can also provide useful information for 

the user, but their detection difficult. Therefore we propose to allocate such subtopics 

in separate entities and use them in the construction of adaptive educational forums. 

In tree-like comment systems, a message has the following attributes: author nick-

name, post timestamp, comment depth in tree. Based on this, we proposed similarity 

metric for two comments, represented by equation 2. 

𝑠𝑖𝑚(c1,c2) = 𝑘𝑠𝑒𝑚 ∙ 𝑠𝑖𝑚𝑠𝑒𝑚(t1,t2) ∗ ( 
1

𝑑𝑖𝑠𝑡(c1,c2)
 + 𝑘𝑎𝑡𝑡𝑟 ∙ 𝑠𝑖𝑚𝑎𝑡𝑡𝑟(𝑎1, 𝑎2)) (2) 

𝑠𝑖𝑚(c1,c2) – similarity between the two commentaries, 𝑠𝑖𝑚𝑠𝑒𝑚(t1,t2) – semantic 

similarity of the two comments texts, 𝑠𝑖𝑚𝑎𝑡𝑡𝑟(𝑎1, 𝑎2) – attribute similarity of the two 

comments, 𝑑𝑖𝑠𝑡(c1,c2) – the distance between the two comments in the tree, 

𝑘𝑠𝑒𝑚 , 𝑘𝑎𝑡𝑡𝑟 – coefficients. 

To unite a group of comments in a thematic discussion we proposed to use an ap-

proach based on clustering algorithms, the result of which (clusters of comments) 

should be used as boundaries for thematic subtopics. 

5.3 Semantic similarity metrics for comments 

We consider separately the question of calculating the semantic similarity between 

the two сomments texts. First it is worth noting the specifics of messages - basically all 

posts extremely short - from a few words to 2-3 sentences, so the use of methods for 

calculating the semantic similarity of documents can be difficult. It is proposed to de-

termine the similarity of the documents, as similarity of containing concepts. 

Existing semantic similarity metrics can be divided into several classes. In work [8] 

it is proposed to the following classification: 
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1) Measures based on a corpus of texts: for example, LSA, Web-based - NGD and 

PMIIR. 

2) Measures based on ontologies: measures by Wu and Palmer, Leackock and Cho-

dorow, Resnik, Lin and others. 

3) Measures based on definitions: ExtendedLesk, GlossVectors. 

Another group of metrics that can be allocated - 

4) The metrics based on Wikipedia: Wikipedia Link-based Measure (WLM), Ex-

plicit Semantic Analysis (ESA), WikiWalk, WikiRelate! and others. 

Choosing a semantic similarity metric for concepts it's necessary to pay attention to 

the specific learning courses. Themes of learning courses may be beyond ontology but 

in domain that is disclosed in course may contain specific concepts which well-known 

ontologies as WordNet don't include and specific ontologies for course does not exist. 

Therefore, a similarity measure metrics based on ontologies can be used to analyze 

educational forums, only if a teacher will build the ontology of course by himself. 

For this reason assumed to use the metrics based on the online encyclopedia Wik-

ipedia. The advantages of using Wikipedia as a source of data are a volume and wide 

range of different themes, relevance and partial structure. 

6 Related Work 

Forums analysis is not widely discussed in scientific papers, however it is possible 

to highlight the following investigation. 

Work [9] devoted to the study groups Usenet, it proposes a method for measuring 

the similarity of the different groups on the activity of participants in them, as well as 

introduce a measure for evaluation post belonging specific group, which allows exclude 

cross-posts from the analysis. 

In study [10] proposes a model to estimate the probability of involvement or non- 

involvement of a user in a specific online discussion based on the activity of his friends 

and his interests, and the list of friends and user’s interests based on the previous activ-

ity in other topics. 

In the work [11] is proposed an approach for extracting context information, as well 

as questions and answers from the topic using the method of SVM, in [12] considered 

other methods used for this purpose. 

Finally, in [13], the authors propose an approach that combines both structural and 

semantic analysis for search discussions and find of key messages in the threads. 

7 Conclusion 

Thanks to the Internet, distance education has been made available for millions of 

people around the world, and now it's getting increasingly important role of supporting 

communication within education process. Number of students enrolled to courses is 

increased, and growth of the distance education percentage in the education process 

realm sets new requirements that existing communication tools, do not respond, it re-

duces the efficiency of education process as a whole. 
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We propose the concept and the model of adaptive educational forums, the use of 

which, in our opinion, will increase the efficiency of interaction between students, as 

well as enhance the role of communication environment in distance education process 

and give teachers the ability for automatically collect information about students as well 

as the quality of the course. 

For creation of adaptive educational forums, we propose to use an approach that 

includes allocation of individual thematic subtopics that in turn bases on messages 

structural and semantic features. 
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Abstract. A classification method based on deep representation of in-
put data and ensembles of decision trees is introduced and evaluated
solving the problem of vehicle classification and image classification with
large number of categories.
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1 Introduction

Deep learning studies machine learning algorithms that enable automatic con-
struction of feature description hierarchies thus making data representations
more efficient in terms of the solved problem. Currently, the deep learning meth-
ods for solving image classification and object detection problems are making
good headway (see, for example, a review of [1] and [2]) as a part of neural
network (NN) models.

Although the deep learning ideas are for now best reflected in NN approaches,
the integration of hierarchical data representation into other methods such as
decision trees and bag-of-words is of special interest, because these combinations
may help to reduce complexity of learning and/or the use of deep models and
give a better understanding of their success. There were attempts to use decision
trees for induction of new feature descriptions [3, 4]. Nevertheless, no examples
of successful applications of such models stacks are known to the authors. This
paper studies applicability of a deep classification method based on hierarchical
representation of data obtained using decision tree ensembles.

2 The Proposed Classification Method

The decision tree divides the feature space into non-overlapping areas, corre-
sponding to tree nodes, by means of a recursive procedure [5]. Given a data
point decision tree performs a sequence of tests determining the way from the
root to one of its leaves, that in turn defines the classification result. To ensure
better statistical stability of the classifier, such methods for grouping the set of
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trees as boosting [6] and bagging [7] are used. The output of a trees ensemble
depends on the leaves that receive a certain object. In this context, Vens et al. [3]
supposed that the set of tests performed for a certain data point could represent
a better object view. Martyanov et al. [4] review different ways to use the inter-
nal structure of the random forest model [7] to construct efficient features. These
ideas are further developed in this paper and a classification method based on
hierarchical (deep) data representation is proposed. This method consists of the
following stages:

1. Initial data representation is used to construct the ensemble of trees classifier.
2. Each tree in the ensemble defines a new feature whose value equals to the

index of the leaf receiving the object in question.
3. New ensemble is constructed based on the derived features.
4. Steps 2 and 3 are repeated to ensure the required model depth.
5. The resulting feature descriptions are used to construct the classifier.

A possible advantage of the proposed method is that it can operate arbi-
trary initial feature descriptions. Therefore, using ones, that have been already
successfully applied for computer vision purposes, one can improve both the
classifier performance and the model quality. Deep model learning using this
method can be based on widely known algorithms that are less complex com-
pared to NN learning methods. The same is true for the use of a tuned model
in the classification process, especially in case of cascaded classifiers enabling
computation of feature values only when required.

Open-source C++ implementation of the proposed method utilizing random
forest as a decision tree ensemble component was done [8]. Implementation al-
lows an arbitrary initial feature description, however HOG [9] was used in all
experiments described below.

3 Experimental Results

3.1 Vehicle Classification

To put the proposed classifier to the test the vehicle classification problem was
solved. The MIT2 dataset [10] from [11] was used. It contains images of four
classes: sedan, van, taxi and car. Because of the essential classes overlap only
two-class problems were considered: car vs van and sedan vs taxi. The training
set consist of 200 images while the test one includes 730. Sizes of objects in the
dataset vary considerably with the average of 72 × 38 px. To properly apply
different machine learning techniques, images were cropped and scaled to make
all vehicles position and size identical.

It can be seen from the derived results (Table 1) that the proposed method
has almost the same accuracy as (shallow) NN approaches: 97.5% and 97.75%
correspondingly. According to Ma et al. [11], the best known result for the same
data is 98.5% that is achieved by a Bayesian classifier applied to SIFT-like fea-
tures. However this approach requires a complex parameter selection procedure.
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In the absence of an open implementation nor a more detailed description it be-
comes even more tangled. Repeatability activities to obtain the results from [11]
provided the accuracy of only 79.25% [12].

In case of less significant cross-class distinctive features the NN approaches
showed a much lower classification accuracy than the proposed algorithm and
the Bayesian classifier. The accuracy of convolutional NN on sedans vs taxis task
is 36% compared to 94.24% and 96.06%, respectively (Table 1).

Table 1. Classification accuracy for MIT2 dataset

Classifier car vs van, % sedan vs taxi, %

Linear NN: fully-connected and softmax layer 97.75 0

Convolutional NN: convolutional and softmax layer 50.3 36.00

Bayesian classifier on SIFT-like features [11] 98.5 96.06

Bayesian classifier on SIFT-like features [12] 79.25 —

Proposed method: 3 levels, 500 trees of depth 2 at each 97.5 94.24

3.2 Image Classification with Large Number of Categories

To expect how the proposed method scales with the growth of classes count,
experiments on CIFAR-100 dataset [13] were carried out. Dataset contains 60,000
32 × 32 px images. Each image belongs to one of the 100 classes that cover a
wide range of visual objects. The whole set of images is divided into the learning
(50,000 images) and test (10,000 images) parts.

Although the random forest, which is at the heart of the proposed method,
is known as an algorithm that does not require careful selection of learning
parameters, the optimal number of trees and their depth were determined on
the basis of OOB accuracy [7] to find balance between model quality and size.
Hyperparameters were selected in a greedy fashion: ones for the first layer were
selected and fixed, then the second layer is explored.

For the first layer the OOB accuracy of 15.16% is obtained for 500 trees with
the depth of 20. This is close enough to the observed maximum of 16.04% that
corresponds to a much larger ensemble of 1000 trees. But this requires greater
computational resources for learning and classification purposes and may also
hinder learning of the second layer due to increased dimension of the new feature
space. So 500 trees of depth 20 were fixed for the first layer setup. Achieved
test accuracy for the one-layer model is 16.97%, while additional layer (1000
trees of depth 25) reduced it to 12.42%. It is much lower than the best known
results of deep NN models for the same problem reaching 61–65% [14]. Such
a gap may be explained by the nature of the solved problem, properties of
the proposed algorithm and appropriateness of HOG description to which the
proposed algorithm was applied.
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Insufficient quality combined with uselessness of model depth increment for
the considered problem indicates that the approach needs to be modified. The
possible ways of improvement include the use of boosting instead of the random
forest, replacement of the initial features or use of image patches of different
size on different layers, to make connection between model layers and feature
abstraction levels more explicit. Higher resolution images may be subject to
quality improvement due to the use of keypoint descriptors by analogy with [4].

4 Conclusion

In this paper, a classification method based on hierarchical (deep) initial data
representation was proposed. This method was tested by solving the vehicle
classification problem and large scale image classification.
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Abstract. The basic idea behind this work is in extraction (estimation)
of the uncorrupted image from the distorted or noised one. The idea is
also referred to as the image denoising. Noise removal or noise reduction
in an image can be done by linear or nonlinear filtering. The most popu-
lar linear technique is based on averaging (or meaning) linear operators.
Usually, denoising via linear filters does not work sufficiently since both
the noise and edges (in the image) contain high frequencies. Therefore,
any practical denoising model has to be nonlinear. In this paper, we pro-
pose two new nonlinear data-dependent filters, namely, the generalized
mean and median Heronian ones. These filters are based on the Hero-
nian means and medians that are used for developing a new theoretical
framework for image filtering. The main goal of the work is to show that
new elaborated filters can be applied to solve problems of image filtering
in a natural and effective manner.

Keywords: Nonlinear filters, generalized aggregation mean

1 Introduction

The basic idea of this work is in application of a systematic method to nonlinear
filtering based on the Heronian averaging and median nonlinear operators [1–4].
The classical Heronian mean and median of two positive real numbers a and b
have the following forms

MeanHeron(a, b) = (
√
aa+

√
ab+

√
bb)/3,

MedHeron(a, b) = (
√
aa,
√
ab,
√
bb).

We are going to generalize and use these mean and median operators for con-
structing new classes of nonlinear digital filters. The general aim of this work is
to clarify whether the filters based on such exotic meanings have any smoothing
properties.
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2 Generalized Heronian means and medians

Let (x1, x2, . . . , xN ) be an N -tuple of positive real numbers.

Definition 1. The following generalized means and median

MeanHeronI2(x1, . . . , xN ) =
1

MH2

∑

i

∑

6j

√
xixj ,

MeanHeronII2 (x1, . . . , xN ) =

√
1

MH2

∑

i

∑

6j
xixj , (1)

MedHeron2(x1, . . . , xN ) = Med

[{√
xixj

}
i6j

]
=

√
Med

[{
xixj

}
i6j

]

are called the Heronian means and median of the first and second kinds [1–3],
respectively, where MH2 = N(N + 1)/2 = MeanHeron2(1, 1, . . . , 1).

Here, we want to generalize Definition 1 by summarizing up the k-th roots
of all possible distinct products of k elements of (x1, . . . , xN ) with repetition.
The number of all such products is CkN+k−1 = MHk.. This determines the
normalization factor and leads to the following definitions:

MeanHeronIk(x1, . . . , xN ) =
1

MHk

∑

i16

∑

i26
· · ·
∑

6ik

k
√
xi1xi2 · · ·xik ,

(2)

MeanHeronII2 (x1, . . . , xN ) =
1

MHk
k

√∑

i16

∑

i26
· · ·
∑

6ik
xi1xi2 · · ·xik

for the generalized Heronian means and

MedHeronk(x1, . . . , xN ) = Med

[{
k
√
xi1xi2 · · ·xik

}
i16i26···6ik

]
=

(3)

= k

√
Med

[{
xi1xi2 · · ·xik

}
i16i26···6ik

]
.

for the generalized Heronian median, where MHk = MedHeronk(1, 1, . . . , 1).
Let us introduce the observation model and notion used throughout the pa-

per. We consider noise images in the form f(i, j) = s(i, j))+η(i, j), where s(i, j)
is the original grey-level image and η(i, j) denotes the noise introduced into s(i, j)
to produce the corrupted image f(i, j). Here, (i, j) ∈ Z2 are 2D coordinates that
represent the pixel location. The aim of image enhancement is to reduce the
noise as much as possible or to find a method, which, for the given s(i, j), de-
rives an image ŝ(i, j)) as close as possible to the original s(i, j) subjected to a
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suitable optimality criterion. In the standard linear and median 2D-filters with
the square N -cellular window M(i, j) and located at (i, j), the mean and median
replace the central pixel

ŝ(i, j) = Mean [f(m,n)] ,
(m,n)∈M(i,j)

ŝ(i, j) = Med [f(m,n)] ,
(m,n)∈M(i,j)

(4)

where ŝ(i, j) is the filtered image, {f(m,n)}(m,n)∈M(i,j) is an image block of

the fixed size N = Q × Q extracted from f by moving window M(i, j) at the
position (i, j), and Mean and Med are the classical mean and median operators,
where Q = 2r + 1 is an odd integer. All pixels of this block are numbered
by the following way: (m,n) → r has the following form r = Q(m + 1) +
(n + 1). For example, for the 9-cellular window of size N = 3 × 3 = 9 we
have (−1,−1) → 0, (−1, 0) → 1, (−1, 1) → 2, (0,−1) → 3, (0, 0) → 4, (0, 1) →
5, (1,−1)→ 6, (1, 0)→ 7, (1, 1)→ 8 :

{f(m,n)}(m,n)∈M(i,j) =
f(−1,−1) f(−1, 0) f(−1, 1)
f(0,−1) f(0, 0) f(0, 1)
f(1,−1) f(1, 0) f(1, 1)

−→
f0 f1 f2

f3 f4 f5

f6 f7 f8
.

3 Heronian mean and median filters

Now we modify the classical mean and median filters (4) in the following way:

ŝ(i, j) = MeanHeronIk [f(m,n)] =
(m,n)∈M(i,j)

MeanHeronIk

[
fr(i,j)

]
=

r=1,2,...,N

=
1

MHk

∑

r16

∑

r26
· · ·
∑

6rk

k

√
fr1(i,j), f

r2
(i,j), . . . , f

rk
(i,j), (5)

ŝ(i, j) = MeanHeronIIk [f(m,n)] =
(m,n)∈M(i,j)

MeanHeronIIk

[
fr(i,j)

]
=

r=1,2,...,N

= k

√
1

MHk

∑

r16

∑

r26
· · ·
∑

6rk
fr1(i,j), f

r2
(i,j), . . . , f

rk
(i,j) (6)

for the generalized Heronian meaning filers of the first and the second kinds,
respectively, and

MeanHeronIk

[
fr(i,j)

]
=

r=1,2,...,N

MeanHeronIIk

[
fr(i,j)

]
=

r=1,2,...,N

= Med

[{
k

√
fr1(i,j), f

r2
(i,j), . . . , f

rk
(i,j)

}
r16r26···6rk

]
(7)

for the generalized Heronian median filter.
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4 Generalized Heronian aggregation

The aggregation problem [5, 6] consist in aggregating N -tuples of objects all
belonging to a given set D, into a single object of the same set S, i.e., Agg :
SN −→ S. In the case of mathematical aggregation operator (AO) the set S,
is an interval of the real S = [0, 1] ⊂ R, or integer numbers S = [0, 255] ⊂ Z.
In this setting, an AO is simply a function, which assigns a number y to any
N -tuple of numbers (x1, x2. . . . , xN ): y = Agg(x1, x2, . . . , xN ) that satisfies:

1. Agg(x) = x.
2. Agg(a, a, . . . , a) = a.

In particular, Agg(0, 0, . . . , 0) = 0 and Agg(1, 1, . . . , 1) = 1
(or Agg(255, 255, . . . , 255) = 255).

3. min(x1, x2, . . . , xN ) ≤ Agg(x1, x1, . . . , xN )) ≤ max(x1, x2, . . . , xN .

Here min(x1, x2, . . . , xN ) and max(x1, x2, . . . , xN are respectively the minimum
and the maximum values among the elements of (x1, x2. . . . , xN ). All other prop-
erties may come in addition to this fundamental group. For example, if for every
permutation ∀σ ∈ SN of {1, 2, . . . , N} the AO satisfies:

y = Agg(xσ(1), xσ(2), . . . , xσ(N)) = Agg(x1, x2, . . . , xN ),

then it is invariant (symmetric) with respect to the permutations of the elements
of (x1, x2, . . . , xN ). In other words, as far as means are concerned, the order of
the elements of (x1, x2, . . . , xN ) is - and must be – completely irrelevant.

We list below a few particular cases of means:

1. Arithmetic mean (K(x) = x): Mean(x1, x2, . . . , xN ) = 1
N

N∑
i=1

xi.

2. Geometric mean (K(x) = log(x)): Geo(x1, x2, . . . , xN ) = N

√(∏N
i=1 xi

)
.

3. Harmonic mean (K(x) = x−1): Harm(x1, x2, . . . , xN ) =

(
1
N

N∑
i=1

x−1i

)−1
.

4. One-parametric family quasi arithmetic (power or Hólder) means corre-

sponding to the functionsK(x) = xp: Hold(x1, x2, . . . , xN ) = p

√(
1
N

N∑
i=1

xpi

)
.

This family is particularly interesting, because it generalizes a group of com-
mon means, only by changing the value of p.

A very notable particular cases correspond to the logic functions (min,max,
median): y = Min(x1, . . . , xN ), y = Max(x1, . . . , xN ), y = Med(x1, . . . , xN ).

When filters 5–7 are modified as follows:

ŝ(i, j) = Agg [f(m,n)] ,
(m,n)∈M(i,j)

(8)

we get the unique class of nonlinear aggregation filters [8–11].
In this work, we are going to use aggregation operator to the Heronian (ex-

tended) data. Let (x1, x2, . . . , xN ) be an N -tuple of positive real numbers.
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Definition 2. The following generalized aggregations

HeronAggI2(x1, . . . , xN ) = Aggi≤j
{√

xixj
}
, (9)

HeronAggII2 (x1, . . . , xN ) =
√

Aggi≤j {xixj} (10)

are called the Heronian aggregations of the first and second kinds, respectively.

Here, we want to generalize Definition 2 by summarizing up the k-th roots
of all possible distinct products of k elements of (x1, . . . , xN ) with repetition.
The number of all such products is CkN+k−1 = MHk. They form the Heronian
(extended) data. This determines the following definitions:

HeronAggIk(x1, . . . , xN ) = Aggi1≤i2≤···≤ik {xi1xi2 · · ·xik} , (11)

HeronAggIIk (x1, . . . , xN ) = k

√
Aggi1≤i2≤···≤ik {xi1xi2 · · ·xik}. (12)

5 Heronian aggregation filters

Now we modify the classical mean and median filters (4) in the following way:

ŝ(i, j) = HeronAggIk

[
fr1(i,j), f

r2
(i,j), . . . , f

rk
(i,j)

]
=

(m,n)∈M(i,j)

HeronAggIk

[
fr(i,j)

]
=

r=1,2,...,N

= Aggr1≤r2≤...≤k

{
k

√
fr1(i,j), f

r2
(i,j), . . . , f

rk
(i,j)

}
, (13)

ŝ(i, j) = HeronAggIIk

[
fr1(i,j), f

r2
(i,j), . . . , f

rk
(i,j)

]
=

(m,n)∈M(i,j)

HeronAggIIk

[
fr(i,j)

]
=

r=1,2,...,N

= k

√
Aggr1≤r2≤...≤k

{
fr1(i,j), f

r2
(i,j), . . . , f

rk
(i,j)

}
, (14)

for the generalized Heronian aggregating filters of the first and the second kinds,
respectively. In particular case (k = 1) we get the unique class of nonlinear
aggregation filters [8, 9].

6 Experiments

Generalized aggregation Heronian filtering with Agg = Mean, Med has been
applied to noised 256 × 256 gray level images “Dog” (Figures 1b, 2b). The de-
noised images are shown in Figures 1–2. All filters have very good denoising
properties. This fact confirms that further investigation of these new filters is
perspective. Particularly, very interesting is a question about the types of noises,
for which such filters are optimal.
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7 Conclusions

We suggested and developed a new theoretical framework for image filtering
based the Heronian mean and median. The main goal of the work is to show
that Heronian mean and median can be used to solve problems of image filtering
in a natural and effective manner.
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Appendix. Figures

a) Original image b) Noise image, PSNR = 21.83

c)
MeanHeron, PSNR = 32.364

d)
MedHeron, PSNR = 31.297

Fig. 1. Original (a) and noise (b) images; noise: Salt-Pepper; denoised images (c)–(f)
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a) Original image b) Noise image, PSNR = 28.24

c)
MeanHeron, PSNR = 31.293

d)
MedHeron, PSNR = 29.531

Fig. 2. Original (a) and noise (b) images; noise: Laplasian PDF; denoised images (c)-(f)

63



Imitation of Human Behavior in 3D-Shooter Game 

Makarov Ilya, Tokmakov Mikhail, Tokmakova Lada 

National Research University Higher School of Economics,  

Department of Data Analysis and Artificial Intelligence 
iamakarov@hse.ru  

matokmakov@gmail.com 

lrtokmakova@yandex.ru 

Abstract. There are many algorithms for 3D-shooter game artificial intelligence 

that are based on automatic target recognition with the help of ray casting, script-

based event systems and many others. In such models game agents have an ad-

vantage over human player because computers do not need time for enemy recog-

nition and target aiming processes. The main goal of our research is to imitate a 

realistic enemy player under PC control, which acts similar to a human reaction. 

We consider such aspects of shooter in-game processes as visual recognition of 

players, the delay for the response on each game event and distributed strategies 

of decision making. The paper presents method of visual recognition of player's 

3D-model with the use of geometry knowledge of the three-dimensional maze 

and target sighting with respect to human motor reflexes. The implementation is 

made in Unreal Engine 4, which provides large variety of methods for program-

ming game agents. 

Keywords: Game Artificial Intelligence, Neural Network, Visual Recognition, 

Sparse Network of Winnows, Boosting, Rule-based Systems. 

1 Introduction 

Entertainment industry provides a vast variety of different games, every time attempt-

ing to improve realism of virtual world. It involves modeling of an enemy under auto-

matic computer control (so called, BOT) having reaction that is similar to human reac-

tion. In fact, the user has to spend some time for enemy visual recognition, and adapt 

motor reflexes for target sighting of proper level. These circumstances together with 

the use of ray-casting algorithms allow an enemy to obtain immediate perfect target 

aim without even small time delays and sighting errors.  

Multiple algorithms are presented to compensate BOT supremacy over human 

player, such as simulated time delay to fire back, bad accuracy during shooting process, 

almost infinite health level and infinite regeneration of human player and many other 

methods to retain balance between entertainment and game challenge in virtual world. 

We focus on creating game artificial intelligence agent for a 3-D shooter game imitating 

human-like behavior. 

The article represents a new approach to the problem of creating realistic game agent 

for 3D-shooter. We try to find a solution to the inverse problem using machine and 
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neural learning algorithms to obtain maximum likelihood estimators of target correc-

tion parameters and enemy detection. We also make statistical experiment to find cor-

responding clusters of such delays relative to skill-level of human player. 

Implementation is made using modern technologies of game agent modeling, which 

allow us to combine different schemes and algorithms into one common behavior tree 

algorithm, saving the properties of complementarity and interchangeability of the indi-

vidual modules for decision making models and different visual recognition patterns. 

The Blueprints visual scripting system in Unreal Engine 4 is a complete gameplay 

scripting system based on the concept of using a node-based interface to create game-

play elements from within Unreal Editor.  

With the use of Blueprints, programmers can implement and modify any gameplay 

element: 

 Gameplay conditions and rules.  

 Developing diverse meshes and Materials or character customization.  

 New camera perspectives and change dynamically the camera view.  

 Items - weapons, pickups, med kits, triggers, and others.  

 Environments - create procedurally-generated items.  

Blueprints combine the best properties of previous AI models and propose sufficient 

interface to create complex models in short time. 

Finally, we may say that developers frequently use existing models of computer 

player's behavior, which sometimes do not allow to achieve sufficient realism. In dif-

ferent games we may have texture issues, bad organized respawn, wanton shooting and 

the worst – disadvantage of human player in comparison with game AI due to wide-

spread usage of engine algorithms in decision making algorithms. Our work is an at-

tempt to form our own pattern of AI, which will combine human and machine visual 

perception and decision making models to implement human-like BOT. 

Real-time game play has always been major setback for AI in video games. If the 

action continues arbitrary long, there will be no time to compute all possible actions 

and future states. In order to achieve diverse BOT difficulty levels a specific model 

should be constructed, providing computational part for:  

 Confidence intervals for time delay and sighting accuracy using grade of visual 

recognition; 

 Target sighting on fire recognition with adjusted parameters; 

 Statistical model for the curves of the first (initial) and the second (correction) tar-

geting accuracy and delays; 

 Adaptation of shooting process with respect to recoil; 

 Rule-based decision making system for priority actions with respect to a map of 

game events. 

The first part of the paper is brief review of existing games. We analyze the history of 

BOT developing and snow minuses of automatically visual recognition. The second 

part of the article considers methods of image processing with the help of geometry 
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knowledge of three-dimensional maze. We present a statistical prediction model to ob-

tain possible dangerous directions where an enemy appearance may occur more fre-

quently and we organize some data structure to process these frequencies as priority 

goals for decision making module. The third part of our article describes basic algo-

rithms of visual recognition and their applications to our problem relative to practical 

success in terms of time complexity and percent of successful enemy recognition. We 

deal with the description of samples’ properties, and use neural network for frequencies, 

obtained from the geometry of a maze, to increase the possibilities for enemy recogni-

tion in dangerous zones. It does improve the quality of recognition in difficult places 

such as corners, box’s covers, and does not affect for enemy recognition in front of a 

player, where the recognition method gives good results by itself. The next part of the 

paper deals with the decision making model and represents a combination of two men-

tioned above approaches into one AI algorithm. The article ends with the description 

of gaming process. 

2 Brief Review of Existing 3D-shooters 

The first “3-D action” was created in 1992 with the use of «Wolfenstein 3D» engine. 

The game has the same name, and visualization of 3D map and models was achieved 

by ray casting. This method emits one ray for each column of pixels, evaluates to see 

whether it has intersection with a wall and draws textures creating a one-dimensional 

Z-buffer. The game has widely popularized the genre on the PC and has found the basic 

run-and-gun type for many subsequent first-person shooter games (FPS games). 

The game mentioned above was not as popular as its analog “Doom”, which was 

developed in 1993. It was based on «Doom engine», which belongs to the same series 

of engines like «Wolfenstein 3D». In comparison with Wolfenstein 3D the Doom en-

gine includes such features as non-perpendicular walls, full texture mapping of all sur-

faces, dynamic platforms and floors.  In addition to ray casting the BSP tree technology 

created by Bruce Naylor was used. The lifelike environment was achieved by using the 

stereo sound system, which made it possible to quickly determine the direction and 

distance of a sound effect made by an enemy or occasional environment event. The 

player has to be on guard while he hears monsters’ roars, and receives additional 

knowledge to find new areas in the form of sounds of some door which open remotely. 

Enemies can also become aware of the player's presence by hearing distant gunshots. 

There were also popular features of the Doom engine, such as the ability to create cus-

tom scenarios contributed significantly to the game's popularity. 

It was the first step of FPS gameplay evolution. Nowadays the market of computer 

games is overcrowed. An artificial intelligence of many shooters has several shortcom-

ings because developers concentrate more efforts on visual effects and entertainment, 

whereas BOT action can be not realistic. We shall now move to brief review of several 

modern games relative to artificial intelligence models and their properties in the con-

text of setting goals for BOT.  

One of the most popular FPS games, "Call of duty: Ghosts", was published in 2013 

[1]. Despite the high-quality graphic and large variety of cinematic effects CoD series 
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continued modern tradition to publish AAA projects without sufficient testing proce-

dures. One's virtual players can shoot the ceiling trying to kill enemies, which are on 

the floor above. Also, some adversaries can rest against the wall and not notice User in 

two steps. There is also a famous bug migrating in the CoD series: after the player’s 

death reloading last checkpoint activates all enemy AIs without even appearing of 

player in the viewing angle. Some bugs appeared from wrong scripts, but many others 

involve low-level command block and determined algorithms, which do not cover all 

gameplay opportunities. One of the things that were highlighted during the Call of duty: 

Ghosts presentation was the feature that fish AI moves out of the way when user gets 

close. Actually, this feature is not even an innovation — it was nearly 20 years old!  

The so-called "NextGen" notion for next generation of games is apparently relevant 

only for the graphical part of the games, but the vision of AI models is in creating tools 

for different games and simple developer kit but not for peculiar game properties. 

"Counter-Strike: Global offensive" was developed in 2012. BOTs' interaction with 

outside world is not realistic in some cases, for example, enemies can jump from the 

second floor and their level of health will not change. However, to support the many 

community-created maps, CS:Source and CS:Global Offensive include an automatic 

mesh generation system. The first time you play a custom map with BOTs, the genera-

tion system will build a .nav file for that map. Depending on the size and complexity 

of the map, this process may go for a few minutes to a few hours.  

The following steps occur during Navigation Mesh generation:  

 Starting at a player spawn point, space for walking is sampled by "flood-filling" 

outwards from that spot, searching for adjacent walkable points  

 Right-Angled Navigation Areas are built from the sampled data  

 Hiding and Sniper spots are computed  

 Encounter Spots and Approach Points are calculated (this can take awhile)  

 Initial Encounter areas are computed  

There are general mesh problems, for example, extraneous areas on stairs and ramps, 

railings, preventing excessive jumping, dealing with rotating doors. 

BOTs will sometimes try to walk through the opened door brush from one nav area 

to another and get stuck.  

Although mesh navigation had leading positions for a few years there were many 

issues with moving scene, extreme position cases, so a new concept for programming 

BOT action has appeared. 

Summing up, we see that automatically enemy detection can lead to different types 

of errors in shooter games. It does not represent realism, for instance, identification of 

enemies through the walls and appearance of BOT in textures. The research aims to 

create own detection module in order to avoid mentioned above mistakes. 
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3 Geometry 

We created BOT in Unreal Engine 4. The order of its actions depends on the objects 

encountered on its way. The appearance of the virtual player is a template shown in the 

picture: 

 

 

 

Fig. 1. Screenshot of BOT 

We consider the one-story maze with the following objects: 

 Walls 

 Doorways 

 Boxes 

 Columns 

The order of BOT’s actions is a priority queue, which is denoted by 𝑆. When our virtual 

player faces the corners in the maze, 𝑆 updates. All mentioned above objects have sev-

eral corners. First of all, we calculate automatically mesh navigation to determine cor-

ners and separate possible fast scene changing. Then we process the queue considering 

a set of neighbors: 

1. finding element with maximal priority 

2. recalculating danger zones with respect to impact of neighbors by geometrical close-

ness with respect to mesh navigation 

3. comparing the first K queue elements by using decision making module. 

The constructed model allows us to separate geometrical combination of danger zones 

by Euclidian distance and different priorities in BOT reaction. 
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Let's look at an example illustrated in the picture: 

 

Fig. 2. Around the corner 

We obtain the event “look around the corner” skipping visual recognition of the objects 

as if we already know them. We find out similar events with nearby distance from the 

current corner and include them in our calculations. The situation is separated by three 

simple steps. The first of them is the case in which BOT meets the nearest corner (the 

right side of the doorway). Then we process boxes as consequent corners in our model 

with respect to their priority and distance. The probability to turn on the angle X from 

0 to 90 degrees with respect to the right wall is represented by density functions. A little 

circle represents BOT position. 

 

            
 

 

              
 

 

Fig. 3. Processing priority queue when looking around the corner 

The obtained density functions represent the process of visual recognition of objects 

when we search for an enemy but have to spend some time on processing object’s 

shapes. Using geometry knowledge we reduce amount of time on visual recognition of 

objects using its statistical equivalent to find dangerous zones as equivalent of compar-

ing visual images of objects and an enemy. 
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𝜋

2
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4 Visual Recognition 

Visual recognition is the assignment of given pictures to a particular class of objects 

with the help of known methods of classification. We implement three standard steps 

of it: 

 The converting of the source image to the initial idea; 

 The extracting characteristic values of recognition; 

 The classification of the image to a certain class with the use of the classifier. 

In our work we consider three basic approaches to the visual recognition: 

 

 Heuristic methods [2, 3] 

○ Full heuristic model. Expert compiled a set of rules that describe the image of 

the object (built model), according to which detection is produced. 

○ Search for characteristic invariant attributes. It is the description of character-

istics of the object, which are invariant with respect to possible distortions 

(lighting changes, rotation, scaling). 

 Method of pattern matching. It is the creation of a template for the image of the 

whole object or its characteristic features. The pattern can be a complicated struc-

ture and allows for different deformations and transformations. This approach al-

lows implementation in real time. 

 Methods of learning by precedents. The model is automatically built on the set of 

images of an object compiled beforehand from the possible input data of the system 

[4, 5, 6, 7]. 

The latter approach is the most interesting for us, because results of testing process 

show that such methods are more appropriate, so let’s consider the last approach in 

detail. It consists of two units: converting the image into a feature vector and classifi-

cation. The former means the most complete and informative representation of an im-

age in the form of a numerical vector. The latter fact implies the verification of hypoth-

esis accessories image to the class object images based on the observation that is the 

feature vector.  

Denote a feature vector for 𝑥 ∈ 𝑋 ⊆ 𝑅𝑛 - the description of the object, which is out-

put of the conversion unit. Class will be called a subset 𝐾𝑦 = {𝑥 ∈ 𝑋, 𝑦∗(𝑥) = 𝑦} of the 

set 𝑋, 𝑦 ∈ 𝑌 ⊆ 𝑍 – the set of the class markers. We will view the case of binary classi-

fication (the image is an image of the desired object or the image is an image of anything 

else), consequently 𝑌 = {−1;  1}. 𝑦∗(𝑥) – the mapping, which is defined for all 𝑥 ∈ 𝑋 

and is specified the partition into subsets 𝐾𝑦. It is worth noting that classes 𝐾𝑦 can over-

lap, because the feature vector is only a description of an object’s attributes, and two 

different images can have the same specifications. The training set is pairs of precedents 

𝑇 = {(𝑥1, 𝑦1), … , (𝑥𝑙 , 𝑦𝑙)}: 𝑦∗(𝑥𝑖) = 𝑦𝑖 . 𝑖 = 1, 𝑙. 
For the application of classification algorithms and pattern recognition we make the 

following hypothesis: the set 𝑋 × 𝑌 is a probability space with probability measure 𝑃, 
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precedents (𝑥1, 𝑦1), … , (𝑥𝑙 , 𝑦𝑙) appear randomly and independently in accordance with 

the distribution 𝑃. 

The task of classification is to build the function 𝐹(𝑥), which approximates the map-

ping 𝑦∗(𝑥) with the help of the training set. 

Let’s consider several methods of learning by precedents, which we tested in our 

work. 

4.1 Bayesian Classification Methods 

The first method is the principle of posteriori probability maximum [8]. It is based on 

following hypothesis: 

 𝑋 × 𝑌  is the probability space with probability measure 𝑃 , precedents 

(𝑥1, 𝑦1), … , (𝑥𝑙 , 𝑦𝑙) appear randomly and independently in accordance with the dis-

tribution 𝑃. 

 We know density distributions of classes 𝑝𝑦(𝑥) = 𝑝(𝑥|𝐾𝑦), 𝑦 ∈ 𝑌, which we will 

call likelihood functions. 

 We know the probability of occurrence of each object from classes 𝑃𝑦 = 𝑃(𝐾𝑦), 𝑦 ∈

𝑌, which we will call the priori probabilities. 

Decision rule can be written in the following form: 

𝐹(𝑥) = 𝑎𝑟𝑔 max
𝑦∈𝑌

𝑃(𝐾𝑦|𝑥) = 𝑎𝑟𝑔 max
𝑦∈𝑌

𝑝𝑦(𝑥)𝑃𝑦                                       (1) 

The second method is called Bayesian networks [9]. This approach is based on the 

combination of the principle of posteriori probability maximum with graph theory. The 

idea is to create a graph with vertices corresponding to any component of the feature 

vector, and edges indicating a causal relationship. 

4.2 Classical Neural Networks 

The main idea is the serial conversion of a signal with the elementary functional ele-

ments (neurons), operating in parallel [10]. The basic principle of neural network con-

figuration is to use optimization methods to minimize the mean square error. Also, the 

neuron networks are capable of retraining.  

4.3 SVM - Support Vector Machine 

The SVM algorithm constructs a linear separating surface (hyperplane), equidistant 

from the convex hulls of the classes, convex hull is based on the precedents [11]. If the 

hyperplane does not exist (classes are not linearly separable), sound conversion will 

apply for nonlinear classification, which projects 𝑋 in the space of higher dimension, 

probably, infinite. The algorithm for constructing the classifier is reduced to the prob-

lem of quadratic programming. The solution of this task will be unique and the found 

extremum will be global. 
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4.4 SNoW - Sparse Network of Winnows 

Sparse network of Winnows is a special type of neural networks [12]. The network 

consists of two (the number of possible classes) of linear neurons associated with the 

feature vector components. Geometrically, SNoW consists in two hyperplanes in the 

space of feature vectors. Vector belongs to the class, corresponding to which the hyper-

plane is the closest. The resulting separating surface is thus a hyperplane in the original 

space 𝑋.  

4.5 Classifier Boosting 

This approach combines primitive classifications into one stronger method. The main 

idea is an iterative minimization of a convex functional classification error. Boosting 

attempts to project the original data into a space where the classes are linearly separable. 

4.6 Results 

In our research we obtained the following results, using data from demorecords of mul-

tiplayer game sessions: 

 SNoW and boosting distinguish the highest percentage of correct detections, about 

94% [13, 14]; 

 SVM, SNoW and boosting provide high speed of recognition; 

 SNoW and boosting have low level of the second kind error. 

The correctness of visual recognition was manually checked. Thus, at the current level 

of experiment the most appropriate method for our problem is the combination of two 

methods: Sparse network of Winnows and Classifier boosting.  

The picture below represents the result of visual recognition unite, using classifier 

boosting.  

 

Fig. 4. Result of visual recognition 
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In this situation there are two objects, which can be recognized as enemies: the virtual 

player and its shadow. But the geometry unit defines that the latter is on the floor, so 

AI focuses only on the first one. 

5 Decision Making Model  

In the most basic games, there was simply a lookup table for what was currently hap-

pening and the appropriate best action. In the most complex cases, the computer would 

perform a short minimax search of the possible state space and return the best action 

[15]. The minimax search had to be of short depth since the game was occurring in real-

time.  

We use the blueprints visual scripting system in Unreal Engine 4 [16, 17]. The node-

based interface allows us to create the maze with different objects (for instance, boxes, 

doors). Also, this concept gives an opportunity to make any appearance of BOT and to 

determine the direction of the eye with the help of a camera-element. The virtual player 

is the combination of several blueprints, each of which corresponds to the certain ac-

tion: moving, shooting, behavior during shooting and search for enemies.  

We focus on a rule-based system (RBS) [18, p.169] to identify simple situations and 

make a choice for a complex processes as a tuple of simple rules. RBS works with 

instructions and the interpreter. In our case, rules are oriented tree structures. Let’s dis-

cuss the short list of game events: 

1) Walking 

a) Bypassing and Search 

b) Moving toward some point in the maze 

c) Finding cover 

2) Shooting 

a) Sighting 

b) Opening fire 

c) Correction relative to recoil and motor reflexes 

3) Visual recognition 

a) Recognition of objects 

b) Recognition of dangerous zones 

c) Recognition of enemy 

The simplest set of rules may be the following: 

 1𝑎) ∧ 1𝑐) → 1𝑎) (just bypassing) 

 1𝑎) ∧ 3𝑏) → 2𝑎) ∧ 1𝑏) (accurate obstacle avoidance) 

 1𝑎) ∧ 3𝑐) → 2𝑎) ∧ 2𝑏) ∧ 2𝑐) (shooting after enemy recognition) 

We give only a superficial representation of these rules, which are much more compli-

cated when we go into details with respect to implementation in game engine. 

Rule based system allow us to implement the neural network method when we have 

to choose another rule with the same premise, for example, if we have a rule: 

73



 

1𝑎) ∧ 3𝑐) → 1𝑏) ∧ 1𝑐)      (2) 

This rule should be used, if a player has low health and his chance to win against 

enemy is almost zero, so he should hide and create an ambush for an enemy. 

If we have time-limit and command should defend some place we should use the 

following rule: 

1𝑎) ∧ 3𝑐) → 1𝑏) ∧ 2𝑏)      (3) 

So we will distract an enemy or sacrifice player to win some time for a command. 

In a real game the player chooses different rules depending on his psychological 

temper, emotions or calculations, so it is really a good place to use learning techniques.  

For each type of game we produce rules, which say whether or not player achieve 

his current goal and increase a part of command goal for this game. Of course command 

goal has greater priority, but in fact, in each situation the player decides without hesi-

tation operating with current situation and parameters from visual recognition. 

Formal Concept Analysis methods are used to find out a basis of rules (implications) 

when we have a non-empty intersection of premises.  Machine Learning is used to find 

weight combination for rules, which have the same premises.  

Model of neuron networks can be applied to univariate and multivariate analysis. In 

our work using neuron approach is appropriate to imitate personal and team player’s 

goals. One player worries about its level of health; also, it is interested in winning. 

These two ideas characterize its behavior during the game; it means that the following 

situation is possible: BOT may decide to shoot and be with the low level of its health, 

because it will win. But, when we consider team game, BOT will not risk by it-self, it 

will defend, possible, shoot or run away. This case of game is complicated, but we can 

divide it into several simple cases, each of them is the same as for personal game. That 

is why neural networks can successfully reflect behavior of players in shooter. 

6 Process of Gaming 

Process of gaming starts with visual recognition. As far as BOT defines an enemy with 

certain threshold probability or after enemy fire identification, it starts to aim. Given 

that X is the horizontal rotation change speed, and Y is the vertical. The relative error 

depends on the angle between BOT’s rotation movements and direction on the target, 

and the sign of this angle. It also depends on X-speed and Y-speed: the stronger the 

need to change the speed of rotation change, the greater the relative error will occur. 

Let’s consider two situations of possible targeting. In both examples visual recogni-

tion shows the place of the enemy. Also, we can see the rotation of BOT, which de-

scribes by means of the sum vector of X and Y. Black circles shows the approximate 

trajectory of aiming which is close to the human response to the detection of the adver-

sary. The figure 5 represents the situation in which the direction to the target is opposite 

to the BOT rotation, therefore the relative error will be very high. 
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Fig. 5. Example 1 

The figure 6 displays the case in which the direction to the goal and the rotation are the 

same; consequently, the relative error will be rather low. 

 

Fig. 6. Example 2 

So, we divide aiming by three phases: 

 inertia during recognition, 

 instant aiming, 

 braking or correction near the goal, 

and include them in our model. 
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7 Current Progress and Conclusions 

We have stated game AI model and test it manually on demorecords. We will provide 

statistical parameters from experiment on one enemy at three-dimensional maze with 

over 500 different positions of players. In the current state we are verifying the param-

eters to identify the dangerous zones and we proceed with the comparison of the meth-

ods of visual recognition to apply for our model. RBS is now constructed automatically 

using Unreal Engine 4 and we recalculate bases of implications for every addition of 

new rules block. The system is flexible enough to extend to a new rule and to recalculate 

parameters of neural networks for a problem of rule choice with similar premises. 

The following picture represents the current work of our AI: 

 

Fig. 7. Looking around the corner 

The BOT AI can decide in which direction it will move on. Bright green arrows (1, 5) 

show that appropriate routes are the most probable, whereas red arrows (6, 7) corre-

spond to the least probable paths. Yellow cursors (2, 3) display that such directions are 

possible, but the probability is not very high. 

We aim to implement the blueprint, which will correspond to target sighting with 

adjustments. At the current progress we test the model of targeting with respect to ded-

icated case of one moving enemy at scene, but we will continue to verify this module 

with many enemies and partial recognition cases after completing results on the best 

visual recognition models.  
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Abstract. Values and attitudes towards the regional integration process of the 

Russian political elites are considered as an indication of what regional integra-

tion (RI) tends to be and how it evolves over time. This paper suggests how to 

systematically grasp and integrate elite’s attitude into the analysis of RI by 

means of text network analysis. The text network analysis allows one to visual-

ize the meanings and agendas present within political manifests which are sup-

posed to reflect values and attitudes towards RI of the local political elite. 
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1 Introduction 

This paper is a part of PhD thesis aimed at constructing a so-called System of Indica-

tors of Regional Integration in Russia. Values and attitudes towards the regional inte-

gration process of the Russian political elites are considered as an indication of what 

regional integration tends to be and how it evolves over time. One of the shortcom-

ings of conventional approaches is insufficient and unsystematic consideration of 

political elite's attitude towards regional integration and decision-making in this field. 

The question how to systematically grasp and integrate elite’s attitude into analysis 

remains open. 

In comparative politics measuring the attitudes of the political elite is often under-

taken either by expert surveys or by the analysis of political manifests [De Lombaerde 

P. et al., 2011]. Our interest lies in researching the political manifests – a regional 

strategy reflects opinion of a local authority, like a party manifest directly reflects 

opinion of a political party.  

Research questions are those related to monitoring and analyzing regional integra-

tion process. How do regions cooperate? What forms of integration emerge within the 

selected regions? What problems / challenges does integration impose? Which indus-

tries are mainly affected by integration process? How do regions choose their region-

partners? What is beyond the choice? 
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2 Background 

From theoretical perspective this paper is supposed to contribute to the investigation 

of values and attitudes towards the regional integration process that are represented in 

political manifests. This topic is covered in particular by: 

(1) Comparative Manifesto Project (CMP) maintained by Manifesto Research 

Group. Their purpose is to discover party stances by quantifying their statements and 

messages to their electorate, method used is quantitative content-analysis [CMP, 

2014];  

(2) Leontief Center’s Study of Russian Regions’ Strategies aimed at, among other 

things, building a classification of regional strategies based on their content, method 

used is expert review and content-analysis [Zhikharevich B. et al., 2013]; 

(3) Philippe De Lombaerde from United Nations University, Institute on Compara-

tive Regional Integration Studies (UNU-CRIS) and his team who employing multi-

disciplinary approach in developing quantitative and qualitative tools to monitor re-

gional integration process [De Lombaerde P. et al., 2011]. 

3 Method 

From methodological perspective this paper applies an approach which combines two 

methods - comparative text-mining and graph analysis – “text network analysis”. The 

text network analysis allows one to visualize the meanings and agendas present within 

political manifests. This approach outputs a graph of relations between key terms 

where each node represents a term and edges express logical associations between 

terms.  

Putting it in a general scenario of social networks, the terms are taken as people 

and the segments of text as groups on LinkedIn or Facebook, and the term-document 

matrix can then be taken as the group membership of people. Several notions of co-

occurrence have been used in the literature to group words [Saeedeh M. et al., 2010]: 

document-wise/sentence-wise /window-wise/syntax-wise co-occurrence. We build a 

network of terms based on their co-occurrence in the same text segments (paragraphs) 

extracted from the documents in the course of expert review. There is an edge be-

tween two terms if they appear in the same text segments (paragraphs). The weight of 

an edge is its frequency [Batagelj V. et al. 2002, Polanco X., 2006]. Such a network 

(or conceptual map [Chernyak Е. et al., 2014]) visualizes logical associations between 

concepts presented in the political manifests. 

1. Establish text corpus and transform it 

Data to analyze is regional strategies of socio-economic development as a central 

and most capacious source of information about political elite’s views on regional 

integration process. We are interested in 6 Russian regions situated alongside the 

Moscow – St Petersburg transport corridor: Moscow, Moscow region, Tver’ region, 

Novgorod region, Leningrad region, St Petersburg. Their strategies are studied. There 

may exist a wide range of other official documents on regional integration but unfor-
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tunately we are not able to cover all of them, so we decided to limit our sample by 

regional strategies only. 

Using Atlas.ti (qualitative data analysis software) we establish text corpus and re-

trieve those text segments (paragraphs) from the regions’ strategies which refer to 

regional integration process, refine it in a specific way then (lemmatization, filter 

stopwords, punctuation and numbers removing, etc.). 

2. Explore text corpus (igraph & tm packages) 

Text network analysis is performed with R [Yanchang Zhao, 2012], specifically, 

with packages {igraph} and {tm} (provides functions for text mining). We build a 

document-term matrix, after that, it is transformed into a term-term adjacency matrix, 

where the rows and columns represent terms, and every entry is the number of con-

currences of two terms, after that, frequent words and their associations (fast-

greedy.community) are found from the matrix.  

3. Visualization 

Finally, we visualize the result by means of {igraph} package in R environment: 

(1) plot the graph to show the relationship between frequent terms (graph.adjacency, 

layout = layout.fruchterman.reingold, delete.edges), (2) dendrogram (dendPlot).  

4 Results 

First we review general graph statistics. Snapshot of the network metrics is in the 

table following (tab.1). Volume of the strategies varies from 396 vertices for Moscow 

region to 800 vertices for Tver’ region. Function assortativity.degree uses vertex de-

gree (minus one) as vertex values. The coefficient throughout the corpora is negative 

suggesting that the connected vertices tend to have different degrees. Centralization is 

a general method for calculating graph-level centrality score based on node-level 

centrality measure. Novgorod region’s strategy is that one having most centralized 

structure (centralization degree of 68% of its theoretical maximum). We also arrive at 

the conclusion that there is a substantial amount of centralization in the Moscow re-

gion’s strategy.  In general, the power of individual terms varies rather substantially, 

and this means that, overall, positional advantages are rather unequally distributed in 

each strategy. The global version of clustering coefficient (function transitivity) indi-

cates that the degree to which nodes in a graph tend to cluster together is relatively 

low. This makes sense since we removed from the graphs singular edges for the sake 

of simplicity (here we refer to a parameter n which is discussed below). Fastgreedy 

algorithm identifies from 6 to 10 communities in the graphs with moderate modulari-

ty. As we can see from the table 1 the graphs are quite similar in terms of their math-

ematical conception. Much more insightful and interesting results come from analysis 

of the networks’ content. 
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Table 1. Graphs’ key metrics1 

 
 

To demonstrate some examples for applying the strategies to study regional inte-

gration the graphs following are built (fig.1). They are based on the strategy of St 

Petersburg. The graph (fig.1,a) is crowded with many vertices and edges, it represents 

most of the ideas we can find in the strategy. To simplify the graph we remove insig-

nificant terms. With function delete.edges, we remove edges which have weight less 

than a certain value. To do it in our experiment we introduce a parameter n referring 

to a number of text segments (paragraphs) where a certain term appears. After remov-

ing edges, some vertices become isolated and are also removed. The produced graph 

is on fig.1,b. The interpretation is that we exclude from the scope of analysis most 

rare and random concepts. 

Let us set n equal to 8. The resulting graph on fig.2,a is crowded with many verti-

ces and edges, we can interpret it at some extent but we need to get more precise pic-

ture. We identify vertices whose removal increases the number of connected compo-

nents in the graph. They are: city, petersburg, development, etc. To simplify the graph 

and find relationship between terms beyond the selected keywords, we remove major 

articulation points (or alternatively those terms whose removal, we expect, will lead 

to a result we are looking for) so that the layout is rearrange and new concepts and 

links between them are revealed. We see that some of the articulation points are not 

necessarily meaningful but just the highly frequent words carrying less meaning than 

those with a moderate or low frequency and are thus not very valuable to explore.  

 

 

                                                           
1  SP = St Petersburg, M = Moscow, LO = Leningrad region, NO = Novgorod region, TO = 

Tver’ region, MO = Moscow region 

SP M LO NO TO MO

Number of vertices vcount 737 463 490 491 800 396

Number of edges ecount 5039 2311 2517 2913 7296 1897

Assortativity assortativity.degree -0.25 -0.34 -0.32 -0.24 -0.31 -0.29

Transitivity transitivity 0.19 0.22 0.16 0.21 0.22 0.16

Average path length average.path.length 2.54 2.64 2.48 2.43 2.52 2.58

Graph density graph.density 0.019 0.022 0.021 0.024 0.023 0.024

Centralization Degree centralization.degree 0.49 0.41 0.52 0.68 0.48 0.68

Centralization Closeness centralization.closeness 0.54 0.48 0.53 0.67 0.50 0.61

Centralization Betweenness centralization.betweenness 0.30 0.30 0.27 0.55 0.19 0.39

Eigenvector Centrality Scores centralization.evcent 0.92 0.91 0.92 0.92 0.91 0.92

Diameter diameter 13 10 13 13 10 14

Number of communities (best split) fastgreedy.community 6 6 10 8 8 8

Modularity (best split) fastgreedy.community 0.40 0.49 0.35 0.38 0.32 0.38

Strategy
Parameter {igraph} function
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Fig. 1. Example of graph evolution (a – initial graph; b – truncated graph) 

Next, we try to detect communities in the graph. Graph community structure is cal-

culated with the fastgreedy algorithm [Kincharova A., 2013]. The nodes that cluster 

together (communities) are shown with the same color on fig. 2, indicating contextual 

proximity of the terms used. The communities tell us that the local authorities focus 

quite heavily on patterns of spatial development , unique role of St Petersburg and its 

attractiveness for migrants, close association between the City and Leningrad region, 

etc. 

 

Fig. 2. Graph improvement by managing articulation points (a – initial graph; b – refined 

graph) 

We can also have a further look at which terms colocations are most frequent in 

each strategy (fig.3). Parameter n tells us how many times the plotted collocations 

appear. Parameter n is a lower bound of the frequency, that is, collocation «Moscow – 
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St Petersburg» appears not less than 33 times in different text segments within Tver’ 

region’s strategy. Each strategy mentions those regions more frequently which are 

supposed to be their main partners.  

 

Fig. 3. Most frequent terms colocations 

Plots for Moscow region and Leningrad region suggest that the development of the 

two regions is strongly connected to two largest Russian cities that they surround. For 

instance, the Leningrad region strategy suggests strong spatial planning on territories 

adjoined to St Petersburg. The Moscow region strategy repeatedly highlights im-

portance of Moscow and its agglomeration. 

5 Concluding remarks 

Given the work-in-progress style of our study, it has a number of weaknesses; among 

them is a lack of the comparative perspective. A solution might be to build a network 

of text segments (paragraphs) based on the terms shared by them (two-mode net-

work). Alternatively, we would probably arrive at some interesting insights if could 

put a network on another one to see joint term clusters and terms-outliers [Ermakov 

A. et al., 2002]. We appreciate the more sophisticated models use phrases or n-grams 

instead of words and this also could be a possibility to improve our analysis. These 

basic tools implemented here are only the beginning of possibilities for applications 

of TNA. It is worth noting that we were not meant to provide an extension of the base 

technology of computer-supported TNA but suggest an example of its practical im-

plementation in social science. 

The text-mining approach combined with graph theory appears to be a valuable 

method for extracting elite’s attitude towards regional integration process from public 

strategic documentation (allows us to access a large amount of textual material, re-

gional analysis may provide interesting input for text network analysis, etc.). Model-

ing the data using this method provided us with the specific insights on what local 

authorities really focus on and how the strategies differ from each other. 
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Abstract. In this paper we propose a new combined approach to feature space 

decomposition to improve the efficiency of the nonlinear dimensionality reduc-

tion method. The approach performs the decomposition of the original multidi-

mensional space, taking into account the configuration of objects in the target 

low-dimensional space. The proposed approach is compared to the approach us-

ing hierarchical clustering in the original space and to the approach based on the 

decomposition of the target space using KD-Tree. 
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1 Introduction  

Dimensionality reduction methods, operating on the principle of preserving the pair-

wise distances between objects can be used as a means to display multidimensional 

data in scientific research and in production activities in a number of areas: biology, 

genetics, sociology, economics, etc. In modern information systems, such methods 

can be used to create navigation systems for multimedia databases, as well as in inter-

face design to virtual directories. In the field of image analysis and processing nonlin-

ear dimensionality reduction techniques have been applied not only for research but 

also to solve a number of applied problems: creation of automated systems for image 

segmentation, thematic mapping from satellite imagery and others. 

One of the most well-known dimensionality reduction methods is a method [9], 

which minimizes the following error of multidimensional data representation 
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where io  is an object from a set O, ),( ji ood  is the distance between objects in the 

original space, ),(*
ji ood  is the distance between objects in the target space. 

Iterative procedure that minimizes the error (1) may be based on the following re-

currence relations for the coordinates yi in the target low-dimensional space (gradient 

descent): 
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It is worth noting that the performance of the nonlinear mapping has been improved 

by extending multidimensional data representation error (1) with Bregman divergenc-

es [11, 12]. 

Unfortunately, a significant drawback of the nonlinear dimensionality reduction 

techniques, operating according to the iteration scheme (similar to that shown above) 

is the high computational complexity (O(K
2
) per iteration, where OK   is the num-

ber of objects). For this reason a number of techniques with a reduced computational 

complexity have been proposed [3, 4, 5, 6, 7].  

One of the most effective ways to reduce the computational complexity is the hier-

archical decomposition of space. After performing such decomposition objects can be 

considered not individually, but in groups, that allows to speed up the iterative opti-

mization process. So, if all the objects of the original set O are divided into groups 

Ss j  , then (2) takes the form  
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where ),( ji sod  is the distance from the object to the center of the group sj in the 

original space, ),(*
ji cod  is the distance from the object to the center of the group in 

the target space, 
jsy  is the coordinates of the center of the group in the target space. 
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Such decomposition allows to reduce the computational complexity to O(LK) per 

iteration, where SL   is the number of groups.  

It is obvious that the expression (4) allows to approximate (2) with a certain accu-

racy that depends on how well objects are divided into groups. For this reason, there 

is a question about how to better carry out such decomposition. It is understood that 

the decomposition can be performed in both the source and target space. Approach 

based on decomposition of the original space, is implemented in a nonlinear method 

for dimensionality reduction of data using reference nodes [5] proposed by the author 

of this article. Approach based on decomposition of the target space has been imple-

mented, for example, in [1] (regular decomposition) and [8] (hierarchical decomposi-

tion) to solve the problem of drawing graphs to approximate the forces acting on the 

vertices of the graph. 

In this paper we propose a new method that uses the combined approach to feature 

space decomposition to improve the efficiency of the nonlinear dimensionality reduc-

tion method. The proposed method is based on the nonlinear method for dimension-

ality reduction of data using reference nodes [5] that performs the decomposition of 

the original space, and complemented with the additional control on the configuration 

of objects in the target space. The proposed method is compared to the method based 

on the decomposition of the original space, and to the method based on the decompo-

sition of the target space, both in terms of the quality of the mapping, as well as in 

terms of the operating time.  

The paper is organized as follows. The next section is devoted to the description of 

the known approaches used in the present study, and consists of two subsections. The 

third section is devoted to the description of the proposed method. The fourth section 

presents the results of numerical experiments. At the end of the paper the conclusion 

is given. 

2 Brief Description of the Methods Used in the Study 

2.1 Nonlinear Method for Dimensionality Reduction of Data Using Reference 

Nodes 

Approach based on the decomposition of the original space, is implemented in a non-

linear method for dimensionality reduction of data using reference nodes [5]. This 

method consists of four steps, briefly described below. 

The inputs to the method are the feature vectors describing the objects in the origi-

nal multidimensional space. The outputs of the method are the feature vectors describ-

ing the objects in the target low-dimensional space. 

Step 1: Construction of a hierarchy of clusters. At the first stage of the method 

we make a hierarchical partition of the initial set of objects into clusters (subsets of 

objects with similar characteristics in the original feature space). When we refer to the 

hierarchy of clusters we mean tree-like data structure, the root of which is a cluster of 

87



top-level, and each vertex-cluster contains either subclusters or the objects of the orig-

inal set. 

Step 2: Initialization of the coordinates of objects in the target space. Initializa-

tion of the coordinates of objects in the target space can be performed in various 

ways, e.g., using random values, the results of the PCA method, etc. 

Step 3: Construction of the lists of reference nodes. At the third stage, for each 

object of the original set the lists of reference nodes are built. The reference node of 

the object o  refers to a certain object ooi   or group of objects  
Niio

..1
 that pos-

sesses close characteristics in the original multidimensional space and considered as a 

single object. 

Let o  be an object for which we need to form a list S  of the reference nodes and 

let C  be an arbitrary cluster of the hierarchy. By using the hierarchy of clusters ob-

tained at the first stage the construction of the reference nodes list may be implement-

ed using the following recursive algorithm.  

1. If the cluster C  satisfies the decomposition criterion with respect to the considered 

object and subclusters NiCCi ..1,   are contained in cluster C , then one must 

apply this recursive algorithm to each of the subclusters NCCC ,..,, 21 . 

2. If the cluster C  satisfies the decomposition criterion with respect to the considered 

object and objects NiCoi ..1,   are contained in cluster C , then one must:  

(a) add all objects that close to the considered object to the list of reference nodes 

S ; 

(b) distinguish the set V  of objects situated at a distance from the considered ob-

ject as an incomplete cluster; 

(c) in the case when this set V  is nonempty, add it to the list of reference nodes. 

3. If the cluster C  doesn’t satisfy the decomposition criterion with respect to the con-

sidered object then add it to the list of reference nodes S . 

Decomposition criterion used in this paper is slightly different from the criterion used 

in [5] and restricts (by the value ) the estimation of the angle at which the 

hypersphere of the cluster is observed from the object o in the original space.  

Figure 1 illustrates this process. The cluster, which is observed from an object o  at 

an angle   will be divided into three clusters if   . The cluster, which is ob-

served at an angle   will be considered as a whole if   . 
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Fig. 1. Illustration to the construction of a list of reference nodes 

Step 4: Iterative optimization procedure. At the final stage of the method 
iterative procedure is performed, which allows to clarify the position of objects in the 
target low-dimensional space. The work of the iterative procedure is based on (4), (5). 

2.2 Nonlinear Dimensionality Reduction Method Using KD-Tree for the 

target space decomposition 

In contrast to the approach discussed above decomposition of the target space inevita-

bly leads to the need for periodic renewal or adjustment of the structure by which the 

decomposition is performed. The reason for this consists in changing the coordinates 

of objects in the target space as you perform the optimization process. 

In this paper, KD-trees are used for the decomposition of the target space. Tree 

construction is performed at each iteration of the optimization process using the fol-

lowing recursive procedure. 

1. Calculation of the characteristics of the current tree node (average coordinates in 

the source and target space, boundaries of the node in the target space). 

2. In the case when the node contains only one object, then exit. 

3. Splitting the node into the two child nodes using the perpendicular to the most 

elongated boundary so that the number of objects in the child nodes is approxi-

mately the same. 

4. Perform this procedure for the newly formed child nodes. 

Constructed tree is used to perform the next iteration of the optimization process. For 

each object, the sum (4) is calculated by traversing the tree as follows. 

1. If the decomposition criterion is not satisfied and the objects contained in the cur-

rent node of the tree can be considered as a group, then the next term in (4) is cal-

culated using (5).  

2. Otherwise decomposition criterion is satisfied, and both subtrees (child nodes) 

traversed similarly. 
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A decomposition criterion used in the tree traversal is similar to the above, and re-

stricts (by the value ) the estimation of the angle at which the minimum bounding 

rectangle of the node is observed from the position of the object o in the target space.  

Figure 2 illustrates this process. Different decomposition levels are shown using 

different lines: the first level is shown by the solid line, the second level is shown by 

the dash-dot line, the third level is shown by the dashed line. A group of four objects 

(minimum bounding rectangle is shown by dots) will be devided into two groups if 

the angle   at which the minimum bounding rectangle is observed from the position 

of the object o  is greater than the decomposition angle  . 

 

Fig. 2. Illustration of decomposition in the target space using KD-Tree 

It is worth noting that this algorithm is executed at each iteration for each object, so to 

improve the efficiency the constructed tree is traversed not recursively, but iteratively 

using special pointers. 

Note that some additional experimental results on comparison of methods de-

scribed in this section can be found in [6]. 

3 Proposed Method 

As noted above the expression (4) approximates (2) with some accuracy. The error 

of approximation for some object o  and the set s  of individual objects can be repre-

sented using (5) as follows: 
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Unfortunately, the use of the described above approaches can cause significant (in 

some cases unbounded) approximation errors as in the first case the decomposition 

criterion takes into account only the characteristics of nodes in the original space and 

in the second case criterion takes into account only the characteristics of nodes in the 

target space. The way out of this situation may be a combination of the original space 

decomposition with the additional control on the configuration of objects in the target 

space. 

In this paper, for this purpose a nonlinear method for dimensionality reduction of 

data using reference nodes is complemented by the preservation and analysis of the 

boundaries of nodes in the target space. The proposed method consists of the same 

steps as the base method [5]: 

1. Construction of a hierarchy of clusters 

2. Initialization of objects coordinates in the target space 

3. Construction of reference nodes lists 

4. Iterative optimization procedure 

At the first step the difference between the proposed method and the base one is in 

the structure of nodes in the cluster tree. In the proposed method each node contains 

information about its boundaries in the target low-dimensional space. The second and 

the third steps are the same as in the base method. At the fourth step iterative optimi-

zation procedure is different in the proposed method.  

At the each step of the optimization process for each object Ooi   with the corre-

sponding reference nodes list iS  it recalculates the coordinates yi in the target low-

dimensional space. To do this according to (4) it iterates through the list of reference 

nodes iS  and calculates the approximated term for a given node ij Ss   using the 

following recursive algorithm. 

1. If the given node js  is the object Oo j   of the initial set of objects, then the ex-

act value of the corresponding term is calculated using (3). 

2. If the decomposition criterion is not satisfied for given node js  in the target low-

dimensional space and the objects contained in the given node can be considered as 

a group, then the approximated term is calculated using (5).  

3. Otherwise the decomposition criterion is satisfied for the given node js  in the tar-

get low-dimensional space, and all subtrees of the given node in the cluster tree 

traversed similarly using this algorithm. 

4 Experimental Study 

In this paper all the studied methods have been implemented in C++ language in the 

integrated development environment Borland Turbo C++ 2006 Explorer. The PC 
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based on Intel Core i5-3470 CPU 3.2 GHz has been used in the experiments. Corel 

Image Features Data Set (http://archive.ics.uci.edu/ml/databases/CorelFeatures/ 

CorelFeatures.data.html) has been used in the experiments as an initial dataset. This 

dataset contains a set of features, calculated from the digital images from the Corel 

image collection (http://corel.digitalriver.com/). In particular, the following feature 

sets have been used. 

Feature set 1 contains color moments [10]. Three features were calculated for each 

color component: mean, standard deviation, and skewness. The dimensionality of the 

feature space is 9. 

Feature set 2 contains color histograms [13] constructed in the HSV color space. 

Color space was divided into 8 ranges of H and 4 ranges of S. The dimensionality of 

the feature space is 32. 

Feature set 3 contains texture features based on co-occurrence matrices [2]. Four 

co-occurrence features (second angular moment, contrast, inverse difference moment, 

and entropy) were computed in four directions (horizontal, vertical, and two diago-

nal). The dimensionality of the feature space is 16. 

Fragments containing features information for the required number of images has 

been selected from these feature sets. Then for sets 1 and 3, the identity component 

has been added to the feature information and normalization has been performed. 

To evaluate effectiveness of the methods the value of multidimensional data repre-

sentation error (1) has been calculated and the average per iteration execution time of 

the optimization procedure has been measured. 

Work of the methods stopped when the rate of decreasing the error slowed down 

(i.e. the relative decrease in error for ten iterations does not exceed 0.05). In all cases, 

the dimension of the target space has been set equal to two (two-dimensional data 

mapping). Initialization is performed using the PCA method. 

Some results for the feature set 1 are shown in Fig. 3-6. 

Fig. 3 and 4 show the dependence of the qualitative and temporal characteristics on 

the decomposition angle  at which the algorithm moves to the child nodes of the 

corresponding hierarchical structure (cluster tree or KD-tree). 

As can be seen from these results, the large values of the angle  leads to the ex-

pected deterioration of the mapping quality due to a coarser approximation, which is 

reflected in the higher values of the multidimensional data representation error  (see 

Fig. 3). The time it takes to perform a single iteration, decreases with increasing angle 

 (see Fig. 4), due to the smaller number of processed nodes of the corresponding 

hierarchical structure during the construction of approximations.  

It should be noted that the approach using the original space decomposition pro-

vides less value of multidimensional data representation error  than the approach 

using the decomposition of the target space. 
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 (a)                                                             (b) 

Fig. 3. Dependence of the multidimensional data representation error   

on the decomposition angle  (in fractions of  radian) 

 

Fig. 4. Dependence of the average execution time per iteration (in ms)  

on the decomposition angle  (in fractions of  radian) 

At the same time the average execution time per iteration is much smaller when using 

the approach with the decomposition of the original space in the range 

[0.05 , 0.2 ].  

The use of the combined approach allows slightly reduce the multidimensional data 

representation error in comparison with the approach based on the decomposition of 

the original space. At the same time the average time per iteration using a combined 

approach is significantly larger than when using other considered approaches. 

Dependencies of quality and temporal characteristics on the number of objects 

shown in the figures 5 and 6 confirm said above. The approach using the original 

space decomposition provides less value of multidimensional data representation error 

 than the approach using the decomposition of the target space (fig. 5a). The quality 

of mapping, measured by the multidimensional data representation error , formed 

using decomposition in the original feature space is only slightly inferior to the com-

bined approach (fig. 5b). The quality of mapping formed using combined approach is 

virtually identical to the quality obtained with the base method without decomposi-

tion. 

At the same time approach, using the decomposition of the original space, allows 

us to construct mapping much faster than the other considered approaches (Fig. 6). 

93



Figure 5a also shows the multidimensional data representation error obtained after 

initialization of objects coordinates in the target low-dimensional space using the 

PCA. 

  

(a)                                                             (b) 

Fig. 5. Dependence of the multidimensional data representation error   

on the number of objects 

Note that the experiments performed on other datasets described above, show simi-

lar results.  

 

Fig. 6. Dependence of the average execution time per iteration (in ms)  

on the number of objects  

5 Conclusion 

In this paper, we conducted a study of different approaches to the decomposition of 

space in terms of quality and speed of the nonlinear dimensionality reduction method. 

The study showed that for the presented data sets decomposition of the original space 

is more preferable than the decomposition of target space in terms of both quality and 

time. Combining the decomposition of the original space with the decomposition of 

target space has allowed slightly improve quality. 
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Abstract. In this article we propose the novel approach to measure
anthropometrical features such as height, width of shoulder, circumfer-
ence of the chest, hip and waist. The sub-pixel processing and convex
hull technique are used to efficiently measure the features from 2d im-
age. The SVM technique is used to classify men and women based on
measured features. The results of real data processing are presented.

Keywords: anthropometrical features, SVM, image processing, body
size, support vector machine

1 Introduction

Development of efficient methods of image recognition is an important field of
computer sciences. The theory of such methods uses the machine learning meth-
ods enabling an automatic scenes analysis.

Recently, automatic detection and feature extraction of the human bodies is
widely used in many fields such as non-contact measurements of body size [1],
the construction of 3D models of humans [2,3], [12], the analysis of human action
[4] and pose estimation [5].

In this paper we propose a system of non-contact anthropometrical features
extraction based on the analysis of digital images of humans. Background sub-
traction is used to detect contours data. Edge detection operators are employed
for contour detection (silhouette). This approach combines with the algorithm of
face recognition, background subtraction, the detection of skin color and contour
analysis. The convexity hull defects are also used for anthropometrical features
extraction, then the support vector machine (SVM) will be applied for gender
classification.

Cluster analysis methods allow to analyze the space of feature vectors which
obtained sizes to find out the clusters corresponding to the most characteristic
anthropometric features of people, that can help to develop recommendations
for the clothing industry, and also can be used in other fields of natural science,
such as axiology.

The novelty and motivation of our approach is usage of the image process-
ing techniques for efficient measurement of anthropometric features for further
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classification with machine learning techniques. As an application male/female
classification task was examined.

2 Related Work

All detection methods of body parts can be divided into two main categories:
model based and learning methods. Model based approaches are the “top-down”
methods, which are used to obtain preliminary information, e.g. about the shapes
of the human body in various poses [6]. In machine learning, one apply the
principle of learning data to extract useful knowledge from the data.

In [7] an effective approach for silhouette detections is presented. It is used
to represent the contour curves of the form of the human body in the form
of 8-connected chain code Freeman [8]. The classic algorithm for background
subtraction and the Canny edge detector are used to get the silhouette. Then
the contour data is divided into a number of segments. Thus, special rules for
measuring the differences between the directions of the segments are used for
feature extraction points. This approach has several disadvantages including high
sensitivity noise.

The contour of body is also divided into the parts in [9]. The convexity and
curvature boundaries of each segment of the contour are used to define the body
parts.

In [6] the approach for body parts segmentation in noisy silhouette images
was proposed. The weighted radial histogram of distances and directions are
used as features. Authors also used Hidden Markov Model (HMM) to model the
silhouette as a sequence of body parts. A general model is trained using shape
context features extraction from the labeled synthetic data.

In [10] authors use the segmentation method based on sub-pixel data process-
ing and relatively large regions or segments. It also detects a significant upper
and lower extremities from these segments, identifies potential head and torso
positions at the same time. Both modules combine these parts from partial im-
ages configuration of the body, by applying global constraints to recover full
body configurations.

3 Anthropometric Data Extraction

In the first part of the approach we detect the silhouette using the background
subtraction method. The morphological operations including erosion, dilation,
opening, and closing are performed to reduce noise and to smooth the silhouette
contour. A convex hull is created around the silhouette frame, and convexity
defects are used as the features for analysis. Individually these features are the
start and end convexity defect points and convexity defect locations.

To find the convex hull of a 2D set points, we use the Sklansky’s algorithm
[14] that has O(N logN) complexity.
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Fig. 1. Flowchart of machine learning with anthropological features extraction.

Background Subtraction Algorithm: The method is based on a compar-
ison between the two images, namely foreground (FG) and background images
(BG). The scene of background image is obtained when there is no object mo-
tion [9,10]. Call FG(x, y) is the intensity values of pixel with coordinates (x, y)
in the foreground image, belonging to the interval [0.255]. BG(x, y) is the in-
tensity values of pixel with coordinates (x, y) of the background image. A pixel
with coordinates (x, y) in the foreground image of the dominant component if it
satisfies: |FG(x, y)−BG(x, y)| > T

Where, T (x, y) is the threshold value, which enables initializing by the value
was determined. Pixels with label 1 are an object if |FG(x, y)− BG(x, y)| > T
or not object (value 0) if |FG(x, y)−BG(x, y)| < T .

Sub-pixel Processing: To achieve better accuracy sub-pixel processing we
employed sub-pixel processing. Conventional image processing is performed in
units of 1 pixel, while the sub-pixel processing method performs position detec-
tion in units down to 0.01 pixels. This enables high accuracy position detection,
expanding the application range to precise part location and dimension mea-
surement.

As described in [18] sub-pixel procedure iterates to find the sub-pixel accurate
location of corners, as shown on the fig. 2.

Sub-pixel accurate corner locator is based on the observation that every vec-
tor from the center q to a point p located within a neighborhood of q is orthogonal

98



.

Fig. 2. Sub-pixel corner location principle illustration (Red arrows mean gradient di-
rection).

to the image gradient at p subject to image and measurement noise. Consider
the expression:

εi = DIpi
T · (q − pi)

where DIpi is an image gradient at one of the points pi in a neighborhood of q.
The value of q is to be found so that εi is minimized. A system of equations may
be set up with εi set to zero:

∑

i

(DIpi ·DIpiT )−
∑

i

(DIpi ·DIpiT · pi)

where the gradients are summed within a neighborhood of q. Calling the first
gradient term G and the second gradient term b gives:

q = G−1 · b

.
The algorithm sets the center of the neighborhood window at this new center

q and then iterates until the center stays within a set threshold. In our work we
use OpenCV library to perform sub-pixel corner detection [18].
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Fig. 3. Sub-pixel processing result.

In our approach sub-pixel helps us to find corners. It uses the dot product
technique to refine corners. The function works iteratively, refining the corners
until the termination criteria is reached. Most sub-pixel algorithms require a
good estimate of the location of the feature. Otherwise, the algorithms may be
attracted to the noise instead of desired features.

Features Extraction based on Convexity Hull Defects:

In our approach the human body is described by convexity defect triangles.
The bodies are represented by triangles with three coordinates called the con-
vexity defect start (xds; yds), defect end (xde; yde), and defect position points
(xdp; ydp), labeled as P1,P2 and P3 respectively.

We applied the convex hull method to extract contours and obtained a lot of
convexity defects, including areas with very small depth, even a value of 0 - these
are not areas containing features to be extracted. So, we determined the area of
interest which contains the parts of the body is area that has depth > 50. That
depth value was obtained empirically. Thus we got 5 convex regions correspond
to conditions. Then we determined of the human body, which contains three
parts of chest, waist and hips. We continue applying the convex hull to locate
the waist.

Once we got the coordinates of the points determined, we perform calculation
of the distances between points in pixels, and finally converted the measurements
into cm. The convexity defect of triangle is determined based on: (xds; yds),
(xde; yde), and (xdp; ydp). A convexity defect is presented wherever the contour
of the object is away from the convex hull drawn around the same contour.
Convexity defect gives the set of values for every defect in the form of vector.
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Fig. 4. Flowchart feature extraction based on convex hull.

This vector contains the start and end point of the line of defect in the convex
hull. These points indicate indices of the coordinate points of the contour. These
points can be easily retrieved by using start and end indices of the defect formed
from the contour vector. Convexity defect also includes index of the depth point
in the contour and its depth value from the line. In fact, the person may be
represented by many triangles point defects, it is piecewise convex. However,
in this approach, we are interested in two triangles have the biggest area - It
obviously corresponds to leg-armpit-arm triangle, and it includes the location of
the parts we need to calculate interest: chest, waist, hips.

Finally, we obtain the coordinates of the points on the body.

Therefore in this paper we propose a simpler and cheaper system comparing
with other systems, see e.g. [16]. In our experiments we used single digital camera
and A4 sheet (210 × 297mm) for calibration. Source images for the method must
be captured in special way: with given background and calibration sheet, human
must stand straight with arms stretched.Three dimensions (chest circumference,
waist circumference, hip circumference) were selected because of their relevance
to clothing sizing, and human classification which was the main purpose of our
system. Table 1 shows some results of measurements(from 50 measurements of
people in the database) sizes of human body using convex hull method comparing
with manual method.
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Table 1. Results of measurement sizes of human body using convex hull method.

BODY SIZES Manual method Convex hull method

Chest 87.98 cm 88.12 cm
Waist 67.95 cm 68.05 cm
Hip 90.52 cm 91.68 cm

Chest 88.64 cm 89.02 cm
Waist 66.61 cm 67.13 cm
Hip 93.58 cm 94.93 cm

Chest 87.22 cm 88.15 cm
Waist 67.19 cm 67.96 cm
Hip 89.36 cm 89.01 cm

Chest 88.16 cm 89.46 cm
Waist 65.64 cm 66.42 cm
Hip 92.17 cm 93.02 cm

Chest 90.96 cm 91.23 cm
Waist 71.44 cm 70.82 cm
Hip 93.56 cm 94.19 cm

Chest 86.94 cm 87.12 cm
Waist 67.68 cm 68.12 cm
Hip 85.28 cm 84.56 cm

Measurements errors are mostly caused by camera resolution or non tight
clothing and noises of environment near by the object. In our case, we used a
basis phone camera of model Samsung Galaxy S4 with resolution 13 Mega Pixel.
We recommended using high-quality resolution camera with flash opened during
the time capture photos and people should wear tight clothes body to reduce
maximum noises as measurements errors. In addition, we have also performed
averaging over several measurements to reduce measurement and calibration
errors.

The circumferential measures were generated by approximating the shape of
the respective body part. For example, neck circumference was approximated
with the elliptical shape. The major and minor axes lengths were obtained from
the front and side views. The chest circumference was determined by approx-
imating the shape as a combination of a rectangle and an ellipse, using the
method with formula mentioned in [16].

4 Anthropometric Data Analysis

Base on method anthropometric features extraction which mentioned in previous
section, we collected sizes of human body parts. We have a train set contains
sizes of 50 people sizes (25 men and 25 women) and test set from 18 people (10
men and 8 women). Each measurement contains 3 feature for each object: chest,
waist and hip circumferences.
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4.1 Classification of Men/Women using Support Vector
Machine(SVM)

To solve the problems of classification we used well-known machine learning
method – support vector machine (SVM), proposed by Vladimir Vapnik [11].
We choose SVM as a one of the most effective algorithm which have many real
world applications [17].

Our goal is use a support vector machine for gender classification based on
anthropometric data. As a features we use three human body parameters: chest,
waist, hip circumferences.

The LibSVM library [15] was used as Support Vector Machine implementa-
tion. The following main parameters of SVM were chosen. Radial basis function
with γ = 0.333 parameter was used as a kernel function. SVM model param-
eters Gamma (γ) and cost (C) were obtained empirically. Gamma parameter
is needed for all types of kernels except linear. Constant C is an regularization
term in the Lagrange formulation. We will use the supplied parameter ranges
(C - cost, γ - gamma), using the train set. The range to gamma parameter is
between 0.000001 and 0.1. For cost parameter the range is from 0.1 until 10.
It’s important to understanding the influence of this two parameters, because
the accuracy of an SVM model is largely dependent on the selection them. For
example, if C is too large, we have a high penalty for non separable points and
we may store many support vectors and over-fit. If it is too small, we may have
an under-fitting. The results of this algorithm is shown in Fig.5. Obtained test
classification error for current dataset is 20%.

Fig. 5. The result of classification by SVM. Blue dots: men, red dots: women, green
dots: support vectors.
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5 Conclusion

Human classification is an useful application for many future scenarios of human-
computer interaction. Our approach is presented in this paper describes the
classification of people based on the anthropometrical features using machine
learning approach. Proposed approach allows to extract form images a number
of anthropometrical features, including the length of arms, chest width, shoulder
width, hips, leg length. In this article we propose solution of male/female clas-
sification task by image based on support vector machine. Obtained test error
is sufficiently large but in feature work we are going to examine more classifiers
to choose best one and also use bigger datasets to reduce misclassification rate.
Based on these results, we hope to build solution that can help to solve tasks of
the clothing industry.
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Abstract. To date, there are many diverse data representation technologies 

(EDIFACT, XML, JSON, CSV, relational model, NoSQL). Transition to new 

technologies or the integration of information systems based on different techno-

logical stacks is a complex and expensive process. Platform-independent models 

take an important role in this process. The structure of such a model is described 

in this article. However, given the data model has been created at the junction of 

different domains, it may be not enough. In such case, a one more step of abstrac-

tion and a movement to the computation-independent model is required. The au-

thors propose to create it in an ontological form. 

Keywords: ontology, model-driven architecture, platform-independent model, 

computation-independent model, data model 

1 Introduction 

When developers create complex, heterogeneous, distributed information systems, 

they face a number of questions: which technologies for data storage and transfer to 

choose, how to ensure data-model consistency across different participants of infor-

mation exchange, and how to simplify future maintenance of the system under devel-

opment. In order to assist the developers of such information systems, the OMG con-

sortium has developed the model-driven architecture [1]. This architecture considers an 

information system as a set of models and the development process is transformation 

of some models into others. 

The architecture is not a technical specification. It describes only basic principles. 

Specifically, it describes platform-dependent, platform-independent, computation-in-

dependent models without governing the structures thereof. In other words, developers 

choose existing or create new modeling languages (metamodels) for each specific in-

formation system. The NIEM specification [2] is an example of such a metamodel. It 

describes a platform-independent metamodel and a platform-dependent metamodel as 

well as the rules for transforming instances of the former into instances of the latter. 

We have also developed a similar platform-independent metamodel as well as the rules 

for transforming its instances into platform-dependent models (an XML schema and an 

ER model). 
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As a rule, the platform-independent model solves a considerable number of problems 

related to the development and maintenance of an information system without the need 

to provide the third level of abstraction (in the computation-independent model). How-

ever, if information exchange is sufficiently complex and covers multiple domains, then 

the computation-independent model is required. 

The purpose hereof is to describe the problems occurring in the data-modeling pro-

cess that could indicate the need for the computation-independent model. We also show 

that such a model is actually an ontology. We hope that our experience will help the 

developers of complex, heterogeneous, distributed information systems to take correct 

architectural decisions. We will try to answer the question whether and why ontologies 

are needed for data modeling. 

2 The Platform-Dependent Data Model 

Let us consider the following example. Some organization produces shrimps at its 

aquafarm and sells these to another organization. If the organizations reside in different 

countries, then this process additionally involves customs, sanitary and veterinary, 

transport and other control authorities. All the stages of this process are carried out 

together with the storage, transfer, and processing of data on the consignor, consignee, 

forwarder, transport vehicle, cargo, and other objects (Fig. 1). 

 

Fig. 1. The process of delivering the commodity and its accompanying data 

The participants process data on the same objects. However, they can use different 

technologies for data storage (RDBMS, NoSQL, Excel) and transfer (XML, JSON, 

CSV). It means that, in the general case, every participant can have its own platform-

dependent data models. 

For example, an applicant can file a customs declaration in electronic form in the 

XML format, whereas a customs authority can store the same data in a relational DB 

(Fig. 2). In this case, they need two platform-dependent data models: an XML schema 

and an ER model, respectively. 

In order to enable the customs authority to extract the data from the XML message 

and save the data in its DB, another model mapping XML elements to DB fields is 

required, and such a model always exists. Even if operators manually input details into 

the DB, this model exists in their minds or as text instructions. In the general case, the 
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number of mapping models is proportional to the square of the number of exchanging 

information systems. Obviously, the integration of such heterogeneous information sys-

tems with different data storage, transfer and mapping models is rather labor-consum-

ing and error-prone. All these models will have to be changed in case a data structure 

changes. 

 

Fig. 2. The example of platform-dependent models and metamodels 

3 The Platform-Independent Data Model 

Platform-dependent models described above have rather different forms but, on the 

whole, consider more or less the same data. The development and maintenance of all 

these models can be significantly simplified if we abstract away from data-representa-

tion differences between different platforms and create a single platform-independent 

model. If one needs to modify a data structure, corrections will have to be made only 

in this model and then platform-dependent models and mapping models will be auto-

matically generated on its basis. Such an approach is described in the model-driven 

architecture [1]. An example of the platform-independent model is shown in Fig. 3. 
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Fig. 3. The example of the platform-independent data model 

In our approach, a UML [3] profile is used to develop platform-independent models 

(Fig. 4). The profile is based on ISO/IEC 11179 [4] and contains the following stereo-

types. 

Classifier is any object of a data model. 

Namespace is the container for logically-related objects with unique names. 

Namespace Subset is the subset of related objects of the Namespace. 

Platform is the set of the Primitive Types of a certain platform. 

Primitive Type is the primitive data type of a certain platform. 

Base Type is the data type used to abstract away from the platform. It is to be imple-

mented by exactly one primitive data type for every platform. 
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Fig. 4. The profile of the platform-independent data metamodel 

Element is the data unit with the designated definition, identifier, representation, and 

permitted values. 

Simple Element is the data element without properties. 
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Complex Element is the data element with properties. 

Simple Type is the set of permitted values of the Simple Element. 

Complex Type is the set of the Element’s properties that are also Elements, in their 

turn. 

Component is the Element’s property. 

Attribute is the context characteristic of the data type. 

There are two types of inheritance: extension and restriction. 

Every data element and type is described as a separate independent entity. This al-

lows generating maximally-normalized platform-dependent models: XML schemas of 

the “Garden of Eden” pattern and relational models with the relations in the 6th normal 

form. If necessary, one can generate less normalized models. In other words, such a 

platform-independent model contains enough information to generate platform-de-

pendent models on its basis with any required characteristics. Further, the metamodel 

allows describing, using the OCL language [5], business rules that can be converted 

into SQL or XPath expressions. Model transformation is implemented in [6] using the 

QVTo language [7], which detailed description falls beyond the scope hereof. 

On the one hand, data elements in the described platform-independent model are 

abstracted away from specific data-modeling languages. They are not XML elements, 

not entities, not relations but some syntax-neutral data units. On the other hand, the data 

elements can be re-used in different data structures. This means that the same properties 

of real-world objects are described using the same data element in all particular data 

sets (documents, messages). One can conclude that, in fact, delinking of data elements 

from specific data-representation languages and from their contexts makes the de-

scribed model conceptual (Fig. 5). The next section shows why this is not the case, and 

what difficulties it can cause. 

 

Fig. 5. A conceptual model 

4 The Computation-Independent Data Model 

The platform-independent data metamodel described above can considerably sim-

plify the development and maintenance of information systems. However, if we attempt 

to create a single model for different participants (Fig. 1), then the following problems 

will be encountered. 

Firstly, the participants can use different dictionaries and code lists for semantically 

identical data elements. For instance, a customs authority can code commodities based 

on the Harmonized Commodity Description and Coding System, whereas a sanitary 
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and veterinary authority can use different classification codes of the products under 

control. Kinds of submitted documents for which every participant has its own code list 

is another example. Such semantically identical data elements can be combined in two 

ways: either to unify code lists or to accompany codes with references to the used code 

lists. 

Secondly, the participants can structure details of the same objects in different ways. 

For example, customs authority needs to know a commodity code, price, intended use 

of goods, packaging kind, and mass. Transport control authority is not interested in 

price and intended use of goods. Sanitary and veterinary control authority checks date 

of production, best before date, and age and taxon information of shrimps (Fig. 6). All 

these appropriate authorities keep under control transportation of one and the same ob-

ject, i.e. shrimps, but we had to create separate data types for each kind of authority. It 

increases the size of the model and complicates its maintenance. We can try to harmo-

nize these types by one of the three methods: extension (general characteristics are put 

in a base data type), restriction (all possible characteristics are put to a base data type, 

and usage of these characteristics in derived data types is restricted), or composition 

(each characteristic is described as independent object wherein composite data types 

refer to these global characteristics only). 

 

Fig. 6. Different details of one and the same object (shrimps) 

Thirdly, the participants use different terminologies. For example, a customs author-

ity mainly uses the term “commodity”, a transport authority uses the term “cargo”, and 

a sanitary and veterinary authority uses the term “product” to designate the shrimps 

(Fig. 1). In spite of this, the same object is controlled by all the authorities, which means 

that only one term should correspond to this object in a single data model. The question 

is: which of the above terms? Some sources use these terms as synonyms. Other sources 

state that “a commodity is a product of labor made for sale.” On the other hand, for 

example, a land lot can be a commodity without being a product of labor. In its turn, a 

cargo can or cannot be a commodity or a product, and so on. 

Although the first and the second problems can be solved within the mentioned plat-

form-independent model, they imply that this model is not as universal as was described 

above. It can contain several different types and elements in order to represent details 

of the same object. This fact complicates the integration of information systems and the 

maintenance of the model. 
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The third problem explicitly indicates a fundamental shortcoming of the described 

model. Despite abstracting away from particular data-representation forms (relational 

model, XML schema, et al.), our model still depends on the usage context, on the do-

main. 

This is connected with the fact that the model describes particular sets of details of 

real-world objects (particular documents, messages), which can be different for differ-

ent participants, rather than the objects themselves. A single model can be developed 

only if the context, documents, messages are disregarded and real-world objects are 

modeled. The goal of the process described in Fig. 1 is not to transfer the documents 

but to change the statuses, properties, and relations of the real-world objects. Docu-

ments are only a tool to reach the process’s goal. If we abstract away from the docu-

ments, a single computation-independent model for all the participants can be obtained. 

 

Fig. 7. The example of harmonization of different object’ details by means of ontology 

Upon reaching the ontological level of modeling, we can conclude that a commodity, 

a cargo, and a product are not the entity of the object (which data we transfer in the 

process) but the temporal roles that this object can play. A commodity is the role of the 

object that has a seller and a buyer. A cargo is the role of the object that has a consignor, 
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a consignee, and a forwarder. A product is the role of the object that has a producer and 

a consumer. If the difficulties described in this section occur in the data-modeling pro-

cess, this means that the capacity of the used modeling language is insufficient and an 

ontology is required. 

An example of such ontology is presented in Fig. 7.With our approach; the ontology 

can include concepts of three types: classes, roles and events. Class describes an intrin-

sic essence of the object. Role describes temporary characteristics or relations of the 

object which appear only in a particular context [8, 9]. Context can be presented by a 

class (for example, an employee is a role of a man appearing in the context of organi-

zation) or by an event. Some authors extract one more kind of a context, i.e. process. 

[10]. However, we view processes as compound events [11]. The computation-inde-

pendent model, firstly, does not have duplicate elements and types, and, secondly, does 

not change significantly with appearance of new messages or by change of existing 

documents or messages. 

5 Similar Studies 

As early as in the 1970-ies, the need for conceptual data modeling was understood, 

which resulted in the development of ER models and IDEF1X. It is interesting that the 

conceptual level of the ER model contains minimum information on which basis a more 

particular and detailed logical model is further created. In other words, the conceptual 

model is considered as the first approximation to a logical and then physical model. 

However, in IDEF1X, a conceptual model is needed to integrate several external and 

internal data models. Moreover, the conceptual model contains a single, integral, suffi-

ciently detailed representation of data rather than the minimum information or the first 

approximation to other models. 

Our approach based on the model-driven architecture is very similar to ER and 

IDEF1X: it also has 3 levels but slightly different ones. The first level is a computation-

independent model describing real-world objects, the relations and properties thereof. 

In fact, this is a conceptual model but more detailed than the one of the ER model (in 

addition to entities and relations, it also contains properties) and less detailed than the 

one of IDEF1X (it does not indicate data types). The second level is a platform-inde-

pendent model describing particular structures of documents, messages that contain 

data of real-world objects. This model is something between external and conceptual 

models as approached by IDEF1X. The third level is a platform-dependent model that 

is similar to the logical ER model but can also be non-relational. Another difference 

between our approach and the ER model and IDEF1X is that transformations of plat-

form-independent models into platform-dependent ones are completely formalized and 

automated. Finally, our platform-independent model describes not only a data schema 

but also business rules in the OCL language. 

NIEM is another analog of our approach [2]. Similarly, it is based on the model-

driven architecture, its specification considers platform-independent and platform-de-

pendent models, transformation of one model into the other is described using the 

QVTo language, and the metamodel is implemented as a UML profile. There are no 
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other similarities, however. Firstly, our approach does not have a profile for platform-

dependent models. There is no need for it as such a model is fully automatically gener-

ated from the platform-independent model. If a platform-dependent model with other 

characteristics needs to be generated, then the transformation itself should be changed. 

Secondly, the platform-independent model of NIEM contains several kinds of complex 

types (objects, roles, associations, et al.). In our approach, such a division is done on 

the level of the computation-independent model that NIEM lacks. In contrast to our 

approach, NIEM does not allow describing business rules using the OCL language and 

transforming these into XPath expressions. 

CCTS is another analog of our approach [12]. Similarly, this one is based on 

ISO/IEC 11179 [4]. Data is modeled on two levels: core components and business-

information entities that, for the purposes of this discussion, correspond to the compu-

tation-independent and the platform-independent models used in our approach. The dif-

ference is that, in CCTS, basic core components, association core components (and the 

corresponding business-information entities) cannot be reused. For this reason, only 

partially-normalized platform-dependent models can be generated from such a plat-

form-independent model (the “Garden of Eden” and the 6th normal form are impossi-

ble). The second distinction is that new aggregate core components (and aggregate busi-

ness information entities) cannot be defined in CCTS by extension or restriction; only 

qualification can be used that is not supported by any platform that the authors hereof 

are aware of. The third distinction is that, despite the fact that CCTS allows describing 

business rules in a data model, business  rules are described using the XPath language 

and supported only in XML schemas but, for example, cannot be transformed into SQL 

expressions. In our platform-independent model, business rules are described using the 

OCL language and can potentially be transformed into expressions in the language of 

any platform. 

Finally, Semantic Web gains rather significant popularity recently [13]. RDF and 

OWL allow to describe real-world objects conceptually and computation-inde-

pendently. Moreover, several working groups developed data integration standards 

(ISO 15926, ISO 21127), intended on active usage of these technologies. Some authors 

propose to use RDF as a universal language for data exchange. [14], [15]. Other authors 

allow usage of XML or relational models for data exchange, but they propose to trans-

form XML schemas and ER models to ontology [16], [17]. The latter, in turn, can be 

used for data integration. 

Our approach goes in the opposite direction. Firstly, we consider that it is not always 

possible to be limited to usage of RDF and triplestore in data transfer and storage, 

sometimes XML schemas or relational models are required. Secondly, computation-

independent model describing real-world objects must be primal. A data modeler has 

to develop platform-independent model describing documents and messages on basis 

of it. This platform-independent model can be transformed into platform-dependent 

models (XML schemas, ER models). We found no one article with description of trans-

formation of OWL model to ER model or XML schema. Only backward transfor-

mations are available. However, for us, this direct transformation is of the most interest. 
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6 Conclusion and Follow-up Studies 

Data modelers (including authors of this article) often face an issue of motivation 

for the use of one or another data modeling approach: ontologies, model-driven archi-

tecture, IDEF1X, ER. In this article, we tried to correlate these approaches. We also 

tried to specify problems which can testify a necessity of use of model-driven architec-

ture and ontologies. 

Multi-level data models including the conceptual model were developed as early as 

in the 1970-ies. At large, neither ontologies nor the model-driven architecture intro-

duces anything fundamentally new into this field. These are only steps on the way to 

generalize, unify existing ideas. Ontologies play exactly the same role as the classical 

conceptual ER models or IDEF1X in the data-modeling process. In the first case, the 

ontology is the first approximation to a more particular, detailed, contextual data model 

that describes the sets of details of real-world objects represented by documents, mes-

sages rather than the objects themselves. In the second case, the ontology is a suffi-

ciently detailed data model common for several participants. 

If only data-exchange schemas (documents, messages) or particular data-storage 

schemas need to be designed, then XML schemas, relational models, or other logical 

models are sufficient, there is no need to use ontologies. If there is a need to unify all 

these particular data schemas, then we should abstract away from the sets of objects’ 

details and start modeling the real-world objects themselves, and for this purpose, on-

tologies can be used. The possibilities of the languages intended for data modeling on 

a logical (rather than conceptual) level are rather limited when there is a need to unify 

data structures using different code lists, slightly different sets of details, and different 

terminologies. Such languages allow modeling only particular sets of details of objects 

rather than the real-world objects themselves. 

It should also be noted that the developers of data models based on the model-driven 

architecture, as a rule, restrict themselves to platform-independent and platform-de-

pendent models thus omitting computation-independent models. The present paper at-

tempts to show that platform-dependent models can be well dispensed with as these can 

be automatically generated from platform-independent models. However, if the devel-

oped model is rather complex, covers multiple domains, the computation-independent 

model (describing real-world objects rather than particular sets of details thereof) can 

considerably simplify the development and maintenance of information systems. Fur-

thermore, the computation-independent data model is an ontology. 

The metamodel presented in this article has no essential novelty. As already stated, 

similar metamodels were discussed in [2], [12]. As a rule, these metamodels have only 

one target architecture. Our approach has a benefit: from one platform-independent 

model we form not only XML schemas but ER models as well. Secondly, we describe 

not only data schema but also business rules, and we do it in platform-independent 

OCL, not in a language of target architecture. Thirdly, we predicate that in some situa-

tions one platform-independent model is not enough, and a computation-independent 

model is required. 

Currently, a metamodel is used for data modeling in several domains: customs con-

trol, transport control, technical regulation, sanitary and veterinary control, and others. 
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Our approach to data modeling can be used with other types of B2G or G2G interaction. 

Developed platform-independent model has around 2,000 elements and types. Around 

100 exchange structures were developed on the basis of this model. XML schemas and 

ER models are formed automatically from this model. Unfortunately, transformation 

rules [6] are too voluminous to present them in this article. It will be described in details 

in next articles. 

At this date, development of the computation-independent data model is in the initial 

stage. In next articles, we shall describe in details the model formation rules and rules 

for creation of platform-independent model on its basis. We shall also try to evaluate at 

what extent the computation-independent model will help to improve the quality of the 

platform-independent model. 
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Abstract. The paper describes features of the multithreaded algorithms
implementation on contemporary CPU and GPU. The features of access
of a graphics processing unit (GPU) memory are reviewed. The bottle-
necks have been identified, in which there is a loss of speed in image
processing. Recommendations are made for optimization of algorithms
for processing image of various size. Examples of implementation of the
algorithms are given in the software and hardware architecture CUDA,
which is well suited for a wide range of applications with high parallelism.
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1 Introduction

Restricted computing power is one of the problems for solving many tasks. Es-
pecially, it appears in processing huge arrays or real-time problems. Processor
performance growth of processors has always been associated with increasing the
frequency and number of transistors. However, according to the Moore’s Law [1],
the lost of power is because the laws of physics cannot be changed. Namely, in-
creasing the frequency and amount of transistors can not be infinite. Recent ten
years have been devoted to search for other solution: despite projected increase
in frequency, there were optimizations of structure and growth of cores quantity.
But cores quantity growth is not an absolute solution. New opportunities arise
for parallel computing after introducing General Purpose Computing on Graph-
ics Processing Units (GPGPU) [2] and Compute Unified Device Architecture
(CUDA) by NVIDIA company [3,4,5].

Usually, the Central Processing Unit (CPU) has only 4 or 8 computing
threads. But the Graphics Processing Unit (GPU) has hundreds and thousands
computing threads. It provides significant acceleration for algorithms with high
parallelism degree. Nevertheless, sometimes the CPU wins in competition with
the GPU on well-paralleled tasks.

Mostly, image processing algorithms are easy for parallelization. However,
under certain conditions, an algorithm implementation on the central processing
unit (CPU) is faster. For proper use of GPU, it is necessary to identity its
bottlenecks and describe capabilities of computing resources in tasks of image
processing and analysis.
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2 Differences between the CPU and GPU

Any program running on CPU uses the operating memory, processor cache, and
processor itself. Being run on GPU, the working process of a program is more
complex: the algorithm and data should be previously uploaded to GPU before
use. The majority of graphics adapters are implemented with the PCI-Express
bus, which has limited bandwidth. This is one of the reasons why the central
processing unit can perform calculations faster. Obviously, the value of the data
and memory uploading time is the crucial parameter for calculation speed.

The CUDA memory model includes the host DRAM memory (regular oper-
ating memory), device DRAM (graphics memory), and registered and shared
memory that are located on every multiprocessor of the graphics chip. The
CUDA threads have access to all kinds of the GPU memory, which differ by
scope, speed, and size (Table 1). The registered memory is used for local vari-
ables. Other variables that exceed the registered memory are placed in the local
memory, which is suited outside of the chip and has low access speed. The shared
memory is used for interaction between the threads. All threads have read/write
access to the global memory. The scope for global memory is the whole applica-
tion, and contents of the global memory doesn’t change while starting different
cores. Moreover, the central processor has also access to the global memory; this
is why the global memory is used for data exchange between the CPU and GPU.

Types of memory available for the CUDA applications

Type Scope Speed Size Applying

Registered Thread High
16384 registers
per SM

Local variables

Local Thread Low
Up to global
memory size

Local variables,
exceeding registered
memory

Shared Block High 16 Kb per SM Threads inter operation

Global Application Low Up to 4 Gb
Data storage
with CPU

Thus, the most data operations and exchange with the CPU are implemented
by the global memory, which has low speed, as seen from Table 1. The mem-
ory delay problem in the CPU is solved by caching and code predicting. But
the GPU goes in the other way: in the case of waiting the data access in some
thread, the video chip attaches to another thread that has already got all nec-
essary data. Moreover, the video memory mostly has wider bandwidth than the
common memory. Instead of active cache memory used by the CPU, the graphics
cards have only 128-256 Kb of the cache memory, which is applied to bandwidth
extension and of reduction delays.

Multithreading is supported in the GPU on the hardware level. Vendors
achieve instant switching between threads (by 1 clock cycle) and support up to
1024 threads on every core.
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Large number of threads in the CPU is not advisable due to significant time
loss while switching, which may consume up to several hundreds of clock-cycles.
In addition, one CPU core is able to process only 1 or 2 threads simultaneously.

3 Benchmarks

3.1 Baseline

Performance tests were done on image processing algorithms software imple-
mentation. Four different resolutions of image (50x50, 150x150, 300x300, and
512x512) were used with the quality of JPEG Quality 25 and JPEG Quality
100. As a reference image, the well-known file Lena.jpg [6], was used. Lenna or
Lena is the name given to a standard test image widely used in the field of image
processing since 1973.

The images were processed by application of Sarcis [7] developed by the
Department of Information Technologies of the Ural Federal University. This
program is designed for image processing of color and gray scale images and
can be used for calculation both on the CPU and GPU. For the tests, four
algorithms were chosen: the weighted linear filter, reverse gradient filter, edge
detection Canny’s filter, and morphology processing filter erosion. An example
of application of the Canny’s filter is shown in Fig.1. Workstation configurations

Fig. 1. Image processing by the Sarcis program

used for benchmarks:

CPU Intel Core i5-2450 (4 threads, 2.5Ghz), GPU NVIDIA GT630M (96 CUDA
cores, 800Mhz);
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CPU Intel Core i7-860 (8 threads, 2.8Ghz), GPU NVIDIA GTX260 (216 CUDA
cores, 576Mhz);
CPU Intel Core i5-3470 (4 threads, 3.2Ghz), GPU NVIDIA GTX760Ti (1344
CUDA cores, 915Mhz).

3.2 Theoretical description of filtering algorithms

Weighted linear filtering. The linear smoothing filters are good ones for re-
moving the Gaussian noise and, also, the other types of noise. A linear filter is
implemented using the weighted sum of the pixels in the successive windows.
Typically, the same pattern of weights is used in each window; this means that
the linear filter is spatially invariant and can be implemented using a convolution
mask. If different filter weights are used for different parts of the image (but the
filter is still implemented as a weighted sum), then the linear filter is spatially
varied [8].

One of the simplest linear filters is implemented by a local averaging opera-
tion where the value of each pixel is replaced by the average of all the values in
the local neighborhood. The weighted linear filtering mask is given by the mask

M = 1
16

1 2 1
2 4 2
1 2 1

. The main strategy is to set the largest weight at the central

pixel and inversely proportional to distance values to other pixels:
Reverse gradient filter. The idea of the reverse gradient filter is in choosing

the mask weights. The greater bright difference between the central and the next
point, the less weight is prescribed to the next point.

The mean gradient module value calculated for each aperture brightness level
is:

HG(l) =
1

h(l)

h(l)∑

m=1

Gml (i, j)

Where HG(l) is the mean brightness gradient function value for l; h(l) is the
number of points with brightness l; Gl(i, j) is the gradient value in the mth point

with brightness l at position (i, j). The Laplace operator 52 =



−1 −1 −1
−1 +8 −1
−1 −1 −1


 is

used to calculate the gradient value
Canny filter. The Canny filter is considered to be the optimal choice for

any task, which requires edge extraction or edge enhancement of elements with
different shapes and characteristics. This is due to its easy implementation and
ability to be adapted to different circumstances [9].

There are the following three criteria for the algorithm:

• smart detection (increasing the signal/noise ratio);
• good localization (correct definition of boundary position);
• only one response to the border.
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The Canny filter differs from other classic edge detecting filters because it consid-
ers directionality of the element and permits personalization of the filter behavior
by choosing the value of parameters of the algorithm. This provides changes in
direction of the filter polarization and sensibility of the edge extraction.

The algorithm runs in 5 separate steps [10].

1. Smoothing: blurring of the image to remove noise.

2. Finding gradients: the edges should be marked where the gradients of the
image have large magnitudes.

3. Non-maximum suppression: only local maxima should be marked as edges.

4. Using the double thresholds: potential edges are determined by using the
thresholds.

5. Edge tracking by hysteresis: the final edges are determined by suppressing
all edges that are not connected to a strongly determined edge.

Morphological Image Processing. The morphological image processing
is a collection of non-linear operations related to the shape or morphology the
image features. Erosion of images is generally used for getting rid of the image
of random insertions. The idea is that the inclusions are eliminated by blurring,
while large and, thus, more visually important regions remain.

a) b) c)

Fig. 2. Morphological image processing example; a) source image; b) kernel; c) erosion
result

Erosion (morphological narrowing) is a convolution of the image or its area
selected with some kernel. The kernel may be of arbitrary shape and size. Here,
in calculating the convolution, only one leading position is selected in core, which
is aligned with the current pixel. In many cases, the core is selected as a square
or circle with a leading position at the center (Fig. 2b). The core can be regarded
as a pattern or a mask.

Applications of dilation is reduced to the passage pattern throughout the
image and use some operator to search for a local minimum intensities of the
pixels in the image, which covers the template. The gray color filled pixels appear
black due to erosion (Fig. 2c).
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3.3 Benchmark results

Weighted linear filtering. As seen from graphs in Fig. 3, the images with size
50× 50 are processed for the same time by both the CPU and GPU, excluding
NVIDIA GTX260, which works a little better. The larger images are processed
faster by the GPU.

Fig. 3. Weighted linear filter benchmarks

Fig. 4. Reverse gradient filter benchmarks

Fig. 5. Canny filter benchmarks
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Reverse gradient filter.As seen from graphs in Fig. 4, application of the
reverse gradient filter gives comparable results w.r.t. the weighted linear filter.

Canny filter. It is obvious from Fig. 5 that the CPU runs faster on images
up to 150 × 150 quality 25, but the GPU NVIDIA GT630M takes advantage
in times on larger images. The GPU NVIDIA GTX260 works better when the
CPU starts from images 300× 300 regardless of image quality.

Morphological Image Processing. Analysis of graphs in Fig. 6 shows
that in using the morphological processing similar to Canny’s filter, the GPU
NVIDIA GT630M starts process faster than CPU from images size 50× 50; and
the GPU NVIDIA GTX260 is faster from size 300× 300.

Fig. 6. Morphological Image Processing benchmarks

4 Conclusion

Results of this research show a rise in the efficiency of the GPU computing while
image size grows. Nowadays, the images with resolution less than 1024×768 can
be found rarely. From resolutions 300 × 300, the GPU starts to process images
faster than the CPU; so, it is advisable to use image processing algorithms
applying the GPU computing. The CPU computing is suitable in small image
processing or hardware systems without the GPU.
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Abstract. Posts published on the Internet could serve as a valuable
source of information regarding emotion. Recommendation systems, stock
market forecast and other areas are likely to benefit from the advance-
ment in mood classification. To deal with this task, researchers com-
monly rely on preassembled lexicons of emotional words. In this paper
we discuss the possibility of extracting emotion-specific words from user-
annotated blog entries. The study is based on analysis of the collection
from 14800 Live Journal posts containing the “Current mood” tag, spec-
ified by the author. The analysis findings and possible applications are
discussed.

Keywords: sentiment analysis, user-annotated data, computational lin-
guistics, emotional states, psycholinguistics

Introduction

Over the last few years, a considerable amount of work has been done to reduce
the overload of user-generated web content [1]. The possibility of grouping data
in accordance with sentiment is repeatedly discussed in recent investigations [2,
3]. The system capable of extracting emotions inherent in the text is likely to
assist both human-computer and human-human interactions, and help in various
tasks. For example, automatic analysis of emotions could be used in some appli-
cations, such as: recommendation systems (personal emotions expressed during
evaluation could be taken into account), monitoring of psychological user states
(customer satisfaction or diagnostics of potential illness), business intelligence
(evaluation of the emotional tone of comments circulating about one’s company
can be used to improve financial decisions).

Online diaries provide researchers with extremely diverse and manifold data.
Blog entries are rich in deeply personal and subjective content. Unlike other
corpora used in sentiment analysis, "Current Mood" is a text attribute directly
specified by the author at the time of writing, rather than by some independent
annotator. We expect that analysis of user-annotated data could provide new
information about words people use to express their emotional states.
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Related work

Over the past few decades there have been several projects devoted to analysis
of emotions in the Internet posts. For example, a research project for measuring
emotions is “Pulse of a nation” is based on analysis of Twitter messages from
September 2006 to August 2009 [4]. In their research, Mislove and coauthors
tried to find places where life is sweet, people are happier, and to reveal the
unhappiest time of a day. Although, we were unable to find scientific articles,
the authors of the “Pulse of a nation” project took part in several TV programs
and published the results in newspapers and periodicals (including The Wall
Street Journal and The New York Times).

To measure emotions in each tweet, Mislove and coauthors used the ANEW
word list [5]. The methodology of emotion analysis was to calculate a sentiment
score as a ration of the amount of positive messages to that of negative messages.
A message is regarded as positive if it has at least one positive word and as
negative if it has at least one negative word (the same message can be both
negative and positive) [6].

The project focused on the expression of happiness in social media was de-
veloped by a group of researchers from the University of Vermont. They tried to
measure happiness in Twitter posts [7].

First of all, Dodds and his coauthors conducted a survey using Amazon Me-
chanical Turks to obtain happiness evaluations of over 10,000 individual words,
representing a tenfold size improvement over similar existing word sets (cho-
sen by frequency of usage in collected samples of nearly 4.6 billion expressions
posted over a 33 month span). The created words list contains ranks of their
relation to happiness. For example, the top happiness words in their rank are
laughter (rank=1) and happiness (rank=2). Next, they created on-line service
hedonometer.org, which provides real time happiness analytics based on analysis
of frequencies of the words from the list. It is worth mentioning that this service
also has a rank for the word “birthday”, so the expression “Happy Birthday” is
not excluded from analysis.

Lansdall-Welfare, Lampos, and Cristianini tried to measure several emotions
in twitter posts by counting the frequency of emotion-related words in each text
published on a given day [8]. They also use a lexical approach and base their
analytics on the word lists extracted from the WordNet Affect ontology [9].

After this pre-processing Lansdall-Welfare, Lampos, & Cristianini compiled
four word lists containind 146 anger words, 92 fear words, 224 joy words and 115
sadness words. The evaluation of emotions in tweets was based on counting the
amount of tweets containing each word from the compiled list. Lansdall-Welfare,
Lampos, & Cristianini say they do not expect the high frequency of the word
‘happy’ to necessarily signify a happier mood in the population, as this can be
due to expressions of greeting, like “Happy Birthday”. Although they do not filter
this and similar expressions in their analysis.

We can conclude that the projects running analysis of emotions and moods in
social networks usually use the lexicon methodology based on expert-annotated
words lists.

127



Application of the lexicon approach based on expert or naïve rating of emo-
tions in the Internet posts can be supported by the findings made by Gill, Gergle,
French and Oberlander. They examined the ability of naive raters of emotion to
detect one of the eight emotional categories by asking participants to read 50 and
200 word samples of a real blog text and evaluate whether this message expresses
one of the eight emotions: anticipation, acceptance, sadness, disgust, anger, fear,
surprise, joy or being neutral [10]. Comparing the results of evaluation by expert
raters and naive experts allowed the conclusion that rater agreement increased
with longer texts, and was high for ratings of joy, disgust, anger and anticipation,
but low for acceptance and ‘neutral’ texts.

Although raters show agreement in annotation of emotions, we can raise a
question about its validity from the psychological perspective. We are not sure
that all people express their emotions in a straightforward way, using words
closest to the chosen mood category.

An interesting study of emotion in the context of a computer-mediated en-
vironment was conducted by Hancock, Landrigan, & Silver [11]. They organized
an experimental study, in which some of the participants were asked to ex-
press either positive (happy) or negative (unhappy) emotions during a chat con-
versation, without explicitly describing their (projected) emotional state. Even
though, their chat partners did not know about their instructions and their
emotional state, they could accurately perceive their interlocutor’s emotions.
Linguistic analysis showed that the authors portraying positive emotions used a
greater number of exclamation marks and more words overall. The participants
portraying negative emotions used an increased number of affective words, words
expressing negative feeling, and negations.

In this study the people understand emotions of their partner even if these
emotions were not explicitly expressed. This raises a question: could we extend
the lists of emotional words by analyzing data annotated with the current mood
of an author?

Analysis of text semantics, therefore, can provide information about user
emotions and we expect analysis of user-annotated data from LiveJournal to
help extend the existing words lists related to emotions.

Data collection

We used DuckDuckGo1 search engine in conjunction with "GoogleScraper"2

Python module to make a list of English-speaking LiveJournal users who have
at least once used the "Current Mood" functionality. The list of obtained URLs
is passed down to the web crawler hosted on "import.io"3 platform. Each visited
page is parsed to extract user messages and links to other LiveJournal blogs to
be added to crawling query (e.g. from the comment section). Data collecting

1 https://duckduckgo.com/
2 https://github.com/NikolaiT/GoogleScraper
3 https://import.io/
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continues until the specified maximum page depth is reached.

Start URLs

Blog Queue Entry
Parser

Outgoing
Links

Extracted
Content

Fig. 1. Data collection system architecture

Data-set highlights

For each message in visited blogs we extract a web address, title, text content
and mood tag (usually accompanied by "Current mood:", "Feeling rather:" or
just "Mood:"). Although the presence of subjective content in a title or web
address is questionable, they are needed to identify continuous entries (eg. stories
divided into series of posts). Blog posts, especially the ones with a fair amount
of text, are not as frequent as, say, twitter posts. For that reason we do not use
time stamps and rarely present geolocation data. The acquired dataset contains
14,800 documents tagged with 800 unique mood labels. 6% of the labels were
responsible for 60% of data entries (Figure 2). Average text length is 420 words.
An approximate post count for the average author is 5 messages (Figure 3). The
most popular mood tags are: "accomplished", "cheerful", "tired" and "amused".

Pre-Processing

The initial step is to clean data from invalid entries (non-Latin or comprising
only media content). The dictionary is then reduced by transforming everything
to lowercase, stemming words, removing punctuation, stopwords and numbers.
If we find negations, like “don’t”, “didn’t” or “not”, the subsequent token is re-
placed by not_token. For example, “they didn’t come” includes three tokens:
“they”, “didn’t”, “come”. We also keep negations as we can expect negative moods
negotiations to carry some additional information. URLs are shortened to their
respective domains and repeating letters (more than three) are reduced to three.
Words and numbers representing time or date are replaced with "time_date".
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Fig. 4. Word frequencies distribution for popular mood labels

After pre-processing the portion of non-sparse terms doubled. Overall dimen-
sionality of feature space was reduced by more than 3 times.

Fifteen highest word frequencies for 8 most used mood labels are very similar
and do not provide any evidence that people use emotional words to mark their
emotions (Figure 4). We can see that words highly associated with a mood are
not included in the list with top 20 frequencies. For example, it is not often
that messages tagged “Happy” contain “happy” in their body. The list of top 20
words does not contain many words from emotional lists. Words “like”, “one”,
“back” are not put on the list of 10,000 words related to “happy” according to a
Hedonometrics survey [7]. They are not included in the list of Affective Norms
for English Words either [5].

The TF-IDF coefficient frequently used for document classification can pro-
vide more focused information about semantics of each emotion categories. To
calculate TF-IDF, we joined all documents of the category into one document.
First, the calculated TF-IDF allowed us to find most of the names used in
posts. The words with the highest TF-IDF scores were “leo", "maes", "vam-
pir", "jare","sandi","gaara", and "roger". After including the names in a list of
stopwords, we received almost the same situation as with calculation of term
frequencies (see Table 1).
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accomplished tired cheerful sleepy
hand 505.7 hand 222.4 artwork 173.3 ghost 342.0
said 447.1 rift 216.7 hand 167.7 hand 170.2
eye 416.0 say 191.8 said 154.5 margin 153.3

back 389.8 f*ck 170.9 head 151.1 head 151.1
head 375.5 eye 156.9 eye 142.8 back 144.5
smile 368.7 back 155.6 smile 135.7 color 142.3
look 360.8 look 149.5 face 135.2 say 140.1
say 355.2 head 148.6 back 119.3 eye 130.8

robot 353.5 doesnt 145.5 look 117.9 superhero 130.0
mule 338.5 said 145.2 lip 110.8 said 125.4

amused happy busy bouncy
trade 692.7 array 279.9 dev 263.9 sampl 120.7
prize 379.7 hand 164.9 alt 178.5 hand 115.1
ward 143.9 eye 164.7 hand 148.6 introspect 106.3
claim 135.6 back 137.1 said 147.0 head 91.3
vote 128.4 lip 127.4 border 133.4 back 89.4
said 91.6 smile 125.5 back 118.3 said 84.8
hand 86.6 head 122.0 head 114.8 charact 80.6
bill 86.0 knew 122.0 eye 114.7 lip 76.5

materia 79.7 realis 121.2 knew 101.3 look 74.6
back 69.4 face 119.1 multi 101.1 kiss 74.4

Table 1. Words with highest TF-IDF score for eight most popular mood labels (with
proper nouns removed)

Next, we introduced the TF-ICF coefficient. In order to identify important
group-specific words, the term frequencies TFij for word i in group j are mul-
tiplied by:

log
||D||

∑||D||
j=1

TFij

maxt∈Tj
TFtj

(1)

where ||D|| is the number of document groups and Tj - unique words in document
group j.

The results produced by this transformation are listed in Figure 5 (apart
from persons, locations and brands on top of the list) and provide more infor-
mation regarding sentiment. For example, the word "finally" has a high value in
documents tagged with "accomplished" or "tired". Although, some of these re-
sults are relatively counter-intuitive or even contradictory (e.g. "bed" is present
in "accomplished", "bouncy", "cheerful", "busy", but absent in "sleepy").

This suggests that the distance between documents written in different emo-
tional states could be shorter than that between documents written in the same
emotional state by different authors. To test this hypothesis, we filtered docu-
ments by author and then, using vector representation of documents, we calcu-
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Fig. 5. Most important words according to TF ICF (with proper nouns removed)

lated cosine similarity between every pair of documents. The same procedure
was carried out for documents filtered by current mood tag.

The only pair of tags "nervous" and "accomplished" has the distance between
mood labels shorter than the average distance between different authors. This is
probably because they carry a lot of objective content, which should have been
filtered at earlier stages. The previously mentioned self-containing states of mind
fall within the same group of labels, whose distances do not exceed the global
average.

The vector model, therefore, contained enough information to distinguish
emotions and what we needed was to find an approach to extracting words
with maximum information. To solve this task, we used the Mutual Information
feature selection algorithm [12].

Application of the mutual information feature selection algorithm showed
that the word “happy” provided relevant information about the mood of an
author. However, the top twelve terms for the “happy” category only contained
two emotional words included in the Hedonometics or ANEW list (“happy” and
“wonder”).

We saw that, according to mutual information feature selection, many of
the categories were determined by the terms not included in emotional words
lists. Then we checked whether or not category name synonyms obtained from
WordNet were frequently encountered in the documents labeled with the same
mood [13]. Most of the time mood was not specified in the text in an obvious
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accomplished tired cheerful sleepy
eye 0.0084 three 0.0014 yes 0.0005 found 0.0009

head 0.0080 got 0.0011 feel 0.0004 name 0.0007
pull 0.0079 home 0.0010 still 0.0004 probabl 0.0007
turn 0.0074 day 0.0010 like 0.0004 knew 0.0007
smile 0.0072 lot 0.0009 way 0.0003 side 0.0006
arm 0.0071 tell 0.0009 right 0.0003 bad 0.0006
first 0.0070 realli 0.0009 see 0.0003 tri 0.0006
pair 0.0069 far 0.0008 guy 0.0003 rate 0.0006

behind 0.0069 think 0.0008 think 0.0003 time 0.0005
hand 0.0068 let 0.0008 girl 0.0003 walk 0.0005
away 0.0067 time 0.0008 hold 0.0002 mayb 0.0005
side 0.0063 part 0.0008 just 0.0002 find 0.0005

amused happy busy bouncy
knew 0.0008 happi 0.0020 thank 0.0012 your 0.0006
still 0.0008 dont 0.0006 set 0.0011 far 0.0006
way 0.0007 found 0.0005 pleas 0.0010 someon 0.0005
week 0.0007 ive 0.0005 use 0.0010 feel 0.0004
cant 0.0007 wonder 0.0004 everi 0.0010 ask 0.0004
pleas 0.0007 thank 0.0004 ask 0.0009 sinc 0.0003
feel 0.0007 wait 0.0004 man 0.0009 talk 0.0003
far 0.0006 also 0.0004 ill 0.0007 word 0.0003
will 0.0006 home 0.0004 leav 0.0007 dont 0.0003
tri 0.0005 one 0.0004 found 0.0007 guy 0.0003

found 0.0005 isnt 0.0003 comment 0.0006 way 0.0003
day 0.0005 day 0.0003 tag 0.0006 see 0.0003

Table 2. Most important words according to mutual information feature selection al-
gorithm

way. Only 14 of 50 popular moods or their synonyms are frequently encountered
in a text tagged with the same mood: crazy (stressed, crazy, sick), curious (good,
curious, sore), depressed (depressed, hopeful, artistic), ecstatic (hopeful, ecstatic,
productive), hopeful (hopeful, crazy, sad), pissed off (pissed off, nervous, okay),
sad (sad, frustrated, pissed), sick (confused, crazy, sick), sleepy (stressed, sleepy,
sick), sore (sad, ecstatic, sore), stressed (stressed, depressed, curious).

Surprised by such results, we tried to analyze the document using words
from the Hedonometrics list. Analysis of frequencies of top twelve words from
the Hedonometrics list in texts written in different moods showed that these
words have the most common usage in emotional states different from “happy”
(Table 3). Only one word “successful” is used more frequently by authors who
tagged their message with the current mood “happy”.
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accomplished tired cheerful sleepy amused happy busy bouncy
laughter 1.37 1.45 1.28 1.16 2.22 1.54 1.61 2.25
love 23.97 25.32 29.18 20.92 27.27 27.29 26.46 30.04
happy 7.28 6.74 8.90 7.98 7.83 11.95 7.71 12.14
laugh 10.83 12.03 12.43 7.28 9.79 7.48 8.88 9.01
excellent 0.50 0.33 0.56 0.54 0.26 0.46 0.54 0.38
joy 0.89 0.66 1.52 0.77 1.17 1.31 0.45 1.25
successful 0.64 1.06 0.72 0.62 0.65 1.39 0.45 0.13
win 1.42 1.19 1.20 0.85 3.26 0.92 1.97 0.75
rainbow 0.56 0.20 0.32 0.31 0.26 0.08 0.09 0.50
smile 27.29 25.45 28.86 21.23 23.10 25.67 20.63 24.53
won 0.73 0.60 1.20 0.46 0.91 0.39 0.90 1.25
pleasure 1.59 1.26 1.60 1.24 1.04 1.46 1.97 3.13
celebration 1.14 1.12 1.92 0.54 1.30 0.69 1.17 0.75

Table 3. Word frequencies ×105

Conclusion

Analysis of user-annotated blog messages showed that connections between emo-
tions and their linguistic expression could not necessarily be straightforward as
is usually expected by compilers of emotional words lists. The most frequent
words in each mood category are not included in the list of emotional terms.
Application of TF-IDF and the calculated TF-ICF coefficient did not change
the situation. Words with the highest scores continue not to be included in pop-
ular lists used for mood analysis. Application of the Mutual Information feature
selection algorithm allowed us to find the most important words in each category,
but only few of them are included in popular lists of emotional words. We can
confirm that. according to the mutual information coefficient, the word “happy”
has high discriminative power, while other words from the Hedonometrics list
were not as successful.

People show a high ability to evaluate emotions of other persons even in
a computer-mediated environment, although the way we can understand other
people’s emotions still raises questions. On the one hand, the ability to un-
derstand emotions also exists in situations where emotions are not explicitly
expressed; on the other hand, our analysis showed a paradoxical situation when
the terms used for evaluation of emotions are not among the top 20 frequent
or discriminative words for each of mood categories. These facts raise a ques-
tion about psychological validity of straightforward techniques for measuring
emotions.

In our further research we plan to move in two different directions. One is to
compare results of emotion analysis by applying the classical lexical approach
with two dictionaries (ANEW and Hedonometrcs) and Naïve Bayes algorithm
using the probabilities calculated in the current research. The other direction
is to test agreement between naïve or expert annotators and authors of mood
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labels. We also intend to develop more sophisticated procedures to filter objective
content and detect invalid entries, establish a meaningful connection between
content and label and further extend our database to improve validity of our
study.
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Abstract. The study of the mass center (CM) motion of the left ventri-
cle (LV) area in echocardiographic videos is presented. CM of any phase
of the cardiac cycle is inside an ellipse. An area of the ellipse is not more
than 2% of the area of LV in systole. The criterion to identify correct
and incorrect forms of contours are proposed for automatic contouring
of LV in the frames of a video sequence.

Keywords: left ventricle, contouring, echocardiographic images (echocar-
diography), image processing.

1 Introduction

Echocardiography is one of the most wide spread ways of not invasive heart
muscle deseases diagnosis, which most commonly uses ultrasound (US) images
of the apical four-chamber heart projection. Sequence analysis of ultrasound
images allows to analyze the dynamics of the heart muscle. Of particular interest
to cardiologists is left ventricle (LV), since most various diseases and pathologies
of the heart can change their state.

To assess the state of the LV, cardiologist puts contour on each frame of
ultrasound sequence, which limits the region of the LV. As a rule, the cardiolo-
gist makes it manually or by semiautomatic modes. Using the contouring, they
calculate the geometric dimensions of the LV (systolic and diastolic volumes),
ejection fraction, wall contractility, etc. The obtained quantitative indicators
provide reliable assessment of the heart muscle condition.

Analysis of the experience of cardiac ultrasound shows that in most cases the
LV boundary is conducted subjectively and depends on the skill of the physician
who performs the processing of ultrasound images. In this context, the task of
developing algorithms for automated delineation of the LV on echocardiography
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images, that eliminate the element of subjectivity and increase the processing
speed of ultrasound images of the heart, is relevant.

In this article the results of the kinematics analysis of mass center on the
ultrasound images are discussed and the identification approach of inaccurate
LV contour built in automatic mode are submitted.

2 Statement of the Problem

Let’s consider the features of contouring procedures LV on the ultrasound image.
Typical source frame of an ultrasound image is presented in figure 1. Figure 1
shows that the images are low-contrast. There is a variety of artifacts due to the
presence of the papillary muscle in the heart tissue. The figure 1 also presents the
expert LV contour. The expert had the right border of the LV, ignoring existing
artifact in the image.

Fig. 1. The ultrasound frame with expert LV contour.

It should be noted that the presence of this artifact is critical for automatic
algorithm. This problem is illustrated in figure 2, the results of the automatic
delineation LV from the image are shown in figure 1.

Consequently, the automatic contouring process should have a pre-treatment
procedure to remove speckle noise, artifacts and to enhance the contrast of ultra-
sound images. These algorithms are considered in [1], [4], [7] [8]. Analysis of the
experience of their application shows that they really can improve the contrast

138



Fig. 2. The LV area is obtained from ultrasound image.

of the ultrasound images and in some cases remove artifacts. However, this can
be done not for every patient.

Also the works [2], [3] should be particularly noted. For LV wall motion of the
heart the optical flow algorithm [5] was used and analysis of LV shape changes
over time. Work [9] describes the isolation area of the LV on echocardiogra-
phy image. However, in these works the criteria to evaluate the correctness of
contouring are not given.

Comparative analysis of the LV contour built by the expert and the contour
built in automatic mode (see. Fig. 2), allows us to conclude that the CM coor-
dinates of these contours are significantly different from each other. Thus, we
can assume that the CM coordinate values are an informative parameter. This
parameter allows to distinguish the contours of regular and irregular shapes
(Fig. 3).

Fig. 3. Expert and contouring with the center of mass.

To test this hypothesis, the CM motion of expert contours was investigated.
The results are presented in the next section.
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3 The study of the CM LV motion.

In the course of the research ultrasound records of 16 patients were used, the total
number of frames was 320. At each frame LV contours were built by experts.
Figure 4 shows the coordinates of the CM expert LV contours of the heart.
Figure 4 shows that the position of a CM is inside the minimal ellipse [6].

Fig. 4. CM of expert contours for one patient and ellipse constructed by CM points.

Similar calculations were performed for the remaining patients. Next, for
each patient area of the respective ellipses was calculated. This area is compared
with the area of LV in systole. Calculated coefficients are presented in table 1.

Table 1. The ratio of the ellipse area covering CM LV to the area of expert contour
in systole.

Patient Coefficient Coefficient Patient Coefficient Coefficient

(expert data) (data obtained (expert data) (data obtained

from automatic from automatic

algorithm) algorithm)

B 0.0086 0.0424 K 0.0137 0.5185

C 0.0113 0.1180 L 0.0117 0.0237

D 0.0168 0.0110 N 0.0163 0.0349

E 0.0138 0.0117 O 0.0161 0.0189

F 0.0095 0.0136 R 0.0200 0.0235

G 0.0143 0.0674 T 0.0254 0.0205

H 0.0173 0.0533 V 0.0167 0.0981

I 0.0168 0.0987 X 0.0193 0.2188
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Table 1 shows that the ellipse area encompassing LV CM does not exceed 2%
of the left ventricular in systole. The results of similar calculations for contours
constructed automatically, some of which have an irregular shape, are presented
in table 1. (The automatic algorithm is considered in [10]).The maximum value
of the ratio of the ellipse area, covered CM LV, to expert contour area in LV
systole is 51%. Thus, the position of the CM allow to automatically identify the
correct construction of the contour, using the following step:

1. Calculate the CM coordinates of the each video frame.
2. Construct a minimum ellipse which includes the CM of all contours.
3. Calculate the area of the ellipse.
4. Calculate the ratio of the areas of the ellipse to the area of LV in systole.
5. If the ratio is greater than 2% then apply the clustering procedure CM [11].
6. Identify the contours of the irregular shape which CM are assigned to a

remote cluster.

Figure 5 shows the CM arrangement examples in the case, where the shape
of one contour is incorrect. Figure 5 shows that CM for contours with regular
shape are grouped in a certain region, while the contours of irregular shape are
located at a remote distance from the grouping area.

It should be noted that the errors of second type (the contour is wrong, but
CM belongs to the ellipse) were not found.

Fig. 5. Location of CM for patient X, one circuit is built wrong.
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4 Conclusion

The CM for regular shape countours are grouped within the ellipse area. The
CM for irregular shape countours are located out of this area. Methods of points
clustering can solve this problem. An approach based on an analysis of the CM
LV contours location, allowing to identify the contours of an irregular shape,
is given in this work. The approach will be embeded in automatic algorithm of
contouring the LV area.
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Abstract. The paper presents a model of distorted velocity distribution
of a flow in conduit, which passes through its bent section. The proposed
model is properly analyzed. An algorithm for recovering the pipe profile
by multipath ultrasonic measurements in the presence of a priori infor-
mation is proposed. Numerical simulations with the proposed algorithm
are performed as well.
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1 Introduction

In practice, it is important to know the set of values of the stream head of a flow
in each section of the pipeline. The flow head is one of the main characteristics
of the conduit. When the flow passes through a bent section (such as elbow or
valve, etc.), its head gets lost. In practice, losses of the head are determined by
experiments [1]. The loss of head is connected with the flow profile distortion.
There is a symmetric flow profile in a long straight section of pipeline (Fig. 1a,b).
However, when flow passes a bent section (such as elbow, valve, etc.), the flow
profile, i.e., the distribution of velocity in the cross section of the pipe, becomes
distorted (Fig. 1 c,d). Thus, the profile of flow characterizes a bent section of
the pipe [1].

One way to determine the flow profile is to recover it by ultrasonic multi-
path flow measurements. The ultrasonic technology allows measurement of the
velocity distribution in a number of planes between two transducers/receivers of
acoustic waves as it is shown in Fig. 2a. The distortion of a flow profile can be
recovered by approximation of such measured values in a sufficient number of
planes [2].

The task of ultrasonic measurement of the flow rate is the radar task of
measurement of propagation time in an investigated media. The emitted wave
accelerates when moving in the direction of a flow and slows down in the opposite
direction (Fig. 2b). The velocity of a flow is calculated as a difference of measured
times of propagation:

t12 =
L

c+ vl cosα
, t21 =

L

c− vl cosα
, (1)
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vl =
∆tc2

2L cosα
, vz =

∆tc2

2L
tanα, (2)

where t12 is the time of propagation in the flow direction; t21 is the time of
propagation in the opposite direction; c is the speed of acoustic wave; α is the
angle between direction of the flow and direction of the wave propagation; L is
the length of the wave path in the investigated media; vl is the projection of the
flow velocity on the wave path; vz is the velocity in z–direction of the flow [3].

The velocity profile is always distributed not uniformly through the cross–
section area of a pipe. This means that velocity in the central region is usually
higher than near the wall. The measured value of velocity vl is the average of
this distribution in the direction of the path. Measured value usually differs from
average velocity through the whole cross section vc:

vl =

∫ L

0

v(l)dl, Q =

∫

s

v(x, y)dS, (3)

k =
Q

πR2vl
, (4)

where v(l) is the distribution of velocity in the direction of the wave propagation;
Q is the flow rate; v(x, y) is the distribution of velocity through the whole cross–
section of the conduit; R is the radius of the pipe; S is the cross–section area of
the pipe; k is the meter factor, which is connected with the measured and actual
flow rate [3].

Equation (4) is valid for any symmetric flow. However, in the case of asym-
metric propagation of the flow wave patch, the flow rate would be calculated
with error. The type of function v(x, y) for asymmetric flow does not have gen-
eral analytical expression. The function of flow distribution strongly depends on
the conduit configuration, and its characteristics (such as material, roughness,
temperature of the controlled media, etc.). The error of the calculated flow rate
for a single path flow meter can achieve a 10% and be even larger [3].

The meter factor can be calibrated in laboratory conditions. Such calibration
is generally performed on a long straight section of a conduit where a symmetry
flow profile takes place [3]. In the case of multipath flow meter, all asymmetric
features are assumed to be present for calibration of a symmetric flow. In -
practice, it is necessary to have more than 4 paths to consider the meter factor as
1 with error less than 0.1% [4, 5]. However, the solution of the task of recovering
a flow profile with such accurate flow measurements is an open issue.

For some types of flow profiles, the analytical expression has been obtained by
Salami [6]. Based on his works, some authors proposed analysis of configuration
of the multipath measurements and suggested some interpretations of analyti-
cal profiles [4–8]. The solution of the profile recovering problem by ultrasonic
flow measurements was only proposed on the basis of ultrasonic tomography
or by Abel’s integration transform, which doesn’t take into account asymmetry
features of flow [2, 9].
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In this work, a technique is suggested for recovering the flow profiles using the
multipath measurements and a priori information about discretionary function,
which can be determined for each type of a bent section of the conduit.

Fig. 1. Flow profiles for a) m=2, a=0; b) m=5, a=0; ) m=5, a=0.3; d) m=5, a=0.7

2 Model of flow profile

The model of flow profile, which have been proposed by authors [6, 7] can be
considered as a particular case of a flow profile that has passed through a conduit
section, whose specified characteristic determines the distortion of the velocity
distribution. The proposed model and generalized approach can be analyzed
regarding to the accuracy of the profile recovering.

In general, the flow rate could be calculated as an integral of velocity distri-
bution over the cross-section area as

Q =

∫

s(z)

vz(x, y)dS =

∫ x2=R

x1=−R

[∫ y2=
√
(R2−x2)

y1=−
√
(R2−x2)

vz(x, y)dy

]
dx, (5)

Thus

Q =

∫ R

−R
vz(x)dx =

c2 tan(α)

2

∫ R

−R
∆t(x)dx, (6)

where ∆t(x) is the distribution of difference values of measured propagation time
in the flow direction and in the opposite one versus the coordinate. In theory
of numerical integration, it is proposed to substitute the integral by sum with
specified weight, which may be chosen, for instance, by criteria of optimal distri-
bution of nodes locations and corresponding coefficients (the Gauss quadrature
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Fig. 2. Schematic draw picture a) multipath flowmeter and b) the center plane cut, ηi
is the ith plane

method). The solution is presented in Table 1.

ξ =
x

R

∫ R

−R
∆(x)dx → R

∫ 1

−1
∆(ξ)dξ = R

n∑

i

λi∆t(ξ), (7)

where ξ is the normalized coordinate of the measurement plane, λi is the coef-
ficient of weight function (determined by solution of the Gauss quadrature task
for number of measurements); ∆t(ξi), i = 1, 2 . . . n are differences of propagation
times in planes with coordinate ξi; n is the number of planes. In the case of a

Table 1. Solution of Gauss quadrature task [10]

n=2 n=3 n=4 n=5

λi ± 0,5773 0 ± 0,7746 ± 0.3400 ± 0.8611 0 ± 0.5385 ± 0.9062

ξi 1 0.8889 0.5556 0, 6521 0,3479 0.5689 0.2369 0.4786

multipath flow meter, the flow rate can be calculated in accordance with (6) as

Q = k
c2R tan(α)

2

n∑

i

λi∆t(ξi) = k
n∑

i=1

λivz(ξi), (8)

where the meter factor k can be considered as 1 if there are more than 4 measured
planes [4]. There are many profiles proposed by Salami [6], which have been
verified by experiments. For instance, authors [2] noted that profile of flow that
passes through a single elbow could be expressed as follows:

vz(r, ϕ)

v0
= sin

(π
2

(1− r)1/m
)

+ α sin
(
π(1− r)1/2

)
exp(−0.2ϕ) sin(ϕ), (9)
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where vz(r, ϕ) is the velocity distribution in cylindrical coordinates; r is the
radius; ϕ is the angle; v0 is the velocity of flow at the center of cross-section
(vz(0, 0) = v0); α is the velocity of flow at the center of cross-section; m is
the coefficient of symmetric flow profile, which characterizes the flow profile
depending on velocity if asymmetric coefficient is equal to zero. In the original
work [6], the author proposed values m = 5, α = 0.3. The first part of the
right side of equation (4) corresponds to the symmetric part of the flow, and the
second part corresponds to asymmetry distortion with coefficient α [6]. Without
asymmetry distortion, the flow rate is calculated according to the equations
(8)-(9) as

Q =

∫

S

sin
(π

2
(1− r) 1

m

)
dS =

∫ 2π

0

∫ R

−R
sin
(π

2
(1− r) 1

m

)
rdrdϕ, (10)

Q = kR
n∑

i=1

λivz (ξi) . (11)

For symmetric model of flow (10, 11) calibration m = f(k) = f(Q/v0) could
be performed. Normalized profiles are shown in Fig. 1 a,b. It can be noted
that profile with m=2 corresponds to the laminar flow mode, and cannot be
considered in model. Profile with m=5 corresponds to the turbulent mode [2].
It is well known that the profile of a flow changes toward symmetry distribution
with distance from a section of the conduit, which caused distortion [3]. So, it
may be supposed that the influence of the second part of equation (9) decreases as
asymmetric coefficient tends to zero with increasing distance from the distorted
section of the conduit. Based on the condition of constant flow (Q(z) = const)
it should be noted that m is also changing with distance from the section of the
conduit that caused the distortion.

It may be proposed that type of the second part of the right side of equation
(9) depends on the type of section of the conduit, which caused distortion. Such
expressions can be defined theoretically or from experiments. In this work, type
of the profile (9), which corresponds to signal elbow [2], is considered. Profiles of
flow for m = 5, α = 0.3 and α = 0.7 are shown in Fig. 2c,d. It has been mentioned
above that in each measurement plane, the value of velocity is the integral over
the direction of acoustic wave propagation. The normalized measured velocity
in the plane with coordinate xi corresponds to equation (9) can be expressed as

vz(xi)

v0
=

=

∫ +A

−A

[
sin
(π

2
(1− (x2i + y2)1/2

)1/m]
+

[
α sin

(
π
(

1− (x2 + y2)1/2
)1/2)]

×

× exp(−0.2 arctan

(
y

xi

)
sin

(
arctan

(
y

xi

))
dy, (12)
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where A =
√
R2 − x2i . Denote:

F1 (xi,m) =

∫ +A

−A

[
sin
(π

2
(1− (x2i + y2)1/2

)1/m]
dy, (13)

F2 (xi) =

[
α sin

(
π
(

1− (x2 + y2)1/2
)1/2)]

×

× exp(−0.2 arctan

(
y

xi

)
sin

(
arctan

(
y

xi

))
dy. (14)

Consequently,
vz (xi)

v0
=F1 (xi,m) +αF2 (xi) , (15)

where F1(xi,m) is the function, which characterizes symmetric part of flow,
F2(xi) is the function, which characterizes an asymmetric part of flow when it
passes through a bent section. Expression of the flow rate corresponding to (15)
is

Q =

∫ R

−R
vz(x)dx = v0

∫ R

−R
[F1(xi,m) + αF2(xi)] dx ≈ kR

n∑

i=1

λivz(ξi). (16)

In accordance with (15), the flow rate can be expressed as

Q ≈ v0R
n∑

i

λi [F1(ξi,m) + αF2(ξi)] . (17)

In equation (17), the meter factor is not used because since it is included in the
calibration dependence for F1(xi,m). From equation (17) in accordance with
(11) and (16), the symmetric flow rate normalized on v0 can be expressed as

Qc
v0

= R

[
k

n∑

i=1

λivz (ξi)− αv0
n∑

i=1

λiF2(ξi2)

]
= f−1(m), (18)

where f−1(m) = Qc/v0 denotes the calibration relation in coordinates f(Qc/v0).
Such calibration can be implemented because of symmetry of function F1(xi,m)
and symmetry of profile Qc. Hence, if we know the flow rate under symmetric
conditions and radius of the pipe, we can deduce v0.

There are three unknown parameters in equation (17): v0 is the value of
velocity at the center of the pipe cross-section; m is the coefficient of symmet-
ric part of flow; α is the asymmetric coefficient. Here, it is assumed that type
of function F2(xi) is known as a function of distorted section of the conduit.
Relation m = f(F1(x,m)) = f(Q/vc) assumed to be known from preliminary
calibrations on a long straight pipeline. The determination of parameters named
above requires solution of the system of equations for each parameter. The po-
sition of planes (xi) is supposed to be chosen here in accordance with Table 1
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and from symmetry of F1(xi,m). The solution of the system mentioned above
has the following expression:





α = [(vz(x3)− vz(x1))F1(x1,m)]/[F2(x2)vz(x1)− vz(x3)F2(x1)],

v0 = [F2(x3)vz(x1)− vz(x3)F2(x1)]/[F1(x1,m) (F2(x1)− F2(x3))],

n∑
i=1

λiF1(xi,m) =
[
k

n∑
i=1

λivz(xi)− αv0
n∑
i=1

λiF2(xi)
]
/v0 = f−1(m).

(19)

Here, the first and the second equations are calculated depending on F1 and
hence on m. However, the multiplier αv0 may be calculated without the third
equation:

αv0 =
vz(x3)− vz(x1)

F2(x1)− F2(x3)
. (20)

In the third equation, the meter factor can be considered as 1 if more than 4
measurement planes are used. Consequently, in the third equation m is deter-
mined from the calibration relation. The solution of system (19) allows one to
calculate velocity distribution in accordance with (15) for distorted flow profile
in cross-section of the conduit.

3 Results of Modeling

In the Matlab software, simulation of the algorithm described above is carried
out for function of distorted profile (9). The first stage of modeling requires the
number of measurement planes and their positions. In our study, 4 planes (k ≈ 1
in this case) have been chosen according to the Table 1. For the chosen model
of distortion relation, functions m = f(Q/v0) have been calibrated, shown on
Fig. 3.

x1 = 0.34R, x2 = 0.86R, x3 = −0.34R, x4 = −0.86R,

λ1 = 0.652, λ2 = 0.347, λ3 = 0.652, λ4 = 0.347.

In Figure 4 function F2(x) for the chosen type of distortion section of the conduit
is shown. In the model of profile (9), coefficients were selected as m = 5, α =
0.3, v0 = 1, along with the measured values of velocities:

vz(x1) = 1.9; vz(x2) = 1; vz(x3) = 1.4; vz(x4) = 0.5.

The calculated value αv0 accordingly to (20) αv0 = 0.3. The calculated value of
the flow rate (considering that k = 1) is Q = 2.7307.

The relation for m (Fig.3) has been found from the third equation of system
(9). For calibration, the value m = 2.83 has been determined. The difference
of the measured and the preliminary chosen m value may be explained by not
sufficient accuracy of the assumption that k ≈ 1 or with influence of F1 on F2,
which is not taken into account in the proposed model.
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Fig. 3. - Relation m = f(Q/v0)

Fig. 4. Function F2(x) for the chosen type of distortion section of the conduit
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The calculated values of F1(m,xi), in accordance with (13) and the deter-
mined m, are

F1(m,x1) = F1(m,x3) = 1.51; F1(m,x2) = F1(m,x4) = 1.1.

From the estimated value of m F1(m,xi) and by calculation of equations (20)
α = 0.26, v0 = 1.16. The error of determination α, v0 obviously connected with
accuracy of estimation m.

The error of recovering the profile of a flow (9) with the calculated values of
parameters and set values estimated as

(
1−Qteor

Qcalc

)
100% = 6.7%, (21)

whereQteor is the flow rate calculated form the selected valuesm,α, v0, andQcalc
is the flow rate calculated from estimated values of parameters. The relation of
error versus the asymmetry coefficient and m = 5, 7, 10 shown in Fig. 5. The

Fig. 5. Relation of error depending on asymmetry coefficient with m = 5, 7, 10 and
v0 = 1

accuracy analysis shows that the error dependence has a constant part that
corresponds to symmetry flow distribution m = f(Q/v0). Such constant value of
the error can be decreased by correction of calibration relationship m = f(Q/v0).
The result with such calibration for each value m is shown in Fig. 6. In the whole,
such behavior of the error can be caused by the insufficient accuracy of the model
assumptions. Particularly, it may be supposed that the asymmetry part of F2(x)
in (13) is influenced by the symmetry part of F1(x,m).

The general algorithm of flow profile recovering on the basis of multipath
ultrasonic flow rate measurements and a priori information about distorting
function of the conduit section has the following stages:
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Fig. 6. Relation of error with corrected m = f(Q/v0) depending on asymmetry coeffi-
cient with m = 5, 7, 10 and v0 = 1.

1. selection of the function F2 (x,m) type;
2. carrying out calibration for symmetric flow m = F (Q);
3. measurements of flow velocities in planes for each xi and determination the

flow rate by equation (16);
4. calculation value αv0 from (20);
5. determination of m in agree with (18) and calibration of the relationship;
6. evaluation of correction relation m = F (Q) for decreasing symmetric flow

error (α = 0);
7. calculation of values F1(m,xi), α and v0 by equations (19);
8. calculation of velocity distribution and flow profile.

4 Conclusion

The new model of behavior of velocity distribution in conduit and the algorithm
for flow profile recovering based on it are proposed in the paper. The model
generalizes analytical expressions for distorted flow profiles in the conduit, which
were proposed by Salami. In contrast to [6], here, some coefficients of the model
has been generalized and their physical interpretation provided.

The algorithm for profile recovering on the basis of multipath ultrasonic
measurements and a priori information about distorting section of conduit is
proposed. The model can be used for any type of profile with theoretical or
experimental description.

The numerical simulation for generalized expression of the function for profile
after single elbow has been carried out [2]. The results of simulation have been
presented in the paper. The flow profile after single elbow, measured by ultrasonic
in 4 planes is considered. The error is estimated as the relation between the flow
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rate calculated with theoretical set of parameters and parameters that were
determined by the proposed algorithm. The obtained accuracy gives less than
1% error.

The reached that the model can be considered as reliable. In further devel-
opments of the model, the influence of symmetry part of flow on asymmetry
part will be investigated. Moreover, investigation of number of measurements
and orientation of planes influence on accuracy should be done.
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Abstract. A lot of valuable data is stored in standalone legacy systems
inside enterprise infrastructure across different domains. It was always a
big challenge to integrate such systems with each other even on structural
level, but with the recent development of Semantic Web technologies its
now clear that integration on semantic level could be achieved and data
from different sources could be used more effectively. Its now becoming a
trend to open data to the public according to Linked Data principals, but
there is no common workflow that could be used with legacy systems.
In this paper we propose our solution for semi-automated integration of
legacy systems using Linked data principals. We analyze the motivation
and current state of the art in the domain, present our method and al-
gorithms for data extraction, transformation, mapping and interlinking.
Finally we show our own implementation of the proposed solution and
discuss the results.

Keywords: Semantic Web, Linked Data, Database integration, Ontol-
ogy, Resource Description Framework

1 Introduction

Data integration nowadays is a big and challenging problem, due to the fact that
a lot of business and personal data is stored in large amount of different computer
systems: Customer Relationship Management systems, Supply Chain Manage-
ment systems, Enterprise Resource Planning systems and etc. Also information
is stored in web based applications such as intranet portals, blogs, personal web
pages and so on. The amount of such data is growing rapidly every year and
because of this industry is in need of a solution for accessing and managing
distributed data. Data integration approaches can be separated in two differ-
ent groups: consolidation approaches and virtualization approaches. Approaches
from the first group are meant to physically transfer data from distributed data
sources into one unified storage. On other hand approaches from the second
group concentrate on providing a virtual way of accessing the data without
any physical relocation. In this paper we understand integration according to
the approach from the second group, as a unified virtual interface for accessing
distributed heterogeneous data sources. But we can go with classification even
further and separate virtual data integration approach into several classes: struc-
ture based and semantic based integration. The structural integration is based
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on an idea that full integration can be achieved by providing a mapping between
different structural parts of integrated systems. A lot of approaches and meth-
ods were developed in past years with this idea and the most popular that are
used now are usually based on such technologies as Web Services, for example
Service Oriented Architecture. For data representation general approach in such
a case is to use a markup language, for example XML, and for data transferring -
some transport network protocol, like, for example, HTTP. Thus we can say that
structure based integration methods are mostly used for representing and trans-
ferring data from different systems in a common way and providing a solution
for mapping one system structure to another system structure. Semantic data
integration, on other hand, is dealing not only with structural mapping, but also
trying to define equivalency in semantic meaning of distributed integrated data.
This kind of integration, compared to the structural integration, is operating
several levels above in DIKW pyramid, using not only simple data structures
for integration, but also context of its usage and knowledge of how to use it [1].
This approach can bring several benefits, like for example it can increase level of
automatic decision making and provide means for better analytical data search.
In other words semantic integration methods can make integration tools more
intelligent and help them deal more effectively with big amount of data.

This paper consists of 6 sections. Section 2 explains our motivation in this
work and why we started the research. Section 3 focus on the state of the art it
the area and related work. Section 4 covers our proposed solution for the problem,
including method, algorithms for data integration and also implementation of it
as a tool. Sections 5 and 6 concludes the paper and focus on discussion of results
and future work.

2 Motivation

It is an indisputable fact that currently most of the applications and com-
puter systems in different domains use traditional technologies such as relational
databases for data storage and retrieving. From the perspective of Semantic Web
they could be called legacy systems, or in other words outdated computer sys-
tems. Applying semantic integration approach to the legacy systems could take
a big amount of the effort and manual work, and as a result it could be an obsta-
cle for introduction of such approach, regardless the benefits that it could bring.
There are already several solutions for mapping relational databases to Resource
Description Framework (RDF) datasets available, as well as there is also a World
Wide Web Consortium (W3C) R2RML language specification that intends to
standardize the approaches for such mapping [2]. Nevertheless we are convinced
that they all miss the unified methodology for data retrieval from different types
of relational databases and publication on the Web. The level of automation
in such tools is still no enough, so they require a lot of manual work through
whole data integration life cycle. In this paper we present our own view on the
problem and a solution for semi-automated integration of legacy systems. This
solution will include the methodology and algorithms for data extraction and
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transformation, as well as a prototype of a tool, that is used by us for evaluation
of the results.

3 Related Work

Semantic data integration approaches are discussed for a long time by profession-
als in data integration domain and we can already say that the most promising
solutions are based on metadata usage. Some brief survey of the current state of
the art in the domain was presented by Klaus R. Dittrich and Patrick Ziegler [3].
One of the directions of development of metadata approach is closely linked to
the idea to use ontology models for data integration and system interoperability.
This idea is not really a new one and was already presented for example in the
paper [4]. Usually there are 3 main approaches for ontology based integration:
single ontology approach, multi ontology approach or hybrid approach. The idea
behind single ontology is based on the assumption that its possible to create
single ontology that could describe all entities and concepts in integrated sys-
tems. This is a straightforward solution that could be applied only if all systems
works in one domain and it was implemented in SIMS [5]. In second approach,
instead of one ontology each integrated system provide its own ontology. Com-
pared to first solution in this case its easier to integrate new system, because
ontologies could be developed independently for all integrated systems, like for
example in OBSERVER [6]. But without common vocabulary its problematic
to interlink concepts in different ontologies. Thats why there is a third solution
that uses both ideas: for describing systems it uses several single ontologies; for
interlinking them with each other global ontology is used as a vocabulary. But
still there are a lot unresolved problems in this approach, for example its still not
clear how to get single ontology for every system automatically and how to map
them automatically with each other with the use of global ontology. The solu-
tions for relational database mapping to RDF data sets are described in a W3C
RDB2RDF Incubator Group survey [7] and in survey [8]. In this surveys several
tools and techniques for data transformation are described and could be sepa-
rated in three classes: direct mapping solutions, semi-automated direct mapping
solutions and solutions that use domain semantic for extracting the data from
relational database. Although some of them are already a mature software they
still lack solutions for stable automated ontology mappings, duplicates discovery
and other features that could make data integration process more friendly.

4 Implementation

4.1 Semantic integration with ontology

According to Tomas Gruber definition, ontology is an explicit specification of
conceptualization [9]. It can describe concepts and relationships that can exist
in one domain and basically it is a set of concepts, relations and functions that
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connects them with each other:

O =
{
T,R, F

}
, where : (1)

O – ontology of the domain;
T - set of concepts in described domain;
R - set of relationships in the domain;
F - set of functions that connects concepts and relationships inside one domain.

By using it for data integration concepts and relationships could be described
in every integrated subsystem as well as in the whole subject domain. In order
to do that every object that has some valuable data in the integrated systems
should be described with the use of semantic metadata, in terms of one general
ontology of subject domain in which all systems work. Metadata is information
presented in special format that describes content of objects, it also could be
called data, that describes data. In formal form we can express it as:

Mi = Ti ∨ Ei, where : (2)

Mi - metadata of object i ;
Ti - set of concepts connected to object i ;
Ei - set of concept instances in ontology.
In other words ontology of subject domain plays a role of coordinate system
for all integrated applications. There are a lot of benefits of using ontology for
semantic data integration:

– Instead of simple structure mapping we have a relationship mapping that
describes how to use data. In other word we are moving from data level to
information and knowledge level in DIKW pyramid.

– Ontology could be parsed automatically and it could provide ways for auto-
matic decision making with the use of description logic.

– Ontology can be easily extended with new concepts and relations, thus we
can integrate new subsystems without additional effort.

– One of the big advantages is that ontology can have several levels. Low level
ontology could describe every individual system, middle level ontology could
describe the set of integrated systems in one subject domain and high level
ontology could describe integrated systems even between different domains.

In order to use such approach for integration, data that is originally stored in
distributed legacy systems should be transformed to semantic friendly format
first and then ontology for describing this data and systems should be created.
There are numbers of methodologies for manual ontology creating, for example
IDEF5, TOVE, METHONTOLOGY [10, 11]. However, there is no standard ap-
proach for semi-automatic ontology generation from legacy systems that should
be later integrated, therefore we present in this paper our own solution for that.
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4.2 Linked data approach

One of the good things behind ontology based semantic integration is that it
can be used to integrate not only structured data, but also semi-structured and
unstructured. Using Linked Data principals as the basis for integration gives us a
possibility to apply the same techniques for integrating any kind of data. Linked
Data describes a method of publishing data on the web so that it can be inter-
linked and become more useful. It is based on W3C standard technologies, such
as HTTP, RDF, Web Ontology Language (OWL), and according to Tom Heath
and Christian Bizer this is one of the best solutions for publishing interlinked
data on the web [12]. By defining relationships between data, in the way that
it can be parsed by the computers, Linked Data gives a possibility to aggregate
the information from distributed data sources, create new relations, visualize
connections and also extend it by connecting to other external resources. In
this approach it is also possible to use ontology and Ontology Web Language
for describing relations between objects in order to achieve semantic integration
goal. In other words Linked Data will play a role of unified virtual interface for
accessing data, stored in distributed legacy systems. The big challenge of this
research was a legacy systems data extraction, transformation and load problem.
In order to overcome it we developed our own method and several algorithms for
ETL (Extract, Transform, Load) procedure. As the overwhelming majority of
legacy systems, such as Enterprise Resource Planning systems (ERP), Customer
Relationship Management systems (CRM) and custom applications, make use of
relational databases to store the data we focused on this kind of data storages.

4.3 Method

In legacy computer systems, that use relational databases, data is stored in ta-
bles, where rows represent entity instance and columns represent attribute val-
ues, describing each instance. To achieve integration with Linked Data principals
data should be extracted from tables and published on the Web in appropriate
format. Usually in one infrastructure there are several legacy systems, that store
different kind if data, but in one subject domain. That allows us to use domain
ontology for describing common relations in all systems in the domain. Further-
more some general relations are independent from the domain and could be used
in any computer system. We intend to combine legacy system data model, do-
main ontology and upper ontology in order to automatically extract data from
distributed relational databases and publish it as integrated Linked Data on
the Web. For this purpose we developed a method, that is based on the IDEF5
method for ontology modeling, but instead of manual ontology creation it pro-
vide steps for semi-automated ontology generation from data storage structure.
This method consists of four main steps:

1. Individual RDF structure. Extracting information about data model struc-
ture of every integrated legacy system and transforming it to RDF model;

2. Common RDF structure. Combining extracted RDF models in a common
RDF model;
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3. Common global ontology. Creation of global ontology model on the basis of
upper ontology, subject domain ontology and extracted common RDF model
of legacy systems;

4. Integrated data ontology. Extracting data from distributed data sources and
presenting it as semantic metadata with the use of common global ontology
and automated decision making tools.

According to the method on the first step there is a primary translation of
legacy system data model to the RDF model. In case of relational databases
table names transforms to RDF classes, table fields to RDF properties. Then,
on the second step extracted RDF models automatically combined into one com-
mon RDF model. On this step we also provide a solution for searching for similar
properties and classes and providing relations between them. On the next step
generated RDF model should be enriched by different concepts and relations
from subject domain ontology and upper ontology, such as Friend Of A Friend
ontology (FOAF). This step is not automated and should be done manually
with the use of ontology editors. On the last step, based on the common global
ontology, data is extracted from distributed legacy systems and described with
semantic metadata. This metadata is stored together with common global on-
tology in OWL format and could be published on the web as Linked Data.

Provided method make use of semantic relations, described by combined on-
tology, between objects in integrated systems across the domain, for automated
data extraction and interlinking with other data. The benefit from this approach
is that there is no need for manual interlinking between extracted data, instead
semantics relations between objects will be used for this purpose. Semantic re-
lations, on other hand, will be extracted automatically from initial data model
and then extended manually by the domain experts.

4.4 Algorithms

Within the proposed method we also provide several supporting algorithms that
should be used for legacy systems integration:

– Algorithm for automated common RDF model extraction from legacy sys-
tems data model;

– Algorithm for data extraction from distributed legacy systems with the use
of common global ontology and publishing it on the Web as Linked Data.

We also used similarity analysis procedure in our method for comparing entities
in integrated systems.

Common RDF model extraction algorithm was developed in order to ex-
tract data model from each of integrated systems as RDF, and combine it to-
gether as unified RDF data model. Given there are two legacy systems LS1 and
LS2 in one subject domain, that use relational databases for storing the data.
In this case the algorithm goal is to transform LS1 and LS2 database structure
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into common RDF model. In relational databases for description of its structure
database schema is used. This schema defines the tables, fields, relationships,
views and a lot of other elements, however this is only enough for integration
on structural level. In order to achieve semantic integration domain ontology
should be used and in this case it will add to the extracted model relations be-
tween concepts in the subject domain. The input data for proposed algorithm is
database schema of each integrated systems and domain ontology.

Legacy system LS1 is using database schema S1 and system LS2 – database
schema S2:

S1 =
{
Tb1, . . . , T bn

}
, S2 =

{
Tb1, . . . , T bk

}
, where : (3)

S1, S2 - database schemes,
Tbn , Tbk - schema tables.

Tb1 =
{
At1, . . . , Ati

}
, where : (4)

Ati – table attributes.

The algorithm consists of five steps:

1. Structure mapping. Sequential mapping of S1 and S2 into RDF format.

Tbn → Tm, T bk → Tm, Ati → Ai

where Tm - RDF classes, Ai - RDF properties.
2. Automatic relations creation. Providing semantic properties Pj , by auto-

matic similarity analysis of database structure. Analysis is based on several
measures: data types similarity, database names similarity, string similarity.

3. Enrichment. Subject domain ontology and upper ontology import with the
use of OWL property owl:import.

4. Manual relations creation. Editing of extracted model with the ontology ed-
itor. Manual creation of relations between concepts from upper and domain
level ontologies and objects in extracted model.

5. Output of created common RDF model into file or in RDF triple store.

The output is a common RDF model that describe objects and their relations
in legacy systems, as well as concepts and their relations inside subject domain.

Data extraction algorithm was designed for data extraction from distributed
legacy systems with the use of previously generated common RDF model, and
for later publishing on the Web. The input data for this algorithm is common
RDF data model and list of tables from which data should be extracted. Suppose
in input there are i number of tables with data, then:

Tbi =
{
V1, . . . , Vn

}
, where : (5)
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Tbi - table database i ;
Vn - table entry.

The algorithm consists of five steps:

1. Import of common global model. Import of extracted earlier common global
RDF model.

2. Entries extraction. Extraction of every Vn entry from table Tbi in each
integrated database.

3. Similarity analysis. Similarity analysis of extracted entries with each other.
If there is a match, one of the tree semantic properties should be applied:
skos:closeMatch, skos:narrowMatch, skos:exactMatch.

4. Reasoning. Creation of new semantic properties by logical reasoning, that
is working because of description logic, which were imported from common
global model.

5. Output of created integrated data ontology in OWL format in a file or in
RDF store.

The result of the algorithm is global meta model that contains objects and its
relations in the subject domain and also interlinked data in RDF format.

Similarity analysis was done in both algorithms in the method. In common
RDF model extraction algorithm it is used for automated creation of relations
between objects in different integrated systems. In data extraction algorithm it
is used for comparing extracted string values.

For automated creation of relations between objects in different systems dur-
ing common model extraction, we propose to use complex method of comparison
by several parameters:

– string comparison of elements names and descriptions, for example attribute
names in tables of relational database.

– comparison by data type. Different relational databases use different data
types, however in the research we created common mapping between all
relational databases data types and XML Schema data types.

– corpus-based comparison of elements. By using subject domain ontology as
thesaurus, we can find relations between objects during extraction.

For string similarity comparison there are several approaches available, for
example Jaccard similarity coefficient, Tanimoto similarity coefficient, Leven-
shtein distance or Sorensen-Dice similarity coefficient [13]. For all approaches we
propose to use it not against a single character in a string or a whole line, but
against a string, separated in intersecting N-grams. N-gram is a contiguous se-
quence of N items from a given sequence of text and it can be of arbitrary length.
We propose to select length dynamical, based on the length of the initial string
and use w-shingling for tokenizing it in N-grams. For example for Sorensen-Dice
similarity coefficient, that originally looks like:

p =
2 · |X ∧ Y |
|X|+ |Y | , where : (6)
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p – similarity coefficient,
X,Y – number of characters in string X and Y.
The solution with N-grams and Sorensen-Dice coefficient should look like:

p =
2 · |Ngrams(X) ∧Ngrams(Y )|
|Ngrams(X)|+ |Ngrams(Y )| , where : (7)

p – similarity coefficient,
Ngrams(X) – function calculating N-grams sets from string X.

Every parameter, that is used for complex comparison has its own weight.
In the end every compared element could be described as a set of parameter
similarity coefficient and its weight:

sim(S,E) =
{
p1w1, . . . , pkwk

}
, where : (8)

sim(S,E) – final similarity between element S and E in integrated system,
pk – similarity coefficient of parameter k,
wk – weight of parameter k.
In real implementation of the algorithms the final similarity value should be
computed as a leaner function or with some more effective approach, for example
linear regression [14].

4.5 Semantic data integration tool

For practical implementation and testing of our method and algorithms we devel-
oped a prototype of semantic data integration tool. The high-level architecture
of the tool, called R2RMapper, is illustrated on figure 1. The tool consists of
four main modules: R2RMapperCore, R2RMapperWi, R2RMapperBatch and
MatchingDB. R2RMapperCore is the main module that is used for data extrac-
tion from distributed legacy systems. It can work like a standalone library or
inside R2RMapper tool. Communication with integrated data sources is achieved
by web services or by direct JDBC connection. R2RMapperWi module is a web
frontend that gives access for the user to the main features. R2RMapperBatch is
a module for scheduling of different tasks, for example nightly synchronization
with integrated systems. MatchingDB is a Redis based memory caching mech-
anism that caches different information, such as similarity analysis results, in
memory during ontology extraction. The extracted OWL ontology is stored as
RDF in Jena TDB storage from where it is published by Jena Fuseki server on the
web as a linked data cloud. This linked data cloud works as a virtual interface,
with which client systems or users can access data in distributed legacy systems
by SPARQL queries. As the linked data is backed up by the real ontology with
the sets of concepts and relations, all benefits of ontology based integration are
provided.

For testing of the tool we used a CentOS 6.2 server with 16GB RAM and
Intel i5 processor 3.10 GHz. We executed it against Oracle 11g database with 50
000 entries. The results of the execution are presented on figure 2. Due to use
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Fig. 1. R2RMapper architecture

of Redis as a caching mechanism we managed to decrease time for extraction of
data from relational databases two times.

As a result of integration, user can work with integrated data through one
endpoint and more effectively. For example there is a possibility to do an an-
alytical semantic search query which will also include in search results related
information about the required resource. Thus we can say that by using such
approach users can work not only with the integrated data, but with integrated
semantic knowledge of how to use this data.

5 Discussion

Today providing of an easy access to the big amount of stored data is becoming
a trend, no matter whether it is inside one organisation infrastructure or dis-
tributed between different organisations and domains. It is equally important
for big enterprise companies, open communities and research centers to open
the data and make it available for other internal systems, external clients and
of course users. In the research we were developing a unified method that could
be applied to every domain for data extraction, transformation, publication and
integration. The main goal is to automate the process as much as possible by
using hybrid multilevel ontology approach, natural language processing and ma-
chine learning for automated decision making during integration. Although the
method and its implementation is an already working solution it still has a room
for improvement, for example in the area of semi-structured and unstructured
data extraction. We also attempt to make global ontology extraction procedure
more convenient for the users and domain experts.

As one of the first big practical use cases of presented method we intend
to develop a platform for publishing of open science data from universities as
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Fig. 2. Time of data extraction with R2RMapper tool

Linked Data. The first candidates for opening data by this platform are ITMO
University and Leipzig University.

6 Conclusions and future work

In the presented paper we discussed semantic data integration approach, based
on ontology usage and linked data technology. We showed the main benefits of
this idea and presented our solution for providing distributed data in a semantic
friendly linked data format. We also presented a developed prototype of a seman-
tic data integration tool, which implements our solution. Our method currently
works only for the structured data, but we are working on an extension of this
method in the direction of working with semi-structured data. In future work we
plan to research possibility of applying our solution also for unstructured data
in order to parse it and represent as Linked Data.

In collaboration with AKSW 1 group from Leipzig we intend to improve the
solution and use it in a generic platform for open science data integration, knowl-
edge acquisition and collaboration beteen universities. Together with legacy sys-
tem integration using ETL procedures this platform will be used for integration
of existing RDF datasets by the use of SPARQL federated queries. This topic
will be discussed in our future papers.

1 http://aksw.org/
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Abstract. This paper presents the subsequent improvements of our
adaptive regularization algorithm. The current version of the algorithm
contains an additional stabilizer. This stabilizer includes the coefficient,
which utilizes prior information about segmentation of an image to be
processed. We demonstrate that our adaptive regularization algorithm
can exploit only the observed image segmentation for both the adaptive
coefficient calculation and successful restoration of the original image
segmentation.

Keywords: image restoration, Tikhonov regularization, adaptation, im-
age segmentation

1 Introduction

In the model experiments, see [1-4], we demonstrated, that our adaptive reg-
ularization algorithm can successfully restore and provide more deblurred and
denoisy intensity of the original model image. In this paper, we improve our
algorithm, which is based on the results from [5-7], by an additional stabilizer.
This stabilizer includes the coefficient, which utilizes some information about
segmentation of an image to be restored.

Most artificial objects are made of surfaces, resulting in images with several
subimages (or a single subimage) together with their boundary lines.

These facts motivate us to use ideas from image segmentation in order to
improve our algorithm. In the sequel, we describe the stabilizer coefficient con-
struction, using ideas from image segmentation.

Image segmentation algorithms are based on properties of intensity values:
discontinuity and similarity, see [8-11]. Starting with the observed object inten-
sity, setting β(x, y) ≡ 0 in our adaptive algorithm, we successfully apply the
original approach for both sub-images and their boundaries. In the next iter-
ations, the adaptive algorithm utilizes this initial result for calculation of the
coefficient β.

Thus, we consider image segmentation both as result and tool in every image
restoration.

We prove numerically that the proposed algorithm can reveal the latent image
segmentation of observed images.
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The paper is organized as follows. In Section 2, we describe regularizing
functionals and present our adaptive technique. In Section 3, we describe the
calculation process of our stabilizer coefficient. The last section concludes the
paper.

2 Mathematical Model for Image Deblurring

We consider the following two-dimensional Fredholm integral equation of the
first kind:

Au ≡
1∫

0

1∫

0

K(x− ξ, y − η)u(x, y)dx, dy = f(ξ, η). (1)

In image restoration, the estimation of u from the observation of f is referred
to as the two-dimensional image deblurring problem.

We construct and develop the novel technique for numeric solution of equa-
tion (1). Abstract methods with convergence analysis of regularization for this
problem are presented in [3-7].

The foundation of the regularization method is given by

min
{
||Ahu− fδ||2L2

+ α (||u||2L2
+ J(u)) : u ∈ U

}
, J(u) =

∫

D

|∇u| dx, (2)

where ∇u denotes the gradient of smooth function u, (u ∈W 1
1 (D)), J(u) is

the total variation of the function u on D. The practical implementation of this
method requires minimization of the functional in (2).

The novelty was that we proposed to add the version of the iterative tech-
nique, containing additional parameters βi,j , βi,j ≥ 0 , see [1-4]:

uk = arg min {ΦαN (u) +
∑

i,j

βi,j (ui,j − uk−1
i,j )2 : u ∈ RN} . (3)

Here, N = n2, ΦαN (u) is the discrete form of the functional in (2).

∑
i,j

βi,j (ui,j − uk−1
i,j )2 is a discrete form for the additional stabilizer in (3).

We use the iterative subgradient method in order to compute uk defined in
(3), see details in [1-4].
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3 Stabilizer coefficient selection

3.1 Image Segmentation: Motivation

The previous version of the algorithm (3) used the constant β in every mesh
point of discrete models. The low resulting accuracy of this two-dimensional
model led us to change the way of {βi,j} selection.

As we said above, most man-made objects are made of surfaces, resulting
in images with a single image or some sub-images. The quality of the images
restoration features the quality of sub-images restoration together with sub-
image boundary lines restoration.

In [1], we proposed the more general form of the stabilizer Iβ :

Iβ =

∫

Q

β(x, y)[u(x, y)− uk(x, y)]2 dxdy, (4)

we used {
β(x, y) = umax, for (x, y) ∈ Q,
β(x, y) = 0, for (x, y) ∈ Π/Q, where

(5)

umax = max{utrue(x, y) , (x, y) ∈ Π = [0, 1]× [0, 1]}, (6)

(x, y) ∈ Q⇔ utrue(x, y) = umax. (7)

So, in [1] our regularization algorithm stabilizer includes the coefficient β,
which uses some information about true image segmentation, see (6) and (7).
This facts motivates us to exclude true image parameters. We approach this
purpose using image segmentation ideas.

3.2 Image Segmentation as Tool

In this paper we propose to begin calculations with the parameter β ≡ 0.
So, in this case, we use standard regularization method:

min
{
||Ahu− fδ||2L2

+ α (||u||2L2
+ J(u)) : u ∈ U

}
, J(u) =

∫

D

|∇u| dx, (8)

where ∇u denotes the gradient of smooth function u, J(u) is the total
variation of the function u on D.

After obtaining the solution of problem (8), we get approximate ũ0(x, y) , Q0 , ΓQ0 ,
and we use them for the βi,j construction:

βi,j ∈ {o; c}, c = max{ũ0(x, y), (x, y) ∈ Q0 ∪ ΓQ0}. (9)
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3.3 Image Segmentation as Result

Now, using β calculated in (9), the algorithm computes the final image restora-
tion including its final image segmentation.

Numerical experiments have confirmed our ideas. Thus, we see in Figure 1:

(a) the observed image; (b) the restoration image;

(c) the central image segment restoration, Q0∪ΓQ0 , calculated with β ≡ 0;

(b) the central image segment restoration, Q̃∪Γ̃Q̃, calculated with adapted β.

a) The observed image b) The recovered image

c) The model segment restoration
for β(x, y) ≡ 0

d) The model segment restoration
for the adapted stabilizer coeffi-
cient β(x, y)

Fig. 1. Model experiments

It is clear, that we can write the final image segmentation of the recovered
image in the form:

Π = {Π/Q̃} ∪ Q̃, (10)

were Q̃ ∪ Γ̃Q̃ we see in Figure 1.(d), Π = [0, 1]× [0, 1].
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3.4 Conclusion

In this paper, we have described and verified the image segmentation approach
for the construction of stabilizer coefficient β.

Starting with the observed object intensity and setting the stabilizer coef-
ficient β ≡ 0 in the regularization algorithm, we successfully apply the initial
approach for both the sub-image and the sub-image boundary, Q0, ΓQ0 .

After that, we use calculated results for construction of the adaptive stabilizer
coefficient β. At this step the image segmentation is a tool.

Using the calculated coefficient β, the algorithm computes the final recovered
image. We obtain a good localization of segments, Q̃, ΓQ̃, and we see a more
deblurred final image segmentation.

As a result, in this paper, we have described and verified that our adaptive
algorithm does not need a priori information. For successful image restoration
and restoration of image segmentation, our adaptive algorithm can utilize the
image of an observed object only.

We plan the following modifications and experiments:

– inclusion of the solution estimate for equation u(x, y, ΓQ(x, y)) = c to the
estimate list;

– validation of βk inclusion in (4), where k is the iteration number;
– processing of thin lines and narrow segments.
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Abstract. Interferometric coherence is an important indicator of relia-
bility for interferograms obtained by interferometric synthetic aperture
radar (Interferometric SAR, InSAR). Areas with low coherence values are
unsuitable for interferometric data processing. Also, it may be used as
a classification parameter for various coverage types. Coherence magni-
tude can be calculated as an absolute value of the correlation coefficient
between two complex SAR images with averaging in a local window.
The problem in coherence estimation is in its dependence on phase slope
caused by relief topography (topographic phase). A method for suppres-
sion of the topographic phase influence is proposed, based on the spatial
phase derivation.
Keywords: Synthetic aperture radar images, InSAR systems, Coherence
estimation

1 Introduction

Interferometric data processing for extraction of information about the Earth
terrain and its changes becomes one of the general guidelines in the develop-
ment of contemporary space-based radar systems together with the implemen-
tation modes of ultra-high spatial resolution (1-3 meters) and full–polarimetric
processing. The method of space-based radar interferometry implies a joint pro-
cessing of the phase fields obtained by simultaneous scattering of the terrain
with two antennas or by non-simultaneous scattering with one antenna moved
by two different parallel orbits [1, 4]. This method combines high accuracy of the
phase measurements with high resolution of the synthetic aperture radars (SAR)
technology. Technology of the differential SAR interferometry (InSAR) makes
possible to get maps of the elevation changes between the radar passages. The
stages of the interferometric processing are implemented in specialized software
systems for the remote sensing data processing such as the SARscape, IMAGINE
Radar Mapping, Photomod Radar, RadarTools. So we can talk about Informa-
tion technology (IT) of the digital elevation models (DEM) generation by remote
sensing data.

However, for practical application of these technologies, one has to overcome
a number of significant problems. Two general problems of interferometry are
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the temporal and spatial decorrelation of the received data and the problem of
phase unwrapping, i.e. a recovery of the absolute phase information from the
relative phase, which is wrapped into [−π, π]-interval. Another important field of
investigation in radar interferometry is selection of the most efficient processing
algorithms and obtaining the experimental estimates of the generated DEM
accuracy. This work is devoted to the first of the mentioned problems, i.e. to the
data decorrelation (summary temporal and spatial) and its estimation.

2 Interferometric coherence

Interferometric coherence is an important indicator of suitability of the data
scene obtained by a radar remote sensing system for the further processing and
solving the final problem, i.e. generation of digital elevation model or terrain
changes map. The coherence factor is calculated as the absolute value of the
correlation coefficient between samples of two complex radar images (single-look
data complex, SLC) got in the local windows

γ̂0 = | ˆ̇ρ0| =
Σż1(m,n) · z̄2(m,n)√
Σ|ż1(m,n)|2 · |z̄2(m,n)|2

, (1)

where z1(2)(m,n) is the SLC samples (z̄1(2)(m,n) are complex-conjugate sam-
ples) [2–5], γ̂0 takes values in interval [0, 1], near-zero values correspond to areas
of high or full decorrelation, which are not suitable for interferometric data pro-
cessing. The values higher than 0.5 mean good data correlation.

However, this approach entails some problems because, in fact, a random
variable is estimated here, but not a random process. So, any phase gradients
caused by both natural topography variability and by point-of-view geometry
(remote sensing radar systems have a side-scattering configuration) lead to the
degradation of the estimate (1). Its value depends on the slope and tends towards
the value |ρ12(N)|ρ=0, i.e. a bias of the estimate for independent Gaussian values
of the correlation coefficient (N is the number of samples) [3], which in practice
takes the value about 0.1–0.3. Thus, coherence loses its properties as measure
of the quality of the interferogram, its value becomes dependent on relation
between topographic and fluctuation components of the phase.

3 Differential phase coherence estimate

To eliminate the effect described above, the following modification of the coher-
ence estimate can be offered taking into account influence of the topographic
component. Modified coherence evaluates not the samples z1(m,n) and z2(m,n)
of the SLC–image pair, but the following values:

ẇ1(m,n) = ż1(m,n) · z̄1(m+ 1, n), ẇ2(m,n) = ż2(m,n) · z̄2(m+ 1, n), (2)

where the new phase values of the w1(m,n) and w1(m,n) will characterize the
slope of the topographic phase in the direction of growth of the mth picture co-
ordinate. So, this operation performs the phase derivation along one coordinate.
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Similarly, one can use the gradients along the nth coordinate. Expression for the
coherence estimation using values (2) looks as follows:

γ̂1 =

√
Σẇ1(m,n) · w̄2(m,n)√
Σ|ẇ1(m,n)|2 · |w̄2(m,n)|2

. (3)

Although this estimate is non-Gaussian, it is wealthy, and it can be shown that
it is insensitive to the linear phase trend.

4 Experimental results

Test now the work of the coherence estimation algorithms for RADARSAT–1
data (wavelength 56 mm). Figure 1 presents a fragment of the radar image of an
area with surfaces of different reflectance including surfaces with volume scatter-
ing and the water surface, which has generally low coherence. Signal differential
phase for the given fragment has a slope in the horizontal direction of the order
of 0.3 radians per sample (due scattering geometry). The coherence maps of the
fragment were constructed using conventional estimate γ̂0 and modified estimate
γ̂1 with the sampling size 11× 11 are presented in Figs. 2a, 2b.

Fig. 1. A RADARSAT-1 radar image scene

One can see that the first map is degraded since different surfaces give the
same low coherence values regardless on the surface type. The map obtained
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a) Traditional estimate γ̂0 b) Modified estimate γ̂1

Fig. 2. Coherence map calculated

using modified estimate (Fig. 2b) has a good sensitivity to the surface type.
However, the estimate has a larger bias at low values than the γ̂0, and, so, it
requires increasing the sample value towards to γ̂0 (Fig. 3a, 3b). A quantitative
accuracy assessment for the scene is not available because of poor reference DEM
for this territory.

a) Traditional estimate γ̂0 b) Modified estimate γ̂1

Fig. 3. Coherence estimates biases for different sample sizes (N=2, 5, 10, 25)

5 Conclusion

A modified method for estimation of spatial coherence of the interferometric
radar images pairs is developed. The method consists in calculation of the cor-
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relation between pairs of complex multiplications of neighbour elements. The
research is implemented on radar images RADARSAT–1. The result shows that
the modification allows one to solve the problem of estimate degradation under
the differential phase trend, which always takes place in side-scattering radar
systems.
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Abstract. It is proposed to use irregularity, the scale invariant index based on 

the ideas of fractal geometry to assess the spatial features of font drawings. The 

index is sensitive to the shape of characters in the font, which affects text legi-

bility. Preliminary results have shown promising application of the proposed 

index for classifying fonts by reading speeds. 

Keywords. Font; Fractal; Scale invariance; Legibility; Typeface  

1 Introduction  

Research in the fields of legibility and readability are maintained for over a hundred 

years. They are particularly important for the development of textual materials in-

tended for readers with emerging reading skills. A significant place in these studies 

takes fonts. Many researchers have investigated the clarity, legibility, readability of 

different fonts, the influence of serifs, the influence of the pattern and spatial charac-

teristics of the font on the understanding and memorising the content of the text and 

some other factors. The obtained results are contradictory. So far there is no consen-

sus on what fonts features and how affect the reading process. This is largely due to 

the lack of an objective index, which could describe the typeface, and allows compar-

ing different fonts. 

 

Artemov [1] proposed to divide the concepts of visibility and readability of the font. 

Readability is influenced by reader’s physiological characteristics. Visibility depends 

on the quality of font drawing and vision features of the person. Differences in type-

face readability investigated in [2-4]. Some fonts are marked as the most readable. 

The superiority of some small book fonts connected to their shapes and drawings is 

demonstrated. Thick font reads faster. At the same time, respondents preferred the 

other fonts. Similar results were obtained in [5]. Studies have shown the presence of 

subjective preferences of readers, as well as an objective difference in readability of 

fonts with different shapes. The review [6] analysed the various features of fonts with 

respect to their readability, but also contains a large number of different, often con-

flicting, views on the impact of serifs, size and font style for readability. Results of 

study [7] compares the readability of some common fonts by testing the reading speed 
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of texts in Russian. A higher reading speed for serif fonts is demonstrated. However, 

no explicit font characteristics affecting readability are identified. The work [8] pro-

vides an overview of the situation of modern typography of textbooks and considers 

contradictions of the current state with the font design to the rules of the current tech-

nical regulations. Lots of researchers consider serif fonts more legible and it is be-

cause of their serifs which add more information to the eyes [9] and enhance the legi-

bility of a text by helping the readers to distinguish the letters and words more easily 

[10]. Results in [11], [12] indicated serif fonts are believed to be read faster due to 

their invisible horizontal line made by serifs. Results of study [13] is against the 

prominence of serif fonts. The space between letters in serif fonts is slightly reduced 

due to the ornaments that they have. Consequently, as mentioned in [14], serifs act as 

visual noise when the readers’ eyes attempt to detect the letters and words. The reduc-

tion of the space leads to other problems: One is a problem of crowding which is hin-

dering of letter recognition when a letter is flanked by other letters (cited in [15]) and 

the other is that letter position coding may be hindered which decreases the ability of 

word recognition [13]. The results of studies [15], [16] showed out equal legibility 

and perception between serif typefaces and sans serif ones. 

 

Thus, almost equal numbers of studies showed advantages and disadvantages of ser-

ifs, as well as a preference of other features of text. The preferences of specific font 

features and font size are highly dispersed, too. It can be suggested that legibility is 

more sensitive to some combinations of spatial features of text. No special type font is 

suggested to use. The point to pay attention to is the familiarity of the subjects with 

special typefaces and subjects’ preferences. The aim of this work is to find the way to 

assess the spatial features of font drawings by using an objective scale invariant in-

dex. 

2 Approach  

An assessment of the visual characteristics of fonts represents certain difficulties as-

sociated with the difference in approaches to the understanding of what is a set of 

visual characteristics and what criteria should be used in their assessment. The simi-

larity of some graphic elements of letters in font and the letters themselves, as well as 

the font as a whole, suggests the possibility of using the ideas of fractal geometry to 

make the assessment. A special case of the fractal dimension d is expressed by well-

known formula that combines the number of objects n, with which the measurement 

is taken, and the geometric size of the object a: 

 d = log n : log a-1. (1) 

Mandelbrot showed [17] that for fractal sets the expression relating the length of the 

perimeter of the object P and its area S is performed: 

 P1/d : S1/2 = const, (2) 

which implies that S ~ P2/d. 
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The fractal dimension can be understood as the degree of filling of the space by irreg-

ularly distributed substance. Thus, in either family of flat figures (like font), geomet-

rically similar but having different linear dimensions, the ratio of the length of the 

shapes border to the square root of its area is a number that is completely determined 

by the general form for the family. The equivalence of different linear extensions in 

many cases is very useful [17]. The relation between abris’ length (perimeter P) of the 

character or set of characters in the font and its area (S) can be used as a unique font 

index. Considering the font as a coherent geometric set, by analogy with the way 

proposed in [18], it is possible to apply the definition of compactness of the set C (3), 

circularity coefficient Cc (4) and irregularity Cn (5) which is proposed to use as such 

unique font index. 

 C = P2 : S. (3) 

 Cc = 4πS : P2, (4) 

 Cn = Cc
-1 = C : 4π = P2 : 4πS (5) 

Vector graphics software having an intrinsic macro language based on VBA can helps 

to solve the task of index calculation. In the present work a public macro CurveInfo 

for CorelDraw package is used. The macro calculates perimeter (in mm) and area (in 

mm2) of a coherent vector object. 

 

 
Fig. 1. Set of font letters and its division 

As a representation of a font the full set of 66 uppercase and lowercase letters (for 

Russian language) of each font is used (see Fig. 1). To obtain information about the 

perimeter of a particular letter the perimeter of the external abris of a letter (Pout) must 

be added to (if available) of the internal perimeter of the letter space (Pin). The perim-

eter of the full set of 66 letters (P) equals the sum of the perimeters of all letters (6). 

To obtain an area of a letter it must subtract the internal area of the letter space (Sin) 

from the general area bounded by the outer abris of the letter (Sout). The area of the 

full set of 66 letters (S) is equal to the sum of the areas of all the letters (7). 

 P = Σ (Pout + Pin) (6) 

 S = Σ (Sout – Sin) (7) 

3 Results and discussion 

For the measurement 21 fonts (straight light drawing, sizes 12 and 18 pt) were select-

ed: 9 sans serif fonts, 11 serif fonts and a script font. For the selected set of fonts the 

described procedures and formulas were applied. By the distribution of the values of 

irregularity Cn for groups of serif and sans-serif fonts the mapping is undertaken. 
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Also, 5 fonts among the full set are used to test their reading speeds. Participants of 

the experiment are 10 students. They read text samples with different font layout and 

count the reading speed. The correlation between reading speeds and irregularities is 

assessed. The results of calculations by formula (5) and reading speed measures for 5 

fonts are given in Table 1. As it can be seen from Table 1, a irregularity has almost 

constant values for each font. It indicates the objective nature of the scale invariant 

index proposed that is useful for research. A small variation of the index for some 

fonts can be explained by features of font scaling. Figure 2 shows the distribution of 

irregularity for groups of serif and sans-serif fonts by peer review. Serif fonts are read 

slightly faster than sans serif ones, on average. Script fonts have a low reading speed 

but extremely high irregularity. Figure 3 shows the distribution of reading speeds and 

its dependence from irregularity for 5 selected fonts, regression and confidence inter-

vals. Statistical analysis reveals strong negative correlation  between reading speed 

and irregularity (correlation coefficient –0,69, p<0,05). 

Table 1. Irregularities and reading speeds. 

No Font Feature Reading 

speed, chars 

per sec 

Cn, 12 pt Cn, 18 pt 

1  sans-serif  305 305 

2  sans-serif  418 418 

3  sans-serif  439 416 

4  sans-serif  459 464 

5  sans-serif  470 470 

6  sans-serif 43,2 481 469 

7  sans-serif  575 575 

8  sans-serif 35,5 605 605 

9  sans-serif  825 825 

10  serif  472 472 

11  serif  585 585 

12  serif  653 653 

13  serif 33,6 675 655 

14  serif  682 682 

15 
 

serif  703 704 

16  serif  714 714 

17  serif  778 792 

18  serif 31,4 796 796 

19  serif  875 875 

20  serif  880 802 

21  script 28,5 1717 1651 
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Fig. 2. Distribution of irregularity for groups (numbers) of serif (above) and sans-serif (below) 

fonts by peer review 

 

Fig. 3. Distribution of reading speeds and its dependence from irregularity for 5 fonts, regres-

sion and confidence intervals (drops). 

4 Conclusion 

Although there are massive bodies of analysis considering typography and font fea-

tures, there is no agreement among researchers regarding legibility factors in print. 

One of the most complicated issue is accounting for the effect of font drawing on 

legibility. The work offers a solution to this problem. The scale invariant index to 

assess the spatial features of font drawing is proposed. Accounting for the index in 

research of reading (e.g. [19]) might help to identify predictors of reading speed, as 

well as quality of assimilation not only for paper, but also for electronic texts. In any 

case, the scale invariance of the proposed index allows to accumulate experimental 

results without any subsequent processing or conversion, which is convenient. 
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Abstract. Motion estimation (ME) is used extensively in video codecs based on 

MPEG-4 standards to remove interframe redundancy. Motion estimation is 

based on the block matching method which evaluates block mismatch by the 

sum of squared differences (SSD) measure. Winograd’s Fourier transform is 

applied and the redundancy of the overlapped area computation among refer-

ence blocks is eliminated in order to reduce the computational amount of the 

ME. When the block size is N × N and the number of reference blocks in a 

search window is the same as the current block, this method reduces the compu-

tational amount (additions and multiplications) by 58 % of the straightforward 

approach for N = 8 and to 81 % for N = 16 without degrading motion tracking 

capability. The proposed fast full-search ME method enables more accurate mo-

tion estimation in comparison to conventional fast ME methods, thus it can be 

applied in video systems. 

Keywords: motion estimation, fast Fourier transform, correlation, convolution 

theorem, full-search, video encoding. 

1 Introduction 

The popularity of video as a mean of data representation and transmission is in-

creasing. Hence the requirements for a quality and size of video are growing. High 

visual quality of video is provided by coding. In 1960s the motion estimation (ME) 

and compensation were proposed to improve the efficiency of video coding [1]. 

The current frame is divided into non-overlapping blocks. For each block of the 

current frame the most similar block of the reference frame within the limited search 

area is found. The criterion of the similarity of the two blocks is called a metric com-

parison of the two blocks. The position of the block, for which an extremum of metric 

is founded, determines the coordinates of the motion vector of the current block. 

The full search algorithm is the most accurate method of the block ME, i.e. the 

proportion of true motion vectors found is the highest [2]. The current block is com-

pared to all candidate blocks within the restricted search area in order to find the best 

match.  

This ME algorithm requires a lot of computing resources. Therefore, a lot of alter-

native fast motion estimation algorithms were developed. In 1981 T. Koga and other 

authors proposed a three-step search algorithm (TTS) [3].  
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The disadvantage of fast search methods is finding a local extremum of a function 

of the difference of two blocks. Consequently motion estimation degrades by half 

degradation in some sequences compared to brute-force and visual quality of video 

degrades as well [4]. 

2 The Criterion To Compare Blocks 

The standards of video coding do not regulate the choice of criterion for matching 

two blocks (metric). 

One of the most popular metrics is the sum of square difference (SSD): 
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where i, j – the coordinates of the motion vector of the current block, i ϵ (–Vw/2; Vw/2), 

j ϵ (–Vh/2; Vh/2), where Vw × Vh – size of the area which can be is the upper left corner 

of the title block on the reference frame; x, y – coordinates of the current block B;  

Nw × Nh – block size B; S – reference area of size Sw × Sh, where Sw = Nw + Vw, Sh =  

= Nh + Vh; B and S – luminance images in color format YUV. 

Inside the search area size Sw × Sh is the minimum value of SSD criterion for the 

current block B, which determines the coordinates of the motion vector in order.  

SSD can be calculated through fewer number of operations by decomposition into 

three components [5]: 
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In [5, 6] for the (3) computation were used Fast Fourier Transform (FFT). We 

propose to replace this algorithm by other fast transforms: Winograd algorithm and 

the number-theoretic transform of Farm (NTT). 

3 Research Results 

A programming model for block motion estimation using SSD metrics was imple-

mented in Matlab in order to analyze the effectiveness of the fast Fourier transform 

algorithm for computing the block matching criterion.  

Expression (4) is calculated using the algorithm described in [2]. 
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To analyze the effectiveness of the algorithms of fast Fourier transform (FFT) for 

motion estimation were considered Cooley-Tukey and Winograd algorithms. We 

selected B block 16 × 16 and 8 × 8 pixels, a reference area S is twice as much as B 

block, i.e. is 32 × 32 and 16 × 16, respectively. 

Operating time of algorithm is significant for processing and analysis of video, it 

depends on its computational complexity. The number of arithmetic operations (mul-

tiplications (×) and additions (+)) is significant when the complexity of the method 

for motion estimation is measured. Therefore, this criterion was chosen as the metric 

calculation efficiency of SSD. 

Table 1 shows the results for a block size of 16 × 16 pixels and the reference area S 

32 × 32 dots. 

Table 1. The computational complexity of algorithms SSD  

when S = 2B = 32 for one of the current block 

Algorithms 

Real arithmetic operations 
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expres-

sion (2) 

expression 

(3) 

expression 

(4) 
in total 

× + × + × + × + 

SSD according 

to (1), FS 
– – – – – – 65 536 130 816 196 352 100 

SSD according 

to (1), TTS 
– – – – – – 2 560 5 110 7 670 4 

SSD according 

to (2), (3) and (4) 
256 255 65 536 65 280 65 536 65 280 131 328 130 815 262 143 134 

Winograd FFT  0 0 7 203 25 923 1 426 2 115 8 629 28 038 36 667 19 

Cooley-Tukey 
FFT  

0 0 23 552 33 792 1 426 2 115 24 978 35 907 60 885 31 

 

The results for block 8×8 and the search area 16×16 similar to presented in Table 1. 

Winograd algorithms reduces the computational complexity of the ME algorithm by 

58 % for block size 8×8. 

Having analyzed the results shown in Tables 1, it is obvious that the choice of con-

volution algorithm has a significant impact on the computational complexity of moti-

on estimation. 

For the hardware implementation of a significant impact on the area occupied on 

the chip, providing multiplication. As can be seen from Table 1 application of the 

Winograd algorithms for calculating SSD reduces number of the real multiplications. 

The algorithms examined operate with complex numbers in order to get the result. 

For identifying more efficient ways to compute the two-dimensional convolution the 

number-theoretic transform of Farm (NTT) was considered. This algorithm is based 

on modular arithmetic and uses only integer real numbers. 

It is hard to assess the computational efficiency by the number of arithmetic opera-

tions of NTT relative to considered algorithms, because besides addition and multipli-

cation there are operations modulo Farm. In this case the criterion of comparison of 

these methods is the estimated performance. This criterion evaluates the time required 
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to calculate the coordinates of the moving blocks with each of the FFT algorithms 

considered in the developed model. The results of Matlab simulation are presented in 

Table 2. 

Table 2. The estimated performance of the algorithms SSD  

when S=2B=16 for one of the current block 

Algorithms Time, ms 

Winograd FFT 5,5 

Cooley-Tukey FFT 6,7 

NTT 6,1 

 

As shown in Table 2 motion estimation method based on block matching using 

Winograd algorithm has the lowest complexity.  

4 Conclusions 

A new fast full search algorithm for block motion estimation based on convolution 

theorem and Winograd’s Fourier transform is presented. Proposed method reduces the 

computational complexity of the ME algorithm by 58 % the size of block 8 × 8, and – 

81 % the size of block 16 × 16 pixels for the search area, exceeding twice the size of 

the current block. The developed motion estimation algorithm of full search can be 

used in the environment with a high demand for the quality of video, and the compu-

tational complexity of the algorithm is not critical. The further direction of research in 

this area will be the analysis of fast algorithm for computing two-dimensional convo-

lution through its decomposition into several convolutions shorter length. 
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Abstract. The paper describes research of a trained threshold algo-
rithm for analysis of the fire situation using multispectral remote sensing
data. The algorithm is based on application of sub-satellite information
about the fire on the territory covered by a satellite image. Thresholds
are selected for each of the spectral bands for the determination of known
fire threshold and then are used to select all thermal anomalies in the
picture. According to study of the algorithm the informative spectral
channels are defined for detecting fires. Combination of the results from
the multiple channels spectroradiometer MODIS for increasing the prob-
ability of correct detection is demonstrated.

Keywords: Forest fires, MODIS spectroradiometer, MOD14 algorithm,
trained threshold algorithm, spectral channels, probability of fire detec-
tion

1 Introduction

Data of the earth remote sensing (ERS) is widely used for forest fire detection.
In this case, pictures of Imaging Spectroradiometer MODIS [1], which is a part
of equipment of American Terra and Aqua satellites, are intensively used now.
An operative receiving of information from MODIS is carried out by personal
receiving ground stations, one of which (UniScan-24 [2]) is set at the Ural Federal
University.

The MODIS data are formed in 36 spectral bands and characterized by a
wide swath (2300 km) and high frequencyof udate (up to several times a day).
However, these images have low spatial resolution (1 km in the most of the
infrared spectral channels) that does not allow one to detect reliably fires in a
fraction of a hectare under various observation conditions (surface fire, lack of
fire intensity, poor weather conditions, etc.).
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2 Problem formulation and development of trained
threshold algorithm

Complexity of solving the problem of detection of the forest fires using remote
sensing data may be shown by presence of a large number of Russian and foreign
Internet services. This information about the fires differs not only from the
actual, but, also, among the sources. The evidence of this is confirmed [3] by
analysis of the fire in State Nature Reserve ”Denezhkin Kamen” (Fig. 1) in 2010
according to the data of several online fire detection and monitoring services.

Information from these services is based on the MODIS sensor data that are
processed by the MOD14 fire detection algorithm and its modifications [4].

Fig. 1. Daily snapshot MODIS 31.07.2010 combined with mask fires and the
boundary of the reserve ”Denezhkin Kamen”

This algorithm uses the temperature data of the pixels at two infrared spec-
tral channels: 4 µm (21 channel) and 11 µm (channel 31). The brightness tem-
perature of a ”hot” pixel in channel 21 should be higher 312K by day and 305K
by night. In addition, if the temperature difference of a pixel between the 21 and
31 channels and the difference between channel 21 and the environment tem-
perature are larger, the probability that the pixel belongs to the fire is higher.
Pre-image is also evaluated under presence of clouds using masks clouds and
global clouds; and the pixels belonging to the solar flare are eliminated. As a
result, the mask of fires is built that contains the so-called ”thermal points”,
i.e., the pixels exceeding the preset temperature thresholds.

It should be noticed that this algorithm is currently the basis for a number of
specialized software tools for processing remote sensing data, such as the program
product ScanEx Image Processor [5]. In the fact, efficiency of the MOD14 is
insufficient in areas with high forest vegetation, and it can detect only relatively
large fires. This factor is caused by fixed values of temperature thresholds that
do not take into account specific conditions of the observation.
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To increase the likelihood of a correct detection of temperature anomalies, we
have proposed [6] to train our threshold algorithm on the basis of sub-satellite
information about the current fire. Selection of the threshold level was made
using channel 21 of the spectroradiometer MODIS for pictures dated by July 28
(night) and July 29 (day), 2010. The training was based on the known fire in the
reserve ”Denezhkin Kamen”. For this purpose, a part of the Sverdlovsk region
was cut and converted to a range of brightness from 0 to 255, and after that the
detection thresholds were determined. It is also supposed (Fig. 2) that there is
the area free from fire adjacent with another seat of fire, the area of 1 pixel size
(gray area) separated from the fire at the distance about 0.5 – 1.5 pixels is the
boundary region part, which can be occupied with the fire (white square) round
the seat of fire (a dark oval). In our case (Fig. 2), when the seat of the fire is in
the pixel with coordinates (X = 217, Y = 193), this means that ”hot” pixels are
absent at the points X = 215–219 when Y = 191 and Y = 195 and at the points
Y = 191–195 when X = 215 and X = 219.

Fig. 2. The definition of adjacent area to the fire

The threshold in spectral channel 21 (IPOR) is defined as the average of the
luminance values of pixels from the known fire hearth (IOI) and the adjacent
region (ISI)

IPOR = (IOImin + ISImax)/2,
IOImin = min (IOI),
ISImax = max (ISI).

(1)

Here, IOImin is the minimum brightness of a pixel of the source area with known
fire, ISImax is the maximum brightness of a pixel of the adjacent area. In this
case, (I = 1) are pixels (correlated with the fire) in the image (I) exceeding this
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threshold

I =

{
0, if I < IPOR ,

1, if I ≥ IPOR .
(2)

3 Research of the trained algorithm

Study of the proposed algorithm was performed using MODIS imagery territory
of the Sverdlovsk region 28–29 July, 2010 and 01.08.2012. The actual fire situ-
ation was determined by the summary of the Ministry of Emergency situations
posted the Internet. In the night picture, the threshold of detection of fire in
the reserve ”Denezhkin Kamen” in channel 21 MODIS (in relative brightness
values 0–255) was determined in the range B21NIGHT = 59–69. After select-
ing the middle value B21NIGHT = 64, the mask of detected fires (Fig. 3) was
constructed. The fire figures (black dots) are visible in the reserve ”Denezhkin
Kamen”, Garinsky, and Sosvinsky counties.

Fig. 3. Mask fires of the trained algorithm for the night snapshot, 28.07.2010; the
black dots are selected thermal points

Table 1 presents information about known fires and the results of detection
of the thermal points obtained (using the night MODIS image) by the proposed
algorithm and the MOD14 algorithm with selected (from the condition of max-
imum detection of existing fires) value T21NIGHT = 300K.

The chosen threshold value T21NIGHT = 300K = 270C was lower than the
value T21NIGHT = 305K, which is considered as the boundary for the recognition
of the pixel to be the thermal points. It is quite realistic to suppose that this was
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the night temperature of crowns of trees in the Northern part of the Sverdlovsk
region. Note that the proposed algorithm has demonstrated its efficiency, but it
showed slightly worse results compared to the MOD14 with selected thresholds
in channels 21 and 31.

Table 1. Detection of fire by the night snapshot 28.07.2010; the number of thermal
points in each snapshot is given in parentheses

County Actual
fires

MOD14 (selected thresholds) Trained
algorithm

reserve ”Denezhkin Kamen” 1 3 (4; 3; 1) 2 (3; 1)

Severouralsky 11 2 (1; 1) no

Sosvinsky 15 6 (2; 3; 4; 2; 2; 12) 3 (3; 1; 1)

Ivdelsky 9 1 (1) no

Garinsky 10 10 (1; 1; 1; 2; 1; 1; 2; 3; 2; 7) 3 (6; 3; 1)

When applying the proposed methodology on a daily snapshot, it took to use
as a training standard the fire in Garinsky county because the creeping fire in
the reserve ”Denezhkin Kamen” failed to be detected due to its masking by the
canopy of trees. In this case, the average value of the threshold B21DAY = 43 for
channel 21 fires in Sosvinsky, Garinsky, Krasnoturinsky, Serovsky, Kachkanarsky,
and Karpinsky counties were detected.

In this experiment, the threshold value T21DAY = 320K was selected by the
condition of maximum detection of existing fires and was slightly above the
recommended (T21DAY = 312K) to reduce the number of false thermal points.
Analysis (Table 2) has determined that the false ”hot” pixels were detected in
Kachkanarsky county, and the fires in the reserve ”Denezhkin Kamen”, Sever-
ouralsky, and Ivdelsky counties were skipped. According to the above data, the
trained algorithm showed approximately the same results as MOD14 with thresh-
olds chosen to the highlight of known fires. In general, the results of a daily
snapshot for both algorithms were slightly worse than for the night ones because
of the influence of surface temperature and possible specular reflections from
water surfaces and edges of the clouds.

Verification of the trained algorithm was carried out using the daily MODIS
image of the Sverdlovsk region dated 01.08.2012. In this case, the fire at Kras-
nouralsky county was selected as ”training”. The comparison of the results ob-
tained here for the trained algorithm with the actual number of fires, as well as,
with the MOD14 algorithm with a threshold chosen for the situation in 2010 is
given in Table 3.

The obtained result demonstrates the effectiveness of the proposed algorithm
(selected only one false fire) compared to the MOD14 algorithm where the thresh-
old was selected for the snapshot of the same territory made two years earlier
(with a precision of 3 days), where lots of false fires were found.
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Table 2. Detection of fires on a daily snapshot 29.07.2010; the number of thermal
points in each snapshot is given in parentheses

County Actual
fires

MOD14 (selected thre-
sholds)

Trained algorithm

reserve ”Denezhkin Kamen” 1 no no

Severouralsky 12 no no

Sosvinsky 15 2 (1; 1) 1 (1)

Ivdelsky 9 2 (1; 1) no

Garinsky 11 6 (1; 2; 2; 2; 3; 5) 4 (5; 2; 1; 1)

Karpinsky 7 1 (1) 2 (3; 1)

Krasnoturinsky 3 no 2 (8; 1)

Serovsky 1 2 (1; 1) 1 (11)

Kachkanarsky 1 1 (12) 2 (15; 12)

Table 3. Detection of fires on a daily snapshot 01.08.2012

County Actual
fires

MOD14 (the thresholds
selected for the 29.07.2010
snapshot)

Trained algorithm

Krasnouralsky 1 1 1

Kachkanarsky no 2 1

Sosvinsky no 1 no

Ivdelsky no 7 no

Severouralsky no 1 no

Krasnoturinsky no 1 no

Karpinsky no 2 no

Further improvement of accuracy of fires detection using MODIS data can
be done by integration of the detection results obtained by processing a series of
images (especially day and night) received at the same or next day. However, at
the time of the next shooting, some fires can be extinguished, and some new fires
may appear. Shooting conditions can also change. Therefore, the most expedient
way is to extract information about the fire according to the other spectral
channels of a single snapshot. Thus, parameters of the signal passing through
the atmosphere from a thermopoint are various for different spectral channels
(depend on a condition of the atmosphere, temperature of a thermopoint and
temperature sensitivity of the channel). So we conducted research of temperature
sensitivity of different channels.

In contrast to our previous publications [3], [6], this paper shows the results
that were received using pictures 28.07.2010 (night) and 29.07.2010 (day) with
the subsequent association of results in spectral channels. Results for the MODIS
channels that are informative to find thermal anomalies are presented in Table
4. The appearance of the sign ”–” for channel 24 means that it is uninformative
during the day because it could not allocate any points of real fires. In addition,
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the reserve ”Denezhkin Kamen” is a part of Severouralsky county, and the table
presents aggregated information about fires in these area.

Table 4. Results of study of the spectral channels reliability

The channel number 20 21 22 23 24 25

County Actual
fires
(night/
day)

Fires found (night/day)

Severouralsky (re-
serve ”Denezhkin
Kamen”)

11/12 2/0 2/0 2/0 2/0 2/– 2/0

Sosvinsky 15/15 6/0 3/0 3/0 4/0 6/– 5/0

Ivdelsky 9/9 0/6 0/0 0/0 0/0 13/– 0/0

Garinsky 10/11 3/3 3/2 3/3 3/3 3/– 3/2

Karpinsky 0/7 0/0 0/0 0/0 0/0 0/– 0/0

Krasnoturinsky 0/3 0/2 0/0 0/0 0/0 0/– 0/0

Serovsky 0/1 0/0 0/1 0/1 0/1 0/– 0/1

Kachkanarsky 0/1 0/1 0/1 0/2 0/1 0/– 0/0

Taborinsky 0/0 0/0 0/0 0/0 0/0 0/– 0/2

The channel reliability
night/day (PRN/PRD)

0.244/
0.203

0.178/
0.068

0.178/
0.085

0.200/
0.085

0.444/– 0.222/
0.051

Analysis of the obtained data allows one to determine the probability of a
false detection of the thermal points as the ratio of the total area of the false
”hot” pixels to the area of the territorial county where they are found. The area
of the MODIS pixel in the selected channels is 1 km2, so, the probability of false
detection of a fire by daylight shots in Kachkanarsky and Taborinsky districts
was equal to 3 · 10−3 and 2 · 10−4, respectively. Similarly using the night shot
of four non-existent fires were found (13 discovered and reported 9) at Ivdelsky
district. So, the probability of false detection of fire is 2 · 10−4.

The probability of correct detection of the thermal point (PR) in the spec-
tral channel (the reliability of the channel) was determined as the ratio of the
total (around snapshot) number of the detected fires in the channel to their ac-
tual number. So, the actual number of fires on territories at the night snapshot
28.07.2010 was 45, and number of thermal points found at the channel 20 is
11. As for the day shot, 59 points are actual fires and 12 are detected. So, the
reliability of the channel 20 at the night is PRN = 0.244, and at the day its PRD
= 0.203. Similarly, reliability of the remaining (21,...,25) channels (Table 4) was
calculated.

Combining the results of several spectral bands, it is possible to was estimate
the probability of correct fires detection based on remote sensing data and appli-
cation of the proposed algorithm. For example, if one of the pixels on the night
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image of the Garinsky district exceeded trained 20,...,25 channels thresholds, the
probability that it belongs to the fire is

PRN = 1 −
25∏

k=20

(1 − PRNk) = 0.823. (3)

Using information of only one channel, you can get the reliability of the
fire detection not more than PRN24 = 0.444. If the pixel at the day image of
the Garinsky district exceeded the threshold of 20,...,23, and 25 channels, the
probability that it is thermal point is PRD = 0.410. And finally, if it is the same
pixel on both daylight and night shots, the probability that it belongs to the fire
is

PR = 1 − (1 − PRN )(1 − PRD) = 0.896. (4)

Comparing our algorithm with well-known ones, for example [7], [8], we
should say that in them information about statistical characteristics of fire and
background pixels is used to define a threshold of detection. But we suggest the
approach that doesn’t assume any initial allocation of potentially hot pixels for
definition of distribution function of probability density for brightness of fire-
fighters and the pixels surrounding them. It is based on the fact that detection
of thresholds is performed at spectral channels on the basis of allocation of the
known fire in the picture, according to the subsatellite information. In this case,
it is possible to exclude an uncertainty in temperature of a surface and, partially,
in the atmosphere parameters.

The conducted experimental study of our algorithm, which is based on the
existing fire, allows one to conclude that the results received with its help aren’t
worse than ones of the well-known algorithm MOD14. Similar results are re-
ceived in papers [7], [8] that allows one to judge efficiency of our algorithm in
comparison with ones offered there. We plan to conduct further researches using
more extensive actual material for receiving adequate quantitative estimates.
Combination of our results with ones received by the mentioned algorithms will
allow increasing probability of the forest fires correct detection.

The further increase of probability of the correct fire detection according to
MODIS is possible by exception of reflections from stationary natural (water)
and anthropogenous (industrial and civil constructions) objects, and, also, from
nonstationary objects (edges of clouds).

4 Conclusion

The paper presents description of the trained threshold algorithm that uses the
true ground information about one of the fires and builds an effective procedures
for analysis of the fire situation on the basis of the territory shot obtained by the
spectroradiometer MODIS. Study of the proposed algorithm was implemented
for the forest fire detection using data by 21 spectral channels of one night and
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two daylight MODIS images. Good coincidence of the results of the fires detec-
tion with the ground true data and results of work of the well-known MOD14
algorithm was obtained. Informativity of the MODIS spectral channels for forest
fire detection using the trained algorithm was analyzed. The example shows that
approximately double increase of the probability of correct detection of fires (up
to 0.896) is possible by combining the results of spectral bands 20,...,25 of the
night and day shots.
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Аннотация. Работа посвящена обзору отечественных исследований и 

патентных разработок в области определения индивидуальных 

особенностей художественного произведения. Систематизированы 

характерные признаки авторских стилей, выделяемые различными 

исследователями и представлены методы определения указанных 

признаков. Обзор опубликованных работ показал, что данная тема 

недостаточно представлена в отечественной литературе. Большинство 

исследований посвящено решению задачи идентификации автора. 

 
Ключевые слова: цифровое изображение, атрибуция, классификация, 

идентификация автора, признаки авторского стиля, экспертиза. 

 
1 Введение 

 

 
Индивидуальное своеобразие художника формируется в процессе его 

профессиональной деятельности и выражается в неповторимости его произведения. 

Среди множества критериев творчества одним из главных является способность 

отражения индивидуальных позиций и передача мыслей и отношений к реальности. 

Установление авторства произведений искусства является актуальной  

проблемой. Во-первых, она возникает во время аукционных торгов, при 

определении стоимости произведения искусства. Во-вторых, при работе с 

музейными коллекциями. В-третьих, существует большой пласт художественных 

произведений, авторство которых еще не установлено. Актуальным также остается 

вопрос о большом количестве копий произведений искусства. 

Важной задачей является систематизация произведений искусства и организация 

цифровых баз данных музейных коллекций, архивов и библиотек в Интернете. 

Подобная деятельность необходима для поиска новой информации о ранее 

неизвестном произведении и сличения с цифровой копией уже атрибутированных 

работ предполагаемого автора. Деятельность, направленную на выявление 

соответствия произведения искусства заявленным атрибутам называют 

«экспертизой».   

Экспертиза произведений искусства решает задачи, которые мы предлагаем 

разделить на технико-технологические и искусствоведческие. 

Технико-технологические задачи - установление состояния сохранности 

объекта и предполагаемая стоимость реставрации, техники и технологии исполнения  

представленной работы, ее возраста и рыночной стоимости. 
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Технико-технологическая экспертиза использует современные физические, 

химические и физико-химические  методы  анализа материалов, из которых состоит 

картина, иногда требующие изъятия пробы. Полное технологическое исследование 

произведений искусства имеет необходимость использования, технически хорошо 

оснащенной лаборатории, высококвалифицированного персонала, а также наличие 

сравнительного материала, достаточно высокую стоимость и по этой причине не 

всегда целесообразно.  

Искусствоведческие задачи - определение авторства художественного 

произведения, принадлежности художественному направлению, стилю или школе, 

поиск влияний и связей между художниками, культурной или исторической 

ценности произведения. 

Искусствоведческая экспертиза использует сравнительно-исторический, 

формальный, иконологический, семиотический методы анализа формы, композиции, 

технических приемов.  

К экспертизе привлекаются специалисты в соответствующей области 

деятельности. Оценка экспертной комиссии зависит от квалификации и знаний 

каждого члена группы. Только специалисты могут обеспечить полноту 

исследования и надежность выводов. В связи с чем, важной задачей представляется 

изучение и развитие новых компьютерных методов бесконтактного исследования 

произведений искусства для целей атрибуции. 

Цель работы: обзор исследований и патентных разработок в области атрибуции 

произведений искусства по их цифровым копиям.  
 

2 Отечественные работы по исследованию цифровых копий 

художественных произведений  
 

Мурашов Д.М., Березин А.В., Иванова Е.Ю. [1-2] (Москва, Вычислительный 

центр им. А.А. Дородницына  РАН, Государственный Исторический музей) 

предложили описание фактуры картин на основе характеристик хребтов 

полутоновых изображений мазков и локальных признаков структурного тензора на 

изображении фрагмента. «Гистограмма формируется по значениям составляющих 

градиента уровней полутонов  в точках, расположенных на хребтах информативных 

фрагментов» [1].  

Размер кисти художника (толщина волоса, ширина кисти) вычисляется на основе 

значения модуля волнового вектора, который определяет пространственный период 

волны в направлении ее распространения. Данные для исследования формируется по 

информативным фрагментам изображений без предварительной сегментации 

отдельных мазков кисти. Для сравнения информативных фрагментов применяется 

теоретико-информационная мера различия на основе дивергенции Кульбака-

Лейблера - меры удаленности друг от друга двух вероятностных распределений. 

Данные исследования показали, что значения исследуемого признака фрагментов 

картин разных авторов различаются в пять раз больше, чем значения признака на 

картинах одного автора. Описанная методика была протестирована на изображениях 

портретов, написанных в XVIII–XIX вв. [1]. 

Иваненко Ю.М., и др. [3] выдвинули гипотезу: живописное произведение 

обладает внутренней динамикой, которая характеризуется соотношением 

детерминированности и хаотичности. Исследователи выявили, что полутоновые 

изображения отличаются конечностью размерности аттрактора. На основе отсчетов 
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яркости реального изображения были выбраны специальные переменные для 

построения многомерного фазового пространства, в котором производился анализ 

динамики исследуемого изображения путем вычисления интегральной 

корреляционной функции аттрактора. Исследователи установили, что значения 

размерности аттрактора отражают вид изображения: «полиграфическая копия» 

произведения искусства, фотографическое изображение лица, фрагменты 

скульптурного изображения, зафиксированные с помощью видеокамеры, 

модельные изображения различных объектов, сгенерированные на компьютере, в 

соответствии с разработанной шкалой сложности изображений. Определенная 

зависимость размерности аттрактора от числа фазовых переменных позволяет 

произвести идентификацию индивидуального творческого почерка художника [3]. 

Новиков Г.И. [4] (Институт физиологии им. И.П. Павлова РАН) предложил для 

идентификации автора художественных произведений использовать 

колориметрические измерения «контраста цветового насыщения», 

(противопоставление ярких, насыщенных и блеклых, затемненных цветов), 

зависящего от пропорций и равновесности композиции, присущего конкретным  

авторам. Исследователь предложил вычислять соотношение основных и 

дополнительных цветов на основе сопоставления цвета картины в разных точках по 

отношению к нейтральному серому фону. Вывод был основан на рассмотрении 

колориметрических измерений объектов русской и западноевропейской живописи 

второй половины XIX и начала XX веков. 

Костюков Ю.В. [5] (Краснодарский краевой художественный музей им. Ф.А. 

Коваленко) предлагает осуществлять отбор характерных признаков для 

исследования художественного произведения, статистическими методами, которые 

позволят выявить тесноту связи между признаками и выделить наиболее 

идентификационно значимые. Он предложил устанавливать факт наличия 

взаимосвязи между признаками и ее значимости на основе критерия хи – квадрат. 

Описанная методика была протестирована при анализе декорировки столовой и 

чайной посуды завода Гарднера конца XVIII – последней трети XIX вв. В результате 

исследования Костюков Ю.В. установил, что на изделиях завода Гарднера наиболее 

тесно связаны между собой признаки «тема» и «форма» декора. Зная значение 

одного из них, можно с определенной вероятностью предсказать значение другого 

[5].  

 

3 Отечественные патенты на изобретения 

 
Хачатрян А.Х. [6] (ООО «Научно-исследовательский институт экспертизы 

произведений искусств и архитектуры») описывает три запатентованных технологии 

бесконтактного неразрушающего анализа произведений искусства:  

 «Способ бесконтактного неразрушающего анализа художественных полотен 

и других произведений искусства по их цифровым копиям для определения 

индивидуального рисунка рельефа и углублений поверхностных и внутренних 

слоев» [7]. 

 «Способ опосредованного неразрушающего исследования художественных 

полотен, монументального и других произведений искусства для выявления их 

скрытых индивидуальных особенностей (варианты), способ определения 

подлинности и/или авторства художественного или других произведений 

искусства» [8]. 
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 «Способ защиты художественного полотна и других произведений искусства 

от подделки, а также определения их авторства» [9].  

Цифровая копия обрабатывается в графическом редакторе (увеличение масштаба, 

затемнение до появления углублений и контуров, осветление до более четкого 

проявления рельефа, обработка при помощи инструмента «контурная резкость» до 

получения максимально четких контуров). При этом каждая отдельно взятая 

цифровая копия художественного произведения разделяется на слои и сохраняется в 

отдельные файлы, как часть исследуемого произведения искусства. Каждая из них 

обрабатывается отдельно; количество слоев конкретного произведения зависит от 

индивидуального характера каждого из них, а каждый изученный слой 

рассматривается как отдельное исследование. Далее эксперт зрительно анализирует 

полученные копии художественного полотна [6]. 

По мнению авторов, предложенные способы выявляют скрытые индивидуальные 

особенности композиции и характер художественного произведения, что позволяет 

определить их подлинность, послойно рассмотреть картины разных художников, 

обнаружить тайные знаки, раскрывающие замысел и обнаружить пустоты, полости и 

скрытые предметы в художественных произведениях [6].  

Кастальская-Бороздина Н.К. [10] (Свято-Троице Сергиева Лавра) предлагает 

способ идентификации художественных произведений через сопоставление наборов 

зашифрованных данных фрагментов живописи по соответствующим цветам 

палитры произведения. Исследователь утверждает, что у каждого автора  

существует неповторимый набор исходных «полу(четверть) тоновых шкал колеров» 

[10] ожидаемых в любой его работе. Кастальская-Бороздина Н.К. предлагает 

идентификацию исследуемого объекта осуществлять на основе   сравнения 

«выявленных уникальных признаков  произведения живописи и оригинала по 

графическим зависимостям коэффициента гашения обертонов  от суммарного 

колера, состоящего из красного, зеленого и синего цветов, вычисленным по самым 

темным, самым светлым и срединным колерам с учетом естественной аппаратной 

погрешности» [10]. Описанный способ был опробован на цифровых копиях таких 

художников как, Айвазовский И., Левитан И., Кустодиев Б., Поленов В.  

Шольцен В. [11] предлагает способ определения автора художественного 

произведения по ее цифровой копии путем сравнения характеризующих признаков и 

деталей характеризующих признаков (точек, линий, групп точек или линий, узоров), 

полученных преобразованием Хафа.  

 

4 Характерные признаки авторских стилей 

 
Таким образом, на основе проведенного обзора можно выделить следующие 

характерные признаки авторских стилей и способы их вычисления, используемые 

различными исследователями. 

Фактура картины:  

Определяемая, гистограммой направлений хребтов полутоновых изображений 

мазков, формируемой на основе вторых частных производных от функции, 

описывающей полутоновый рельеф изображения по пространственным координатам 

и гистограммой локальной ориентации окрестностей на изображении фрагмента 

картины, формируемой на основе первых частных производных от функции, 

описывающей полутоновый рельеф изображения по пространственным координатам 

[2]. 

Получаемая, после обработки в графическом редакторе Adobe Photoshop или FS 

Viewer путем масштабирования, затемнения, осветления, увеличения контурной 
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резкости (настройка параметров эффекта резкости, радиуса пикселей, и порога 

уровней), яркости и контрастности. [8] 

Получаемая, после обработки в графическом редакторе путем масштабирования, 

затемнения, осветления, увеличения контурной резкости (настройка параметров 

эффекта резкости, радиуса пикселей, и порога уровней) [9]. 

Размер кисти, использовавшейся художником – локальное волновое число, 

получаемое из изображения при использовании преобразования Рисса [1]. 

Выразительные графические средства (точки, группы точек, линии, группы 

линий, узоры), определяемые методом Хафа. Дополнительно устанавливаются 

опорные признаки, путем масштабирования, растяжения или сжатия, изменения или 

изгибания линии, изменения угла между двумя линиями соответствующего 

характеризующего признака [11]. 

Цветовой контраст: 

Яркость изображения, определяемая зависимостью размерности аттрактора от 

числа фазовых переменных [3]. 

Контраст цветового распространения, зависящий от пропорций и 

равновесности композиций автора. Сопоставление цветов картины в разных точках 

по отношению к нейтральному серому фону. Количественные расчеты производятся 

исходя из  установленных И. Гёте простых числовых выражений. Контраст 

цветового распространения подчинен гармонии равновесия отношения светлоты и 

дополнительных цветов. [4] 

Цвет, получаемый после обработки в графическом редакторе Adobe Photoshop 

или FS Viewer путем масштабирования, затемнения, осветления [8]. 

Цветовые пятна, определяемые графической зависимостью коэффициента 

гашения обертонов и суммарного колера, вычисленным по самым темным, самым 

светлым и серединным колерам с учетом естественной аппаратной погрешности 

[10]. 

 

5 Выводы 
 

В результате проведенного обзора были выявлены характерные признаки 

авторских стилей, выделяемые различными исследователями для целей атрибуции 

художественных произведений. Все признаки можно разделить на три основные 

группы: фактура картины, цветовой контраст, выразительные графические средства. 

Рассмотренные в настоящей работе исследования в области анализа цифровых 

копий произведений искусства направлены на определение авторства 

художественного произведения. Однако в области экспертизы художественных 

произведений остается еще целый ряд задач, которые можно решать: классификация 

стилей, жанров и периода создания, установление взаимовлияний и связей между 

художниками. Дальнейшие исследования могут быть направлены на развитие и 

апробацию бесконтактных методов анализа художественных произведений, которые 

недостаточно представлены в отечественной литературе, а также изучение опыта 

зарубежных исследователей. 

В представленных работах не предложено описание технологии получения и 

критерии оценки качества, предъявляемые к цифровым копиям художественных 

произведений, в свиязи с чем, возникает вопрос об объективности результатов 

исследования изображений, имеющихся в сети Интернет. 
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Очевидно, что для успешного использования цифровых бесконтактных методов 

анализа художественных произведений необходимо наличие обширных баз 

оригинальных атрибутированных работ, а так же баз вычисленных  данных для 

сравнения. 
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Эволюционирующие онтологии в аспекте
управления темпоральными или

изменяющимися фактами

А. А. Демидов

Институт программных систем им. А.К. Айламазяна РАН,
alex@dem.botik.ru

Аннотация В работе предлагается алгебраический подход к по-
строению онтологий, способных к эволюции под влиянием новых
фактов и обладающих внутренними механизмами валидации. Для
этой цели строится формальная модель взаимодействия объектов и
выясняются ограничения на операции с объектами, накладываемые
такой моделью. Затем в контексте формальной модели определяются
основные понятия модели представления знаний: концепты, экзем-
пляры, свойства и отношения. При этом формальные ограничения
переносятся в модель представления знаний естественным образом.

Ключевые слова: эволюционирующие онтологии, представление
знаний, формальные системы.

Введение

Онтология — это система понятий и утверждений об этих понятиях, на
основе которых можно строить классы, объекты, отношения, функции и тео-
рии. В общем случае онтологии содержат концепты (понятия или классы),
экземпляры (индивиды или объекты), свойства концептов и экземпляров
(атрибуты или роли), отношения между концептами или экземплярами, а
также дополнительные ограничения, определяемые аксиомами и правилами
вывода. Сформулировано множество определений понятия онтологии, наи-
более точным из них представляется следующее: «Онтология — это фор-
мальная теория, ограничивающая возможные концептуализации» [1]. По-
скольку мы хотели бы также хранить в онтологии отдельные экземпляры,
данное определение требует обобщения: «Онтология — это формальная си-
стема, взятая вместе с её интерпретацией».

Эволюция онтологии — это процесс последовательной адаптации онто-
логии к происходящим изменениям и непротиворечивого распространения
этих изменений [2]. Это нетривиальный процесс, поскольку изменение в од-
ной части онтологии может привести к возникновению противоречия в дру-
гих её частях, информация различных источников может оказаться непол-
ной или противоречивой. В силу сложности учёта большого количества фак-
торов инженер по знаниям оказывается не в состоянии учесть все побочные
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эффекты вносимых изменений, поэтому необходима реализация специаль-
ных механизмов, отвечающих за поддержание согласованности онтологии в
процессе её актуализации.

Можно выделить два основных подхода к представлению онтологий: ло-
гический и объектный [3]. Логический подход связан с представлением онто-
логии как формальной системы со своим синтаксисом, аксиомами и прави-
лами вывода, он находится в русле классического искусственного интеллек-
та, изучающего способы представления знаний. Объектный подход предпо-
лагает представление онтологии в виде графа, состоящего из классов, объ-
ектов и связей между ними, он удобнее для реализации и чаще используется
в прикладных разработках, в рамках него обычно создаются сверхбольшие
ресурсы, используемые в широких предметных областях: различного рода
словари, таксономии, рубрикаторы и тезаурусы.

Обладая лучшей наглядностью и удобством, объектный подход имеет се-
рьёзный недостаток: он не предоставляет никаких внутренних механизмов
контроля непротиворечивости — в отличие от формальных систем, имею-
щих средства контроля полноты и непротиворечивости. Поэтому при объ-
ектном подходе инженер по знаниям должен определить систему внешних
ограничений, описывающих допущения предметной области. Но проблема
в том, что предметная область сама зависит от вновь прибывающих фак-
тов, она всё время меняется. Поэтому система внешних ограничений также
должна всё время меняться. Но тогда возникает проблема контроля непро-
тиворечивости изменений уже этой системы ограничений — получается за-
мкнутый круг.

1 Постановка задачи

Несложно показать, что онтологии, создаваемые в рамках обоих подхо-
дов, могут быть преобразованы от одного вида к другому путём перехода к
отношениям: каждая непротиворечивая формальная теория имеет модель
в теоретико-множественном представлении, с другой стороны, каждый объ-
ект может быть представлен как набор записей реляционной базы данных.
Поэтому корректней говорить о различных представлениях одной и той же
онтологии — логическом и объектном. Вопрос состоит в том, какой возмож-
ный механизм контроля в объектном представлении может соответствовать
концепции противоречивости в логическом представлении.

2 Состояние исследований

Большинство работ по эволюции онтологии, известных в настоящее вре-
мя, описывают различные эвристические подходы — их обзор дан в работе
Ф. Заблиса и др. [4]. Как правило, в этих работах предлагается некий слож-
ный эвристический алгоритм, берущий на себя рутинную часть работы по
согласованию изменений, и предполагается участие инженера по знаниям,
выполняющего интеллектуальную часть работы. Другие системы — такие
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как EvoPat, RUL — реализуют возможность автоматического разрешения
конфликтов, но они действуют на основе жесткой системы внешних огра-
ничений, заданных априори при создании онтологии.

Более перспективно выглядят методы эволюции онтологий, обоснован-
ные теоретически. В работе П. Хаазе и Л. Стояновича [5] выделяется три
вида непротиворечивости: структурная (синтаксическая), логическая (се-
мантическая) и определяемая пользователем (внешняя). Большинство дина-
мических онтологий обеспечивают только синтаксическую непротиворечи-
вость на основе соответствия языку описания онтологии или схеме данных.
В работе не предлагается решения, обеспечивающего логическую непроти-
воречивость, однако приводятся эффективные алгоритмы локализации и
устранения логических противоречий с помощью исключения конфликтую-
щих аксиом.

В работах Т. Шарренбаха и др. [6,7] конфликты аксиом не запрещают-
ся, поэтому их исключение из онтологии не требуется. Вместо исключения
аксиом (явных знаний) авторы предлагают объявлять недействительными
конкретные выводы (неявные знания), которые вызывают противоречие в
онтологии. Так, оба заключения A и ¬A могут оказаться выводимы, невыво-
димым останется только противоречие A&¬A. Это приводит к неоднознач-
ности онтологии.

Задача поиска механизма контроля онтологии в объектном представле-
нии, который соответствовал бы концепции противоречивости в логическом
представлении, в явном виде ранее не ставилась.

3 Мир как динамическая система

3.1 Формальная логика и клеточные автоматы

Машина Тьюринга как универсальный вычислитель способна реализо-
вать как систему продукций аксиоматизируемой формальной логической
системы, так и систему продукций клеточного автомата. Отсюда следует,
что выразительные способности тьюринг-полных клеточных автоматов до-
статочны для представления логических ограничений на структуру знаний.

Далее мы будем рассматривать явления предметной области в терминах
динамических систем — как изменения состояния динамической системы,
эволюционирующей с течением времени. Покажем, что клеточный автомат
также может рассматриваться как динамическая система, введём в этой
модели понятие объектов, опишем их взаимодействия. Поскольку возмож-
ностей тьюринг-полного клеточного автомата достаточно для моделирова-
ния произвольного процесса эволюции, то найденные закономерности будут
справедливы и в общем случае.
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3.2 Динамические системы

В самом общем смысле динамическая система есть тройка (T,X, φ), где
T — аддитивный моноид, X — множество, а φ — функция

φ : T ×X → X, (1)

такая что

φ(0, x) = x,

φ(t2, φ(t1, x)) = φ(t1 + t2, x),

где T — множество неотрицательных вещественных чисел R+ (непрерывное
время), либо натуральных чисел с нулём N (дискретное время) [8,9].

Функция φ(t, x) называется оператором эволюции динамической систе-
мы, она ставит в соответствие каждой точке множества X единственный
образ, зависящий от переменной t, называемой параметром эволюции. Мно-
жество X называется фазовым пространством (или пространством состоя-
ний), в котором переменная x определяет начальное состояние системы.

3.3 Клеточные автоматы

Пусть G — группа, а A — множество. Тогда (см. [10])

Определение 1. Клеточный автомат над группой G и алфавитом A есть
отображение τ : AG → AG, обладающее свойством: существует конечное
подмножество S ⊂ G и отображение µ : AS → A, такие что

τ(x)(g) = µ((g−1x)|S) (2)

для всех x ∈ AG и g ∈ G, где запись (g−1x)|S означает сужение конфигу-
рации g−1x на множество S.

Путём последовательных итераций клеточного автомата τ : AG → AG

можно получить дискретную динамическую систему. Это означает, что кон-
фигурация может пониматься эволюционирующей во времени в соответ-
ствии с τ : если x ∈ AG — конфигурация в момент времени t ∈ N, то τ(x)
— конфигурация в момент времени t + 1. Суперпозиция τ t = τ ◦ τ ◦ · · · ◦ τ
итераций по параметру t даёт оператор эволюции динамической системы во
времени

φ(t, x) = τ t(x). (3)

3.4 Объекты в конфигурационном пространстве

Неформально говоря, объектом будем считать глайдер в конфигураци-
онном пространстве. Глайдеры — это хорошо известные стабильные дина-
мические структуры (паттерны) в клеточном пространстве игры Конвея
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«Жизнь». Глайдер (солитон) является возмущением в активной среде, рас-
пространяющимся в этой среде с постоянной скоростью и сохраняющим
свою целостность в течение некоторого времени.

Отображение µ : AS → A в формуле (2) определяет систему окрестностей
O(g) = g ∪ Sg для каждого g ∈ G. Окрестностью множества O(g) является
объединение

O(O(g)) =
⋃

q∈O(g)

(
q ∪ Sq

)
. (4)

Последовательные итерации этой формулы задают систему окрестностей P,
определяющую предбазу топологии на G

P(t, g) = {Ot(g) : t ∈ N, g ∈ G}. (5)

Если для gt, g0 ∈ G выполняется условие gt ∈ Ot(g0), то будем говорить,
что элемент gt причинно зависит от g0 на интервале времени t.

Определение 2. Объектом O назовём динамическую область конфигура-
ционного пространства O(gi) ∈ P, где gi пробегает последовательность
причинно зависимых элементов g0, . . . , gt, такую что все конфигурации
AO(gi) равны между собой.

4 Модель взаимодействия объектов

4.1 Взаимодействие как эволюция состояния

Будем рассматривать изменение объектов — их взаимное превращение
в результате взаимодействия в некоторой области конфигурационного про-
странства G с заданной на этом пространстве конфигурацией x ∈ AG, эво-
люционирующей под действием моноида времени T .

Нас будет интересовать только конечный результат взаимодействия по-
сле того, как объекты разойдутся в конфигурационном пространстве на до-
статочное расстояние, чтобы не оказывать влияния друг на друга.

Обозначим через Ψ множество конфигураций всех возможных объектов

Ψ = {AO : O ∈ P}. (6)

Тогда процесс изменения конфигурации ψ = ψ1 ⊗ . . . ⊗ ψn системы вза-
имодействующих объектов можно записать в привычном виде

ψ′ = Uψ, (7)

где U = U(t, x) — оператор эволюции состояния x ∈ AG за время t ∈ T , а
ψ ∈ Ψ — функция состояния системы объектов.
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4.2 Взаимодействие как преобразование объектов

Произвольным образом разобьём исходную динамическую систему на
две подсистемы — ψa и ψb так, чтобы ψaψb = ψ (для удобства будем опус-
кать знак операции «⊗»). Взаимодействие систем ψb и ψa тогда может быть
задано с помощью операции «�» в виде

{
ψ′a = ψa � ψb
ψ′b = ψb � ψa,

(8)

где первое равенство описывает трансформацию ψa в ψ′a с помощью системы
ψb, а второе — обратное влияние системы ψa на ψb.

Модель взаимодействия тогда вполне определяется двумя операциями

⊗ : Ψ2 → Ψ, «из чего состоит» в пространстве, (9)
� : Ψ2 → Ψ, «как изменяется» во времени. (10)

Операция «⊗» ассоциативна, поскольку свойство «из чего состоит», оче-
видно, удовлетворяет тождеству (ψa ⊗ ψb) ⊗ ψc = ψa ⊗ (ψb ⊗ ψc). Но не
коммутативна — порядок аргументов важен, поскольку задаёт расположе-
ние объектов в пространстве. Свойства операции «�» будут установлены
далее (очевидна лишь некоммутативность).

Правила преобразования конфигураций могут быть заданы функциями
на множестве Ψ . Иначе говоря, существует инъекция

ξ : Ψ → F(Ψ), (11)

позволяющая отождествить конфигурации объектов Ψ с элементами сим-
метрической полугруппы F(Ψ) преобразований над ними.

4.3 Связь двух операций «⊗» и «�»

Теорема 1. Инъекция ξ : Ψ → F(Ψ) множества конфигураций объектов
в симметрическую полугруппу преобразований является гомоморфизмом
относительно операции «�», если эта операция действует в простран-
стве T , связанном с пространством G преобразованием масштаба.

Доказательство. Зададим начальное разбиение системы ψ ∈ Ψ в простран-
стве G так, чтобы она состояла из трёх подсистем следующим образом:
ψaψbψc = ψ. Будем попарно объединять эти подсистемы и описывать взаи-
модействие такого объединения с оставшейся частью полной системы.

Поскольку результат операции «⊗» зависит от порядка аргументов, при
объединении необходимо следить за тем, в какой системе координат произ-
водится данное действие. Для удобства введём унарную операцию ¬ : Ψ → Ψ
поворота системы координат, связанную с операцией «⊗» тождеством

¬(ψaψb) = ¬ψb¬ψa. (12)
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Объединим подсистемы ψaψb = ψab, тогда правила трансформации ди-
намической системы ψaψbψc = ψabψc запишутся в виде

{
ψ′ab = ψab � ψc = ψc(ψab)

ψ′c = ¬(¬ψc � ¬ψab) = ¬ψ¬b¬a(ψ¬c).
(13)

Во втором уравнении появляется операция обращения аргументов, посколь-
ку относительно подсистемы ψc, на которую действует объединённая подси-
стема, подсистемы ψa и ψb расположены в порядке ψb, ψa — именно в таком
порядке и происходит действие. Операция обращения всего выражения от-
вечает за возврат системы координат в исходное положение.

Теперь объединим подсистемы ψbψc = ψbc, тогда правила трансформа-
ции динамической системы ψaψbψc = ψaψbc запишутся в виде

{
ψ′a = ψa � ψbc = ψbc(ψa)

ψ′bc = ¬(¬ψbc � ¬ψa) = ¬ψ¬a(ψ¬c¬b).
(14)

Во втором уравнении также появляется операция обращения аргументов
по аналогичной причине: подсистема ψa действует сперва на ближайшую
к ней подсистему ψb, и только затем — на ψc. Операция обращения всего
выражения отвечает за возврат системы координат в исходное положение.

Поскольку ψ′abψ
′
c = ψ′aψ

′
bc = ψ′ = Uψ, то можно приравнять правила

трансформации первой и второй систем уравнений:

((ψa ⊗ ψb)� ψc) ⊗¬(¬ψc � (¬ψb ⊗ ¬ψa)) = (15)
= (ψa � (ψb ⊗ ψc)) ⊗¬((¬ψc ⊗ ¬ψb)� ¬ψa). (16)

Равенство выполняется, если и только если существует унарная операция
∝ : Ψ → Ψ , связывающая операции «�» и «⊗» тождеством

∝ (ψaψb) = ψa � ψb, (17)

— тогда равенство можно преобразовать к очевидной форме:

∝ ((ψa ⊗ ψb)⊗ ψc) ⊗¬ ∝ (¬ψc ⊗ (¬ψb ⊗ ¬ψa)) = (18)
=∝ (ψa ⊗ (ψb ⊗ ψc)) ⊗¬ ∝ ((¬ψc ⊗ ¬ψb)⊗ ¬ψa). (19)

Унарная операция «∝» существенно ограничивает возможный вид опе-
рации «�», в частности, должно соблюдаться условие

(∀ψx, ψy ∈ Ψ) ψxψy = ψa → ψx � ψy =∝ ψa, (20)

которое означает, что все решения уравнения x⊗ y = ψa с двумя неизвест-
ными также являются решениями уравнения x � y =∝ ψa. В этом смысле
операции «⊗» и «�» эквивалентны с точностью до преобразования мас-
штаба, определяемого операцией «∝». При этом операция «�» оказывается,
вообще говоря, неассоциативной:

(ψa � ψb)� ψc 6= ψa � (ψb � ψc), (21)
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∝ (∝ (ψaψb)ψc) 6= ∝ (ψa ∝ (ψbψc)). (22)

Введём формальное обозначение ∝−1∝ ψa = ψa и перепишем тожде-
ство (17) в виде

∝ (ψaψb) =∝−1∝ ψa� ∝−1∝ ψb, (23)

обозначим операцию «�» вместе с преобразованием «∝−1» обратного мас-
штабирования её аргументов через �̃ : Ψ2 → Ψ , тогда станет очевиден изо-
морфизм

∝ (ψa ⊗ ψb) =∝ ψa�̃ ∝ ψb. (24)

Также, после замены переменных ψa →∝ ψa и ψb →∝ ψb в тождестве (17)
и перехода к обозначению ⊗̃ : Ψ2 → Ψ , объединяющему операцию «⊗» вме-
сте с преобразованием «∝» прямого масштабирования её аргументов, выяв-
ляется изоморфизм

∝ (ψa⊗̃ψb) =∝ ψa� ∝ ψb. (25)

Изоморфизмы (24) и (25) связывают пространства T и G преобразова-
нием масштаба, определяемом операцией (17).

Операция «⊗» — ассоциативна, поэтому полугруппа 〈Ψ,⊗〉 вкладывается
в симметрическую полугруппу F(Ψ) трансформаций множества Ψ . В силу
изоморфизма (24) операция «�» тождественна операции «⊗», если все её
аргументы переведены в пространство T преобразованием «∝−1». Следова-
тельно, инъекция ξ : Ψ → F(Ψ) (11) является однозначным гомоморфизмом
относительно операции «�̃».

4.4 Спецификация модели взаимодействия объектов

Таким образом, построенная модель включает:

– алгебру 〈Ψ,⊗,�〉 динамических систем (6) и (9);
– симметрическую полугруппу F(Ψ) преобразований (11);
– инъективный гомоморфизм ξ : Ψ → F(Ψ) (теорема 1);
– преобразование масштаба ∝ (ψaψb) = ψa � ψb (17),

где операции «⊗» и «�» связаны равенством

ψa ⊗ ψb = (∝−1 ψa)� (∝−1 ψb). (26)

5 Модель представления знаний

Построенная модель взаимодействия объектов сводится к подполугруппе
J симметрической полугруппы J ⊂ F(Ψ) преобразований множества Ψ , ко-
торая равномощна этому множеству |Ψ | = |J | < |2Ψ |. Такое сокращение чис-
ла допустимых преобразований указывает на существование естественных
модельных ограничений, что может быть использовано для целей контроля
онтологии, однако число степеней свободы всё ещё очень велико.
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Определение 3. Если по отношению к динамической системе ψa подмно-
жество систем ΨB ⊂ Ψ является эквивалентным в смысле тождества

(∀ψb ∈ ΨB)(ψa � ψb = ψ′a),

то множество ΨB будем называть классом со свойством ψa → ψ′a.

Совокупность всех свойств объекта ψb полностью определяет преобразо-
вание ψb : Ψ → Ψ из полугруппы J . Совокупность всех свойств класса также
определяет преобразование, частично определённое на множестве Ψ , кото-
рое является пересечением преобразований всех объектов данного класса

ψB =
⋂

ψb∈ΨB

ψb. (27)

В эволюционирующей онтологии ни один объект не определён окончательно,
под влиянием новых фактов отношения достраиваются и перестраиваются.
Поэтому между объектами и классами нет принципиальной разницы — те
и другие являются частично определёнными преобразованиями.

В прикладных задачах построения онтологий часто приходится иметь
дело не с функциями, а с отношениями. Можно показать, что такой пере-
ход правомерен, если в теореме 1 перейти к гомоморфизму ξ : Ψ → 2Ψ . В
силу однозначного гомоморфизма ξ : Ψ → 2Ψ операция «⊗» является су-
перпозицией отношений соответствующих объектов. С другой стороны, она
выражается через операцию «�» с помощью унарной операции «∝−1» пре-
образования масштаба (26). Тождество

ψb ◦ ψa = ψa ⊗ ψb = (∝−1 ψa)� (∝−1 ψb), (28)

где слева стоят отношения, а справа — соответствующие им объекты, яв-
ляется мощным средством обеспечения непротиворечивости онтологии, для
чего даже не требуется просматривать весь ресурс знаний.

Для организации хранения знаний можно предложить следующую базо-
вую структуру из двух таблиц.

Таблица 1. Структура хранения знаний (с валидацией)

head
id Идентификатор
label Наименование

body
subj Subject (→ head.id)
obj Object (→ head.id)
prop Result subj � obj (→ head.id)
test Result subj ⊗ obj (→ head.id)

На начальном этапе все таблицы пусты. В процессе работы каждое новое
понятие фиксируется в таблице head, а каждое его свойство попадает в таб-
лицу body. Пока функция ∝−1 не определена, поле body.test не заполняется
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— это можно сделать позже на основе значения body.prop. Классы можно
получать динамически как пересечение нескольких отношений, однако из
соображений быстродействия имеет смысл запустить автономный процесс,
который бы создавал и удалял классы на основе устойчивых корреляций
между объектами. Этот же процесс мог бы выполнять трудоёмкую зада-
чу вычисления полей body.test пока быстрое вычисление с использованием
функции ∝−1 не станет возможным.

Тождество (28) позволяет вычислять значения функции ∝−1 : Ψ → Ψ
динамически по мере добавления новых фактов: поскольку все объекты яв-
ляются отношениями, кажется, что их суперпозиция тоже должна задавать
объект; это почти так — если отношения предварительно масштабировать
функцией ∝−1, а результат масштабировать обратно с помощью ∝. Для
всех пар ψa ◦ψb данная функция должна быть одной и той же — если так не
получается, то можно констатировать наличие в онтологии противоречия.

6 Заключение

В работе предложен алгебраический подход к построению онтологий,
способных к эволюции под влиянием новых фактов и обладающих внут-
ренними механизмами валидации. Для этой цели установлено соответствие
между двумя основными подходами к представлению онтологий: логиче-
ским и объектным. В результате этого в объектном представлении удалось
отыскать такой механизм контроля непротиворечивости онтологии, кото-
рый соответствует концепции противоречивости в логическом представле-
нии — на основе функции ∝−1. В терминах алгебраического подхода опре-
делены основные понятия модели представления знаний: концепты, экзем-
пляры, свойства и отношения. При таком подходе формальные ограничения
переносятся в модель представления знаний естественным образом.

Найденное решение является новым, его можно использовать для по-
строения больших прикладных онтологий, не пренебрегая средствами кон-
троля непротиворечивости. Что, в свою очередь, открывает возможности к
организации процесса эволюции такой онтологии в автоматическом режиме,
что до сих пор было невозможным.

Построенная алгебра с двумя операциями — суперпозицией отображе-
ний «⊗» и неассоциативной операцией «�» — является программной ал-
геброй. Программные алгебры интенсивно исследуются в настоящее время
в контексте построения высокопроизводительных параллельных вычисли-
тельных систем [11].

Результаты данной работы планируется использовать при построении
ресурса знаний большого объёма для системы извлечения информации из
текстов ИСИДА-Т [12].

Благодарности. Работа выполнена в рамках НИР «Моделирование модально–
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Abstract. We propose an algebraic approach to building ontologies
which capable of evolution under the influence of new facts and which
have some internal mechanisms of validation. For this purpose we build
a formal model of the interactions of objects, and find out the limitations
on transactions with objects imposed by this model. Then, in the context
of the formal model, we define basic entities of the model of knowledge
representation: concepts, samples, properties, and relationships. In this
case the formal limitations are induced into the model of knowledge rep-
resentation in a natural way.
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