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Abstract. Rank aggregation is an important task in many areas, nevertheless, 

none of rank aggregation algorithms is best for all cases. The main goal of this 

work is to develop a method, which for a given rank list finds the best rank ag-

gregation algorithm with respect to a certain optimality criterion. Two ap-

proaches based on meta-feature description are proposed and one of them 

shows promising results. 
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1 Introduction 

In many fields where multiple ranking algorithms are applied in practice such as 

computational biology, web search, or social choice, the important task of rank aggre-

gation arises. A ranked list of objects is a permutation on these objects. Formally, the 

task of rank aggregation consists in finding a permutation   for a given permutation 

list  , which minimizes the error function        , depending on a metric  .  

The problem of finding the best possible resulting rank is usually NP-hard, approx-

imate algorithms are used, and they show different quality of results. Therefore, the 

problem of algorithm selection arises.  

One of the possible solutions of this problem is the meta-learning approach [1]. 

Meta-learning systems were developed to solve different machine learning tasks, but 

to the best of our knowledge, the problem of rank aggregation algorithm selection has 

never been considered in scientific literature. 

The main goal of this work is to develop an algorithm for rank aggregation algo-

rithm selection. The proposed approach is based on meta-learning. 

2 Algorithms and approaches 

The basic meta-features approach (BMFA) for each  -th metric looks over all possi-
ble pairs of permutations from the input permutation list   and then constructs a se-
quence                    

After that it mines statistic characteristics from each sequence    as meta-features: 



               
                    

                      
 

   

  

where   is the set composed of the following seven metrics: described in [2, 3]: the 

Manhattan distance, the Euclidean distance, the Chebyshev distance, the Cayley dis-

tance, the Kendall tau rank distance, and the Ulam distance, the Canberra distance. 

The accelerated meta-features approach (AMFA) aggregates the input permutation 

list into a single permutation   by means of the faster method — we use the Borda 

count. Then we construct a sequence    from the distances between   and permuta-

tions from the input list                   Then we mine features in the same 

way as in BMFA.  

The algorithm for Generating Permutation List (AGPL) uses parameters     and 

we use three different algorithms for single permutation generation. The Hidden Var-

iable Approach (HVA) describes a permutation list with   and    with which it was 

generated. It can be applied only to generic data. 

3 Experiments and results 

In this paper we use four popular rank aggregation algorithms [2, 4]: Borda count, the 

Copeland’s Score, the Markov chain method, and the “Pick a perm” method. 
For experiments with generic data we generate permutation lists of the length 36 

with 25 elements. For real-world experiments we use popular benchmark datasets for 
rank aggregation “LETOR4.0 MQ2007-agg”. 

Table 1 shows the   -measure for different classifiers built by the introduced ap-

proaches on three generic datasets and one real-world dataset. The table shows that 

the AMFA outperforms all the other approaches. 

  Table 1.  Comparison of approaches by   -measure on the generic and real-work datasets. 

 AGPL-A AGPL-B AGPL-C Real-world 

 HVA AMFA HVA AMFA HVA AMFA BMFA AMFA 

IBk 0.534 0.561 0.400 0.448 0.485 0.557 0.367 0.447 
J48 0.535 0.545 0.406 0.413 0.486 0.548 0.346 0.413 

LogitBoost 0.529 0.590 0.401 0.461 0.487 0.593 0.399 0.468 

NaiveBayes 0.522 0.542 0.400 0.393 0.476 0.509 0.400 0.396 

SMO 0.386 0.608 0.382 0.516 0.431 0.602 0.407 0.489 

4 Conclusion and future work 

In this work we have proposed three approaches, and one of them, namely AMFA, 

has shown promising results on both types of on generic and real-world data. Based 

on this work we can conclude that meta-learning could be applied for best aggregation 

algorithm prediction, but current results may be improved. 



In our future work we would try to: use more rank aggregation algorithm models 

and algorithms; apply feature selection algorithms; introduce wider generic data class, 

and test on other real-world data; create quality measure depending also on execution 

time and explore its behavior; predict best strategies for stochastic rank aggregation 

algorithms; create new meta-features, including task-specific meta-features. 

This work was partially financially supported by the Government of Russian Fed-

eration, Grant 074-U01. 
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